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Abstract: The rate-limiting step in prion diseases is the initial transition of a prion protein from its

native form into a mis-folded state in which the protein not only forms cell-toxic aggregates but
also becomes infectious. Recent experiments implicate polyadenosine RNA as a possible agent for

generating the initial seed. In order to understand the mechanism of RNA-mediated mis-folding

and aggregation of prions, we dock polyadenosine RNA to mouse and human prion models.
Changes in stability and secondary structure of the prions upon binding to polyadenosine RNA are

evaluated by comparing molecular dynamics simulations of these complexes with that of the

unbound prions.
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Introduction

Prions are proteins commonly found in many species

including bacteria and fungi. In mammals and birds

they are involved in the growth and maintenance of

neuronal synapses1–3; and mis-folded prions (usually

addressed in this form as scrapie form or PrPSC, while

prions in their functional form are called PrPC)

assemble into cell-toxic aggregates that are the cause

for a number of neurodegenerative diseases in

humans (Creutzfeldt-Jacob, Kuru) and animals (Scra-

pie, Bovine Spongiform Encephalopathy).3,4 While the

structure of the infectious PrPSC state is not known,

circular dichroism measurements indicate a lower

helicity (43% in PrPC compared to 30% in PrPSC) and

a larger b-sheet content (3% in PrPC compared to 43%

in PrPSC) than seen in the native PrPC structures

that are resolved and deposited in the Protein Data

Bank. In the often studied mouse prion, the loss of

helicity results from the N-terminal helix5–12 (resi-

dues 143–161) converted into a b-sheet, while the cen-

tral helix B (172–196) and the C-terminal helix C

(200–229) stay intact. The now generally accepted

protein-only hypothesis of Stanley Prusiner states

that mis-folded prions are infectious, that is, a prion

protein in its disease-causing PrPSC form can convert

an unfolded prion, or one that is in its native PrPC

state, into its own form.13 This hypothesis implies

that prion diseases progress by a nucleation mecha-

nism where initial mis-folded prions seed the spread

of the cell-toxic aggregates. There is evidence14–16

that such “infectiousness” of aggregates plays also a

role in Alzheimer’s and other amyloid diseases.

Hence, the rate-limiting factor in all these diseases is

the formation of the initial seed that nucleates the

growth of the toxic aggregates. An understanding of

the initial stages of aggregation is especially impor-

tant as the list of diseases associated with aggregation

is rapidly growing.17 For instance, recent work18,19

has pointed out a correlation between the pregnancy-

specific disorder preeclampsia and the appearance of

protein aggregates and elevated levels of prion pro-

tein expression.20 This example therefore further
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underscores the importance of understanding the ini-

tial stages of prion aggregation for a wide array of

disorders.

There is experimental evidence that polyanions,

such as polyadenosine RNA (poly-A-RNA), can cata-

lyze conversion of the native PrPC form into PrPSC

seeds through interacting with the N-terminal of the

prion at either a segment made from residues 21–31

or at the segment made from residues 111–121.1,21

For instance, the deletion of polybasic domain 21–31

creates prion proteins that do not undergo conver-

sion to the infectious state in the presence of poly-A-

RNA.22 However, it is not clear how interactions

between the RNA and these two polybasic segments

lead to unfolding of helix A and its re-folding into a

b-sheet.

In the present article, we use molecular dynam-

ics simulations to probe this mechanism and to iden-

tify early steps in the conversion of PrPC into PrPSC

upon binding to poly-A-RNA. The mouse prion, for

which the wealth of experimental data is available, is

compared with the medically more relevant human

prion protein allowing us to assess the effect of

sequence on the mechanism of conversion. As the N-

terminal domain (residues 1–121) has not been

resolved in the PrPC structures of mouse and human

prion protein [deposited in the Protein Data Bank

(PDB) under identifiers 2L39 (Mouse Sequence) and

2LSB (Human Sequence)], it is not possible to study

directly in silico how docking of RNA to the PrPC

structure modulates the stability of helix A and its

conversion to a b-sheet. For this reason, we have

augmented the experimental structures with

structure predictions of the N-terminal domain. Com-

paring proposals from the well-established MODEL-

LER23,24 and ITASSER25–27 programs, and validating

them with the approach used by Hosen et al.,28 we

generate initial protein structures for the docking of

the prions in their PrPC form with poly-A-RNA frag-

ments. The stability of such complexes, predicted by

the docking software Autodock,29 is then evaluated in

300 ns long all-atom molecular dynamics simulations

with an explicit solvent. Through monitoring the pro-

tein’s secondary structure, contacts formed with the

RNA fragment and the protein (specifically helix A

and polybasic domains of the N-terminal region), and

root mean square fluctuation of residues in both the

bound and unbound state of prion proteins, we char-

acterize how the interaction with poly-A-RNA trig-

gers the transition from the cellular prion protein to

its infectious scrapie form.

Results and Discussion

Visual inspection

Eight docked structures (one for each of the four

binding sites as predicted by either ITASSER or

MODELLER—see the method section) of the mouse

prion—RNA complex, and six of the human prion—

RNA complex, were followed each in three indepen-

dent trajectories over 300 ns to evaluate the stability

of the complexes. As a control, we also simulated

each of the unbound mouse and human prion pro-

tein structures in three trajectories that have the

same length and rely on the same protocols as used

for the RNA–protein complexes. We start our analy-

sis of these 42 trajectories with a visual inspection

of the final configurations. Both docked and

unbound structures are shown are shown for the

human prion (where we found three binding sites)

in Figure 1. The corresponding structures for the

mouse prion, where we found four binding sites, are

shown in Figure 2.

In the six trajectories that followed the time

evolution of the RNA docked to the mouse prion pro-

tein at site 1 (the polybasic segment of residues 21–

31) a pincer-like structure between helix A (shown

in blue) and the polybasic domain (shown in red) is

quickly formed and encapsulates the RNA fragment

(shown in brown). This pincer motif, characterized

by distinct contacts between poly-A-RNA fragment

and protein that we listed in Table I, is also seen in

the corresponding six trajectories for the human

prion protein bound with the poly-A-RNA fragment

at this segment. Note that this motif which does not

differ between structures generated by MODELLER

or ITASSER is not observed in the control simula-

tions of the unbound proteins. In all trajectories of

the prion–RNA complex where this motif appears,

helix A dissolves over the course of the simulations,

but does not in the control simulations of the

unbound proteins. Since this loss of helicity in the

bound protein occurs in the same region where it is

seen in the conversion to the infectious state, we con-

jecture that the polybasic-helical pincer motif initiates

the conversion to the infectious state. The resulting

direct interaction with helix A does not affect the sec-

ondary structure of the other helixes B and C, again

in line with experimental results,7 while we observe

in the neighborhood of helix A transient b structures

that hint at the potential conversion to the PrPSC

state, as shown in Figure 3. However, these structures

are not consistently observed across all trajectories

and when found oscillate between coil and strand con-

formations, indicating that our 300 ns trajectories are

not sufficiently long to sample the conversion to the

infectious state.

In the preliminary short trajectories, a strong

binding of the poly-A-RNA molecule to the prion pro-

teins was also observed for binding site 2, defined as

the region around the polybasic domain of residues

111–121. In the 300 ns long trajectories of complexes

formed with this binding site we do not observe the

formation of the pincer-motif seen in the simulation

of complexes with binding site 1. This is likely

because helix A (residues 140–161) is so close to the
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binding site that a pincer arrangement would lead

to steric clashes. Consequently, secondary structure

changes not more in the simulation of the poly-A-

RNA–prion complex than in the trajectories of the

unbound protein. Again we find little difference

between human and mouse proteins, and between

models generated with either ITASSER or

MODELLER.

Figure 2. Binding motifs observed for the mouse prion protein. The upper row displays the bound systems and the lower row

the unbound ones. Helix A is drawn in blue, helix B in yellow, the polybasic domain of residues 21–31 in red, and polybasic

domain of residues 121–131 in orange (binding site 2 and 4 only). Blue spheres denote the N-terminus while red spheres

denote the C-terminal region. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 1. Binding motifs observed for the human prion protein. The upper row displays the bound systems and the lower row

the unbound ones. Helix A is drawn in blue, helix B in yellow, the polybasic domain of residues 21–31 in red, and polybasic

domain of residues 121–131 in orange (binding site 2 only). Blue spheres denote the N-terminus while red spheres denote the

C-terminal region. [Color figure can be viewed at wileyonlinelibrary.com]
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The poly-A-RNA fragment can also interact with

mouse and human prion proteins at binding site 3,

made of residues 135–145, which partially overlaps

with helix A (residues 140–161). As with the com-

plexes involving binding site 1, we observe in multi-

ple trajectories the formation of the helical-polybasic

pincer motif, and the dissolution of helix A happens

even faster when the RNA binds to site 3 than when

it binds to site 1. This is because at site 3, the RNA

binds directly to the helix A, and only later forms

the helical-polybasic pincer, which then traps the

RNA in a region close to the helix A. This assump-

tion is further supported by data from two trajecto-

ries for poly-A-RNA bound to the mouse ITASSER

structure at site 3. While in two of the three trajec-

tories the RNA fragment separated from the protein

(at �75 ns and �95 ns, respectively), the complex

persisted in one trajectory where, unlike in the other

two trajectories, the pincer between the polybasic

domain and helix A is formed and helix A dissolves.

Binding site 4 involves the poly-A-RNA frag-

ment interacting with residues 1–5 of the N termi-

nal domain and occurs only in mouse prion, despite

that mouse and prion protein have the same

sequence in this region. However, in the three struc-

tures where the RNA binds to the protein at site 4,

the N-terminal residues 1–5 are within 5 Å to the

polybasic region 111–121 with which they form a

pocket around the RNA fragment. As the unbound

systems, prions with RNA bound at binding site 4

do not change secondary structure. Because of the

close proximity to the polybasic domain of residues

111–121, one may consider binding site 4, which is

only observed for a single structure predicted by

MODELLER, as a variant of binding site 2. As most

of the structures, predicted by MODELLER, have

the first five N-terminal residues within 5 Å to the

polybasic domain 111–121, binding site 4 may be in

artifact of this protein structure prediction software.

Our visual inspection of the 42 trajectories sug-

gests that RNA can initiate conversion into the infec-

tious scrapie form when binding to the prion protein

at sites 1 and 3. Hence, we focus in our further analy-

sis on these two binding sites. As we find little differ-

ences between ITASSER and MODELLER generated

structures, we will no longer distinguish between

them, but combine them in our analysis. Hence, in the

following our statistics relies for human prion pro-

teins bound to poly-A-RNA at site 1 on 6 trajectories,

and 6 for the mouse prion bound to poly-A-RNA at site

1. For the human prion bound with RNA at site 3 we

have also 6 trajectories and 6 trajectories for the cor-

responding mouse prion–RNA complexes.

RMSF analysis

One way to quantify the effects of docking RNA to

specific regions of the prion protein is by comparing

the root mean squared fluctuation (RMSF) of resi-

dues in the various RNA–prion complexes. These

are shown in Figure 4 for all residues of the human

and the mouse prion. The figure displays for each

residue the ratio of RMSF measure for the bound

protein divided by the corresponding value mea-

sured for the unbound prion. Hence, a value larger

than one implies that a given residue is more flexi-

ble in a prion bound to RNA than in the unbound

protein. In agreement with the previously discussed

visual inspection of the various trajectories, we find

for both human and mouse prion docked to either

site 1 or 3 a characteristic spike in region of residues

Table I. Contacts Between RNA and Prion That Define
the Helix Pincer Motif

0–100 ns 200–300 ns

Contacts with Helix A
144 ASP 144 ASP
145 TRP 145 TRP
147 ASP 147 ASP
148 ARG 148 ARG

139 HIS
140 PHE
146 GLU
149 TYR
150 TYR

Contacts in the neighborhood of polybasic domain of resi-
dues 21–31

25 ARG 25 ARG
27 LYS 27 LYS
34 GLY 34 GLY
35 GLY 35 GLY
33 THR 33 THR
41 GLN 41 GLN

Figure 3. Secondary structure of the prion protein for system

of RNA docked to site 1. Residues with b sheet secondary

structure are indicated by yellow; a helices are indicated by

purple; RNA is indicated by brown; coils are indicated by

gray, and the polybasic domain 21–31 is indicated by red.

Transient b-strands around docking site are circled in a red

dotted line while sheets that are from the PDB are circled in

a yellow solid line. Blue spheres denote the N-terminus while

red spheres denote the C-terminal region. [Color figure can

be viewed at wileyonlinelibrary.com]
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150–180, which includes many residues of helix A

(140–161), that is not seen for the other binding

sites (data not shown). Binding to these two pockets

leads for the human prion protein also to increased

flexibility in the region of residues 35–90. This

higher flexibility results from a loss of contacts

between polar residues in this segment and helix A

after binding of the poly-A-RNA fragment to the pro-

tein. The frequency of such contacts falls from 32.1%

(7.2%) in undocked structures to 12.1% (2.9%) in the

complexes. A similar decrease of frequency for such

contacts is also observed for the mouse protein when

Figure 4. RMSF values measured for residues in docked structures divided by that measured in undocked structures. Ratios

for the human prion protein are shown in the upper row, and ratios for the mouse protein in the lower row. The left column

shows the ratios for structures docked to binding site 1, and the right column that for binding site 3. The ratio is calculated by

dividing the average RMSF value for a given residues in the docked protein–RNA structure to the average RMSF of the

undocked protein. The green line indicates a ratio of one. [Color figure can be viewed at wileyonlinelibrary.com]

Table II. The Probability of a Given Helical Contact Averaged Over the Trajectories Where the Polybasic-Helix Pin-
cer Motif is Seen

Backbone hydrogen bond Control undocked RNA docked 0–100 ns RNA docked 200–300 ns

VAL161-PRO157 50.0% (3.7) 45.1% (4.6) 10.1% (2.5)
VAL160-HIS155 75.4% (1.2) 55.4 (3.1) 15.6% (2.5)
GLN159-MET154 88.6% (3.6) 61.5% (3.7) 20.4% (4.1)
ASN158-ASN153 81.7% (3.5) 65% (4.4) 19.5% (3.5)
PRO157-ASN153 45.5% (4.1) 43.4 (3.8) 20.4 (4.0)
ARG156-GLU152 78.7% (2.3) 65.5% (7.7) 20.9% (3.7)
HIS155-ARG151 97.9% (4.2) 81.0% (8.3) 51.0% (3.4)
MET154-TYR150 74.3% (3.1) 65.6% (7.4) 30.5% (4.4)
ASN153-TYR149 86.1% (3.8) 50.1% (4.2) 0% (0)
GLU152-ARG148 97.1% (2.1) 71.70% (9.2) 21.70% (4.2)
ARG151-ASP147 94.7% (3.0) 40.6% (5.3) 20.6% (3.5)
TYR150-GLU146 98.8% (1.3) 60.1% (4.9) 10% (2.1)
TYR149-TRP145 91.5% (4.5) 41.2% (4.1) 15.0% (4.8)
ARG148-ASP144 75.6% (5.1) 42.5% (6.2) 22.5% (4.9)
147ASP-143ARG 96.9% (1.9) 62.1% (4.8) 25.6% (3.2)
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the RNA is binding to site 1 and site 3, declining

from 31.1% (4.4%) in undocked to 10.1 (3.3%) in

docked structures, and consequently an increase in

flexibility is observed for the segment of residues

35–90.

The distribution of the residue root-mean-

square-fluctuations corroborates our previous obser-

vation that formation of the pincer-like structure

leads to dissolution of helix A. This dissolution is

also seen in Table II where we show how the proba-

bility to find 1–4-backbone hydrogen bonds, charac-

teristic for a-helices, changes along the trajectories.

The helix starts dissolving by losing hydrogen bonds

involving residues 144–148, which are also the ones

that first form contacts with the RNA. As the simu-

lations evolve, further helical backbone hydrogen

bonds break, especially the bond between Tyr150

and Glu146, and TYR149 and ANS153; all residues

that now form contacts with the poly-A-RNA

fragment.

The net-effect of the loss of backbone hydrogen

bonds in helix A and the newly formed contacts of

residues in this segment with the poly-A-RNA is an

overall higher number of hydrogen bonds; that is,

the binding of the RNA is despite the loss of helix-

stabilizing hydrogen bonds energetically favorable.

This can be seen from Table III where this relative

increase is shown for both human and mouse prion

protein, at both binding sites. While in the control

simulations the number of hydrogen bonds does not

change it increases for the bound forms, with a

larger growth for binding to site 1. In order to

emphasize this point we show in Table III also the

differences in the number of hydrogen bonds. Aver-

age over the first 100 ns there is only a weak signal,

in that there is only an increase of about six hydro-

gen bonds; however, this number increases to about

ten or more hydrogen bonds over the last 100 ns of

the simulations. Hence, despite the dissolution of

helix A additional backbone hydrogen bonds appear,

possibly indicating the start of formation of another

ordered structure.

The decrease in helicity resulting from the loss

of stabilizing backbone hydrogen bonds in helix A is

also seen in Table IV. While there is no change in

the control, the average helicity decreases from

about 43% to 32% for both proteins and binding

sites. However, binding of the RNA fragment with

the protein leads not only to a loss of helical struc-

tures but also to a gain in b arrangements. This

effect is small but its significance becomes clear once

one considers in addition the life times of such

sheet-like elements. For this reason, we list in Table

IV also the b-strand occupancy, defined as the aver-

age amount of time a b-strand is observed along the

trajectory. While there is only an increase of �4.5%

in total b-strand propensity, the average life time of

the transient b-strands grows by approximately

Table III. Number of Main Chain–Main Chain Hydrogen Bonds Averaged Over Three Trajectories for Each Pocket
of the Human Sequence

0–100 ns 200–300 ns

Ctrl Docked Ctrl Docked

Name
Average number
MC–MC H bonds

Average number
MC–MC H bonds

D Bonds
0–100 ns

Average number
MC–MC H bonds

Average number
MC–MC H bonds

D Bonds
100–300 ns

Pocket 1 Human 78.3 (2.9) 84.2 (4.8) 5.9 (3.5) 78.9 (2.3) 91.4 (3.0) 12.5 (2.7)
Pocket 3 Human 71.9 (3.4) 78.2 (5.4) 6.3 (4.2) 84.6 (2.9) 94.9 (3.0) 10.3 (2.9)
Pocket 1 Mouse 72.5 (4.0) 77.6 (4.8) 5.1 (4.1) 71.4 (4.3) 84.1 (3.7) 12.7 (3.9)
Pocket 3 Mouse 75.1 (4.5) 79.1 (3.3) 4.0 (3.5) 74.7 (4.5) 75.5 (3.9) 10.8 (4.2)

D Bonds is calculated as the difference between the docked and undocked average main chain–main chain hydrogen bonds.

Table IV. Average Secondary Structure Content and b-Strand Occupancy of the C Terminal Domain (residues 121
to 253) of All Trajectories of Structures With Polybasic-Helix Pincer, i.e., Binding Sites 1 and 3

Human Mouse

Time Control Docked Control Docked

Helicity
0–100 ns 43.1% (1.8) 38.9% (2.7) 39.2% (0.9) 36.6% (2.2)
200–300 ns 41.9% (1.6) 32.0% (2.3) 42.7% (1.3) 31.5% (2.4

b Strands
0–100 ns 4.3% (1.3) 6.9% (1.6) 4.2% (1.2) 6.5% (1.7)
200–300 ns 4.5% (1.2) 8.8% (1.8) 4.4% (1.5) 9.1% (1.4)

b Strand occupancy
0–100 ns 26.7% (1.4) 38.4% (4.6) 26.2% (1.3) 37.8% (4.0)
200–300 ns 27.9% (1.3) 57.9% (4.2) 28.2% (1.2) 57.3% (4.5)

The averages are calculated for the first and for the last 100 ns in order to show the evolution of the structures. Occupancy
is defined as the percentage of time a given residue exists in a beta strand confirmation.
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25%, which may indicate the beginning conversion

to the b-sheet rich PrPSC structure.

In order to emphasize the shift in hydrogen

bonding and the corresponding structural rearrange-

ments we show in Figure 5(A) contact map of the

human prion (upper triangle) and mouse prion

(lower triangle). For this figure, we measured the

frequency of backbone–backbone hydrogen bonds in

both docked and undocked structures, and the color

coding marks the difference between these two fre-

quencies. A reddish coloring indicates that a given

hydrogen bond is more frequently seen in the bound

structure than in the unbound one, and a greenish

color that this hydrogen bond is more common in

the unbound structure than in the bound one. We

find the strongest signal for contacts involving resi-

dues 140–161, which are part of a helix in the native

structure. In this region, there is a decline of helical

contacts (see the greenish coloring of points parallel

to the diagonal that mark 1–4 hydrogen bonds) and

a corresponding increase in contacts that suggest b

arrangements (the reddish colored data points

orthogonal to the diagonal).

Conclusion
We have simulated the effect of polyadenosine RNA

bound to human and mouse prions on the stability

and secondary structure of these proteins. Potential

binding sites were predicted with Autodock, where

unresolved parts of the experimental prion

structures (in their PrPC form) are assumed to take

structures predicted by standard software packages

ITASSER and MODELLER. The poly-A-RNA frag-

ment–prion complexes, generated in this way, were

followed in long molecular dynamics simulations. In

cases where the poly-A-RNA fragments binds with

the N-terminal polybasic segment 21–31, or directly

with the N-terminal helix A, we observe that bind-

ing of the RNA leads to formation of a pincer-like

structure between helix A and the polybasic domain

that encapsulates the RNA. Because of steric

clashes, the pincer cannot be formed when the RNA

binds to the polybasic region 121–131, the other pre-

dicted binding site. Formation of the pincer seems

necessary to recruit and trap the RNA, and it pre-

cedes dissolution of helix A, which starts with the

N-terminus of the helix and the helix subsequently

unraveling toward its C-terminal end. As the molec-

ular dynamic trajectories proceed the helical con-

tacts are replaced by short b-strand arrangements

that eventually will lead to the characteristic high

b-sheet content of disease-causing mis-folded PrPSC

prion structure. This picture differs little between

mouse and human prion protein, that is, is indepen-

dent of the sequence differences between the two

proteins. Hence, our results suggest a mechanism by

that RNA binding to the prion protein at the seg-

ment 21–31 can trigger the conversion of the cellular

prion protein structure PrPC to its infectious scrapie

PrPSC form which afterwards becomes the seed for

Figure 5. Difference between the frequency of backbone H-bond contacts found in the bound prion protein and the frequency of such

contacts found in the unbound protein. Diagonal elements correspond to helical contacts and linear clusters orthogonal to the diagonal

correspond to b strand contacts. The upper triangle shows the contact map for the human prion protein and lower triangle the map for

the mouse prion protein. The helix A region is shown enlarged in the inset. [Color figure can be viewed at wileyonlinelibrary.com]
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the formation of toxic amyloids. The shift in struc-

ture upon interaction with RNA from helix to coil

could indicate the presence of intermediate states in

the process of prion conversion. Recent evidence sug-

gests that these intermediates can affect aggregation

and conversion rates due to barriers between the

intermediates and mis-folded proteins.30 Further-

more, increasing the flexibility of an aggregate inter-

mediate structure has been shown to reduce the

time for conversion to a mis-folded state for amyloid

b.31 Amyloid b aggregates have also been shown to

have a helical intermediate structures, that dissolve

and convert to b-sheets in the aggregation process.32

These studies therefore suggest a relationship

between the initial stages of amyloid aggregation

and prion conversion. While it is not clear how com-

mon or important this mechanism is in prion dis-

eases, our results put an interesting twist on the

“protein-only” hypothesis.

Materials and Methods

Model generation

In mammals, prion proteins are anchored to the cel-

lular membrane via glycosylphosphatidylinositol,

added to the protein at the C-terminus after cleav-

age of the last 24 residues.2,3 Simulations of the pro-

tein anchored to the membrane are computationally

expensive, and in order to explore efficiently the

dynamics of RNA–prion interactions, we chose an

unanchored prion model for our study. This requires

to use in our simulations the non-cleaved protein (of

length 253 residues for human prions or 254 resi-

dues for mouse prions) to prevent the presence of an

erroneously charged C terminus. In order to study

the conversion of the PrPC form into the disease-

causing PrPSC state by molecular dynamic simula-

tions, we need a suitable model of the mouse or

human prion protein in its native PrPC structure.

These structures have been only partially resolved

by X-ray diffraction, with the N-terminal first 121

residues missing in the structures deposited in the

Protein Data Bank (PDB) under PDB-ID 2LSB

(human) and 2L39 (mouse). As binding of the RNA

to the protein is supposed to involve these N-

terminal residues, we propose to extend the PDB

models by adding the N-terminal first 121 residues,

taking as their structure one predicted by the well-

established MODELLER or ITASSER programs.23–27

While both software packages rely on aligning a pro-

tein sequence to existing structures, they differ in

the prediction protocols and protein models. Hence,

by comparing two independent sets of predictions we

hedge our study against potential biases. This struc-

tural prediction method is similar to that used by

Hosen et al. to model Multidrug Resistance Protein-

6 (MRP6) and its interactions with various small

molecules.28 MRP6 is a protein of sequence length

1,503 amino acids with intrinsically disordered

regions that make its interactions difficult to predict

and model. By using similar methods of model gen-

eration and refinement as Hosen et al., we expect to

generate reasonable structures for modeling prion–

RNA interaction.

For both packages we select the two structures

that have the highest ranking, and allow them to

relax in a short, 5 ns long molecular dynamic run at

T 5 310 K and 1 bar pressure. From each trajectory,

we then collect ten evenly spaced configurations for

quality assessment. Following the approach by

Hosen et al.28 we evaluate the model quality by

averaging the scores of web-server, RAMPAGE,33

ERRAT,34 and ProQ,35 and comparing them to a cut-

off value. We then find the RNA complexed struc-

tures using the docking software Autodock 25, bind

to these configurations a five-nucleotide snippet of

poly-A-RNA, allowing free rotation around all single

bonds in the poly-A-RNA. Autodock 25 was selected

as the docking software as it has been used exten-

sively to model docking to both large proteins and

RNA.28,36 We chose a fragment size of five nucleoti-

des because this was in recent experiments the min-

imal size where photo-degradation does not change

the rate of conversion.37,38

The predictions by either MODELLER or

ITASSER lead to a total of two times ten docked

structures for each software package (MODELLER/

ITASSER) and protein (human/mouse), that are

used as start point for short molecular dynamics

simulations of 10 ns length at T 5 310 K. In 29 (25)

of the 40 runs for the human (mouse) prion protein,

the RNA got detached from the protein, and we dis-

carded the corresponding docked structures. Analyz-

ing the remaining 11 docked structures for the

human prion, we identified three stable binding

sites for the human protein. Site 1 is found five

times and corresponds to the binding between the

RNA and the prion protein at the polybasic domain

of residues 21–31. Site 2 involves the interaction

with polybasic domain of residues 111–121 and is

found four times, and site 3 (found three times)

involves the residues 135–145 located in the N-

terminal helix A. For the mouse prion we find four

binding sites in the 15 docked structures that did

not dissolve in the molecular dynamics runs. These

include the three binding sites seen for the human

prion protein and a fourth one, involving residues 1–

5 of the positively charged N-terminal. Site 1 is

found five times, site 2 three times, site 3 four times,

and site 4 three-times. Out of the docked structures

that share the same binding site we then choose for

each protein (human/mouse) and prediction algo-

rithm (ITASSER/MODELLER) this structure for fur-

ther analysis where the root-mean-square-deviation

over the 10 ns run was smallest, that is, the struc-

ture that appeared to be most stable. Note that in
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the case of the human prion we also repeated the

above protocol for the post-translated protein where

the C-terminal 23 residues are cleaved. This test let

to the same binding sites. Since in the complexes

with full-sized protein the residues 230–253 do not

form contacts with either the poly-A-RNA fragment

or helix A, and the structure of this segment

changes by �10 Å in the simulations described

below, we conclude that the post-translational cleav-

age does not affect the conversion between PrPC and

PrPSC form of human and mouse prion.

Model confirmation

The quality of the predicted structures was assessed

by following the approach of Hosen et al.28 and com-

paring the scores of three separate webservers:

RAMPAGE,33 ERRAT,34 and ProQ.35 The cutoff used

for the RAMPAGE score required the relaxed trajec-

tory to have an aggregate of more than 85% of resi-

dues in favored regions and less than 0.8% (2

residues or less) in disfavored regions. Validation by

ERRAT required the trajectories to have an average

quality factor greater than 90%, as this suggests an

acceptable model.33 ProQ predicts two scores,

LGscore and MaxSub with cutoffs of 2.5 and 0.1,

respectively.39 Averages for all analyzed structures

are presented in Table V.

Docking confirmation
Binding site 3 involved the interaction with helix A

without initial interaction to the N-terminal region.

This made it ideal to confirm that observed behavior

was not due to bias in our model. Docking to the

identified template structures, 2LSB and 2L40 for

human and mouse respectively, we confirmed that

binding to site 3 is the predominate site of interac-

tion in the absence of N-terminal polybasic domains.

Simulation of these protein–RNA complexes leads to

the same characteristic dissolution of a helical con-

tacts (Supporting Information Fig. S1). Note that

this unfolding of helix A is less pronounced in simu-

lations without the N-terminal domain.

Simulation protocol
The stability of the so-derived 2 3 3 (2 3 4) docked

structures predicted for the human (mouse) prion

protein by either MODELLER or ITASSER was

studied in longer molecular dynamics simulations,

and compared with the outcome of control

simulations of the two proteins (in their predicted

configurations) without being docked to the RNA.

These simulations rely on the GROMACS software

package version 4.6.540 and utilize the CHARMM36

force field with associated nucleic acids parame-

ters41–44 and TIP3P water molecules,45,46 a common

choice for simulation of amyloid-b systems which

aggregate via pathways similar to that of

prions.47–49 A cubic box with a side length of 12 Å is

placed around the center of mass of the docked and

undocked peptide systems. As this solvent box has

periodic boundaries, electrostatic interactions are

calculated using the PME algorithm.50,51 The vari-

ous RNA–prion complexes are first minimized by

steepest descent, before being equilibrated in a suc-

cession of a 2 ns molecular dynamics run in an NVT

ensemble and a 2 ns run in an NPT ensemble.

The six human prion and eight mouse prion pro-

tein structures, generated with the protocol

described above, are the start point for long molecu-

lar dynamics simulations of 300 ns length in a NPT

ensemble at 310 K and 1 bar pressure that allow us

to probe the stability of the various systems. The

equations of motions are integrated with a 2 fs time

step, where hydrogen atoms are constrained by the

LINCS algorithm52 and water using the Settle algo-

rithm. The temperature is held constant at a physio-

logical temperature of 310 K by a Parrinello–

Donadio–Bussi thermostat53,54 (s 5 0.1 fs), and pres-

sure is similarly held constant at 1 bar by the Parri-

nello–Rahman algorithm (s 5 1 fs).55 As the

simulation was not being performed on GPUs, a

group cutoff scheme was used. A Verlet scheme

would not lead to noticeable performance increases.

Due to the system size, neighbor searching was

handled on a grid with a cutoff of 1.5 nm. The

long-range electrostatic interactions were calculated

with the Particle Mesh Ewald method, using cubic

interpolation and the grid dimension set to

0.15 nm.

Generating different velocity-distributions we

follow each system in three trajectories in order to

get a simple estimate for the statistical fluctuations.

Data are saved every 4 ps for analysis with the tools

available in GROMACS. Primarily, we measure the

following quantities: root-means-square deviations of

the Ca atoms (RMSD), secondary structure contents,

contact distances, and hydrogen bonding footprint.

Configurations are visualized using PYMOL.56

Table V. Quality Scores of Trajectories Used for Docking Calculated From Three Separate Methods of Validation

Sequence
Rampage
favored

Rampage
allowed

RAMPAGE
disallowed ERRAT

ProQ
LgScore

ProQ
MaxSub

Human Modeller 88.6% (3.5) 11.0% (2.1) 0.6% (0.2) 90.32% (2.1) 0.265 (0.05) 3.4 (0.4)
Human ITASSER 90.7% (2.8) 8.8% (2.8) 0.4% (0.2) 92.02% (3.2) 0.350 (0.10) 3.8 (0.6)
Mouse Modeller 87.2% (4.0) 12.4% (4.2) 0.5% (0.3) 90.03% (2.2) 0.27 (0.20) 3.5 (0.5)
Mouse ITASSER 89.3% (3.0) 10.3% (2.6) 0.4% (0.1) 91.91%(2.4) 0.330 (0.08) 3.7 (0.4)
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