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Abstract

Traditional hit-to-lead optimization assumes that upon elaboration of chemical structure, the 

ligand retains its binding mode relative to the receptor. Here, we build a large-scale collection of 

related ligand pairs solved in complex with the same protein partner: we find that for 41 of 297 

pairs (14%), the binding mode changes upon elaboration of the smaller ligand. While certain 

ligand physiochemical properties predispose changes in binding mode, particularly those 

properties that define fragments, simple structure-based modeling proves far more effective for 

identifying substitutions that alter the binding mode. Some ligand pairs change binding mode 

because the added substituent would irreconcilably conflict with the receptor in the original pose, 

whereas others change because the added substituent enables new, stronger interactions that are 

available only in a different pose. Scaffolds that can engage their target using alternate poses may 

enable productive structure-based optimization along multiple divergent pathways.
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Supporting Information. Figures showing quantitative criteria for alternate binding modes (Figure S1), plots analysis of several other 
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(Figure S7). The complete set of ligand pairs compiled here, along with quantitative properties used in analysis (Dataset_S1.xlsx).
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Introduction

Elaborating an initial hit compound to improve its biological activity is a fundamental goal 

of medicinal chemistry. In building up structure-activity relationships (SAR), one compiles 

information on how substitutions at different positions of a molecule affect activity 1. By 

collecting together the optimal substituents at each available position, one expects to 

maximize the activity that can be achieved from a given chemical scaffold. This approach, 

however, relies upon an important implicit assumption: that the binding mode (the position 

and orientation of the ligand with respect to the receptor) is conserved across each of these 

individual representative compounds. The ability to explain the effect of individual 

substitutions solely through changes in interactions from the altered chemical moiety – a 

simple framework of functional group additivity – will clearly work only if the interactions 

separate from the substitutions are preserved.

Directly testing this pillar of medicinal chemistry requires determination of crystal structures 

of multiple related compounds in a chemical series, each in complex with their protein 

target. One such study has been carried out retrospectively by decomposing a natural 

product cyclopentapeptide, argifin, that inhibits a chitinase: upon trimming the starting 

inhibitor to a linear tetrapeptide, then a tripeptide, then a dipeptide, monopeptide, and finally 

a single sidechain, the authors showed that the binding mode used to recognize key 

interacting groups on the enzyme was conserved at every step 2. An analogous study has 

also been carried out using substrates of thymidylate synthase, by sequentially removing 

pieces from its natural substrate dUMP. Here again, a series of crystal structures showed that 

the location and orientation of fragments drawn from dUMP were nearly identical to that of 

the corresponding groups in the complete ligand 3. The Nutlin series that inhibits the 

MDM2/p53 interaction was also decomposed into its component fragments, and these were 

shown to retain detectable activity 4 – once again implying that the Nutlin molecule could, in 

principle, have been designed from these fragments.
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This assumption has also been challenged, however, by other studies carrying out similar 

decompositions. A known β-lactamase was broken into two parts, each corresponding to 

half of the starting compound. Remarkably, crystal structures showed that neither of these 

two fragments engaged the receptor using the same interactions as the parent compound 5. 

Similar observations by NMR have been reported for nine inhibitors of the Bcl-xL protein-

protein interaction, further noting that even the location at which deconstructed ligand 

fragments engage their receptor may not be conserved 6. Motivation for these two studies 

stemmed primarily from the growing popularity of fragment-based drug discovery 7, 

prompting the authors to ask – retrospectively – whether these particular “mature” inhibitors 

could have been derived by linking, merging, or growing their constituent fragments. The 

surprising behavior of the fragments in this study provided a cautionary note when using 

structural approaches to rationally elaborate fragments, and underscored the need to confirm 

via crystallography or NMR that each ligand’s binding mode is conserved over the course of 

optimization 8, 9. In contrast, a retrospective analysis of 39 Astex fragments that were 

ultimately advanced into leads showed that these inevitably preserved their original binding 

modes, with the shared substructure changing by less than 1.5 Å RMSD in all cases 7.

Here, we explore the frequency at which the position and/or orientation of a bound ligand 

changes upon chemical elaboration. By carrying out a large-scale survey of available crystal 

structures, we have compiled a diverse set of paired ligands: in each case the smaller ligand 

is a substructure of the larger ligand, and in each case the two ligands have been 

independently solved in complex with the same protein structure. While the smaller of the 

two ligands did not (in most cases) serve as a starting point for design of the larger ligand, 

these pairs nonetheless represent examples in which the smaller ligand could have feasibly 

been optimized to yield the larger ligand. As described below, this set provides a means to 

ask how often the binding mode is expected to change upon elaboration of chemical 

structure, and what types of protein-ligand complexes are most likely to exhibit this 

behavior.

Results

Starting from the complete set of crystal structures in the Protein Data Bank (PDB), we 

grouped together crystal structures in which a given protein was separately solved in 

complex with multiple different ligands. For each protein, we then extracted any pairs of 

ligands in which the smaller compound corresponded to a chemical substructure of the 

larger compound, with a size increase typical of chemical elaboration in the course of hit-to-

lead optimization. We also filtered such that no compound was used as the “smaller” ligand 

more than once (in other words, we did not allow multiple “derivatives” from a single 

“parent compound”). Ultimately this approach – described fully in Methods – produced a 

non-redundant set of 297 pairs of crystal structures with related ligands.

These pairs of structures represent a collection of examples for which a given protein has 

been solved in complex with some ligand, and this protein has also been separately solved in 

complex with a larger ligand that elaborates upon the first ligand. Again, we must point out 

that the larger ligand was not necessarily identified by rationally designing derivatives of the 

smaller ligand: indeed, in many examples this was not the case. In addition to examples of 
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ligands that were designed in this manner, our set includes pairs of synthetic analogs 

identified fortuitously, synthetic compounds paired with the natural endogenous ligands they 

mimic, and even pairs of endogenous ligands that naturally happen to meet the criteria laid 

out above. Gratifyingly, the set of paired structures resulting from this approach included the 

β-lactamase inhibitor and its “deconstruction” fragment described earlier 5 that motivated 

our study.

We have made this complete set of paired structures is available to the broader community 

for further study, as Supporting Information (Dataset S1).

Alternate binding modes are surprisingly common

To determine whether the binding mode of the smaller ligand was preserved by the larger 

ligand, we began by carrying out a global structural alignment of two protein conformations 

using TM-align 10. Given that the smaller ligand is a chemical substructure of the larger 

ligand, we then examined the extent to which the region occupied by the larger ligand 

subsumes the volume occupied by the smaller ligand, in their bound crystal structures. If 

indeed the bound pose is preserved, the shared parts of the chemical scaffold will be 

superposed in the binding site, and the smaller ligand’s volume will be fully covered by that 

of the larger ligand. In this scenario, the additional moieties that distinguish the larger ligand 

will extend into new regions of the binding site (presumably making additional interactions 

with the protein).

We used the ROCS software 11, 12 to compute the fraction of the smaller ligand’s volume 

that is included within the volume of the larger ligand, fixing the relative position of the two 

ligands observed in the aligned protein structures. In addition we computed a combined 

overlap score (“COS”) (see Methods), that considers not only the extent to which the larger 

ligand subsumes the volume of the smaller ligand, but also the extent to which the larger 

ligand recapitulates placement of chemical types (e.g. hydrogen bond donors/acceptors) 

from the smaller ligand.

As expected, in most cases the larger ligand indeed covers almost all of the volume occupied 

by the smaller ligand, and in most cases the larger ligand also recapitulates the positioning of 

equivalent chemical groups in the smaller ligand: these correspond to overlap scores close to 

1 (Figure 1a). In quite a number of cases however, we find remarkably low overlap scores; 

this holds when considering only volume overlap, and also when considering “combined” 

(volume and chemotypes) overlap.

Noting that our definition of chemical substructures did not require that the larger ligand 

include absolutely all features of the smaller ligand, we next examined whether the lack of 

overlap typically occurred for pairs in which the smaller ligand was not a perfect chemical 

substructure of the larger ligand. Indeed, overlap scores are very slightly diminished if the 

match of chemical structures is imperfect (Figure S1), but this effect is small. By visual 

inspection of individual cases (described below) and by comparison with these histograms, 

we determined a COS cutoff value such that scores less than this cutoff corresponded 

unambiguously with a dramatic change in binding mode between the larger and smaller 

ligands. In light of the relationship between COS and chemical substructure scores, different 
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COS cutoff values were used depending on the chemical substructure score (Figure S1) (see 

Methods).

Using these conservative cutoff values we found that 41 of the 297 ligand pairs (~14%) were 

marked as cases in which the larger ligand’s binding mode had dramatically changed relative 

to that of the smaller ligand. In light of this extraordinarily high number of altered binding 

modes, we manually confirmed every one of these 41 cases by visual inspection of the 

complexes; no false positives were present in this set. In this first comparison, we compared 

the pose of the smaller ligand to a single (arbitrary) larger ligand. We next asked what 

fraction of the smaller ligands had a larger ligand in an alternate binding mode if we instead 

searched through all of the partners for the given smaller ligand; we found that a larger 

ligand in an alternate binding mode could be identified for ~15% of the smaller ligands in 

our set.

In light of recent studies highlighting examples of incorrectly refined ligand geometries in 

published crystal structures 13–15, we recognize the importance of excluding the possibility 

that the ligand pairs we identified were not simply a collection of errors in crystal structures 

and/or differences in crystallographic conditions. As a first test, we asked whether ligand 

pairs with altered binding modes were observed more frequently in crystal structures with 

poor resolution, or crystal structures with poor Rfree; this proved not to be the case (Figure 

S2). To further rule out errors from placing the ligand within crystallographic electron 

density, we only used structures in which the electron density was available and matches the 

binding mode unambiguously (Figure S3), and for which crystal contacts were unlikely to 

have affected the binding mode (see Methods). Finally, for the cases in which the ligand’s 

binding mode had changed, we examined the pH at which the structures were solved. The 

pH was unchanged in 17 of these 41 structures, and the ligand protonation state was 

predicted not to have changed in the other 24 (see Methods). Thus, we are confident that 

none of the examples of pairs with altered binding modes included in our set are due to 

errors or experimental artifacts.

Below we will present two representative examples of ligands that adopt a new binding 

mode upon chemical elaboration, as identified in this set. In these examples, the crystal 

structures exhibiting variation in binding mode for a given protein were solved by the same 

research group; consequently, these two groups each recognized that a distinct binding mode 

had emerged. Throughout the rest of this study we will also present further examples to 

illustrate specific points, mostly drawing from new examples of ligand pairs with alternate 

binding modes that were identified in our set.

As a first example, we selected a ligand pair in which the smaller ligand was a perfect 

substructure of the larger ligand (i.e. chemical substructure score = 1). Indeed, we identified 

the highest fraction of ligands with altered binding modes from among the ligand pairs with 

perfect chemical substructural matches (Figure S1), since this allowed the most stringent 

COS cutoff to be used (see Methods). In this first representative example (Figure 1b) the 

smaller ligand is hydroquinone (benzene-1,4-diol), and the larger ligand simply adds to this 

a carboxylic acid (2,5-dihydroxybenzoic acid). Both compounds inhibit carbonic anhydrase, 

and the structures of each have been separately solved in complex with this enzyme 16.
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The carbonic anhydrase active site includes a catalytic Zn(II) ion coordinated by three 

histidine sidechains and an activated hydroxide ion. Each of these two inhibitors does not 

bind directly to the zinc ion, but rather each one forms a hydrogen bond to the active site 

water molecule, and in doing so occludes the rest of the active site 16. Despite this similarity, 

however, the binding modes of these two ligands are notably distinct (Figure 1b). While the 

protein active site does not undergo extensive reorganization, these two ligands engage their 

shared target through completely different contacts. The smaller ligand (hydroquinone) uses 

a hydroxyl group to form a hydrogen bond to the active site water, allowing the aromatic 

ring to be packed into a shallow hydrophobic surface cleft. In contrast, the larger ligand (2,5-

dihydroxybenzoic acid) uses the carboxylic acid to engage the active site water and also a 

nearby threonine sidechain. As a result, the aromatic ring is less well packed, and one of the 

hydroxyl groups faces into a hydrophobic region of the active site. Interestingly, given these 

distinct modes of interaction, it is the smaller ligand that exhibits more potent inhibition than 

the larger ligand (Ki = 90 nM for hydroquinone 17, versus IC50 = 5 mM for 2,5-

dihydroxybenzoic acid 16).

As a second representative example, we present a series of peroxisome proliferator-activated 

receptor γ (PPARγ) structures solved with various ligands (Figure 1c). This nuclear 

receptor appeared in our set as three distinct ligand pairs, corresponding to three different 

“smaller” ligands that could each be elaborated to yield indomethacin as the “larger” ligand. 

Two of the smaller ligands are perfect substructures of indomethacin (5-hydroxyindole 

acetate and 5-methoxyindole acetate), while the other (serotonin) is only a near match 

because it contains a primary amine not found in indomethacin. In this case the larger 

ligand, indomethacin, is a synthetic analog of these three smaller natural metabolites that 

serve as full/partial agonists of PPARγ – and remarkably, each of these four ligands engage 

the protein in different orientations.

Comparison of these crystal structures highlights the importance of the binding mode for 

biological activity. Remarkably, each of these four ligands confers different activity in cells: 

their degree of agonism differs, as does their preference for binding a second simultaneous 

ligand (different fatty-acids) 18. Substantial efforts had been directed towards establishing a 

structure-function relationship for receptor activation by various ligands, but these inevitably 

proved challenging to interpret. This series of crystal structures provided a clear explanation 

for this behavior, and – in retrospect – demonstrated that it was the lack of conservation of 

ligand binding mode that confounded earlier efforts to derive a simple structure-function 

relationship 18. Here, the changes in binding mode lead to altered biological activity that 

cannot be understood or predicted solely on the basis of changes in binding affinity – which 

in turn makes it extremely difficult to rationally design new agonist ligands.

We selected these two examples of alternate binding modes partly because there is no 

accompanying conformational change of the protein, making it very straightforward to 

visually recognize the changes in the ligand’s pose. In addition to these two, our dataset 

contains examples of ligand pairs with distinct binding modes from many medicinal 

chemistry campaigns, with target classes that include kinases, phosphatases, proteases, and 

β-lactamases. We next used this set to explore what physiochemical properties of the ligand, 
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the protein-ligand complex, or the protein surface might suggest that a given bound ligand 

may be predisposed to change its pose upon chemical elaboration.

Chemical properties that correlate with alternate binding modes

We began from the hypothesis that the initial (smaller) ligand might be more likely to 

change its binding mode upon chemical elaboration if it does not initially engage its target 

with very high affinity. This can be rationalized by considering that a weakly-binding ligand 

may exhibit only a slight preference for the observed binding mode, and thus be pre-

disposed to adopt an alternate binding mode in response to even a relatively small 

perturbation (adding one or more substituents). In contrast, a tightly-binding ligand may be 

“locked” into place, and thus be more likely to accommodate structural changes even if they 

are suboptimal in the context of this complex.

To test this hypothesis, we plot the distribution of potency for the smaller ligand across our 

collection of paired complexes, separating examples of pairs that changed binding mode 

from those that did not (Figure 2a). We note that “potency” in this context can be either Kd, 

Ki, or IC50; to compare them in this manner, IC50 values were first scaled as described 

elsewhere 19 (see Methods). Comparing these distributions, we find that indeed the median 

potency for pairs that retain their binding mode is stronger than the median value for pairs 

that did change binding mode upon elaboration, and that this difference between the 

distributions is statistically significant (p < 0.005) (see Methods). We also note that assay 

differences can lead to large disparities in IC50 values reported for the same compound, and 

this may contribute noise to our dataset: were it not for this source of error, the difference 

between the two distributions may be even more striking.

Given that binding affinity typically becomes stronger with increasing molecular weight 20, 

one might further expect that smaller ligands would be more likely to change binding mode 

upon chemical elaboration. Indeed, upon collecting the molecular weight of the smaller 

ligand in each pair, we find that the median value of ligands that changed binding mode was 

smaller than the median value for ligands in which the binding mode was preserved (Figure 

2b), and that the difference between the distributions was again statistically significant (p < 

4×10−4). Given the natural relationship between molecular weight and number of atoms, it is 

unsurprising that we also observe a difference when comparing distributions of the number 

of (non-hydrogen) atoms (p < 4×10−4) (Figure S4a). Interestingly, however, the change in 

potency (Figure S4b) or the change in ligand efficiency (Figure S4c) between the smaller 

and larger ligand does not yield a statistically significant difference in the distributions of the 

two data sets, and neither does the initial ligand efficiency of the smaller ligand (Figure 

S4d).

Next, we hypothesized that polar ligands would be less likely to preserve their binding 

modes than hydrophobic ligands: because hydrogen bonding requires more precise geometry 

than non-polar interactions, binding modes that rely on hydrogen bonding may not be 

sufficiently robust to allow slight perturbations needed to accommodate the larger ligand. 

Using the computed octanol-water partition coefficient (clogP) as a measure of 

hydrophobicity, we indeed find a difference between median clogP of ligands that adopted a 
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new binding mode versus those that did not (Figure 2c); the difference between these 

distributions was again statistically significant (p < 0.02).

Finally, we anticipated that a ligand’s flexibility might also contribute to it’s potential for 

adopting a new binding mode. If a functional group were added to a ligand at a position that 

is incompatible with the existing binding mode, the opportunity to slightly vary the ligand’s 

internal degrees of freedom may allow this new substituent to be accommodated without 

dramatically changing the binding mode. Because such reorganization may not be possible 

for a purely rigid ligand, in contrast, the substitution might prevent binding altogether, or – if 

binding still takes place – require adoption of a new binding mode. We therefore compared 

the distributions of the number of rotatable bonds in ligands that change binding mode 

versus those that do not across our complete set of ligand pairs (Figure 2d). We indeed find 

fewer rotatable bonds in the ligands that change binding mode, however the difference in 

their distributions did not achieve statistical significance (p < 0.1).

Collectively, then, we have demonstrated here that several properties of the smaller ligand 

are correlated with the likelihood that the larger ligand will not preserve its interactions: 

weak binding, low molecular weight, polar, and rigid compounds appear most likely to 

change binding mode upon elaboration.

Properties of the initial complex that correlate with changing binding mode

Beyond simply a ligand’s chemical structure, we also hypothesized that its interactions with 

the receptor may contribute to whether alternate binding modes might be adopted. In 

particular, we anticipated that ligands bound to deep pockets might have fewer opportunities 

to explore other poses, relative to ligands that occupy shallow surface grooves. One 

representative example from our survey of the PDB is a pair of isoquinoline-1,3,4-trione 

derivatives 21, which bind superficially to the surface of caspase-3 (Figure 3a).

As a starting point, we computed the solvent accessible surface area (SASA) buried in each 

protein-ligand complex. Indeed, the median SASA buried by ligands that change their 

binding mode upon chemical elaboration is less than those for which the binding mode is 

preserved (p < 9×10−4) (Figure 3b). We also computed the fraction of ligand’s surface area 

that remains exposed upon complexation (θlig)22; surprisingly, ligands that change binding 

mode are not systematically bound using shallower binding modes (Figure 3c). The fact that 

the extent to which the ligand is buried is not correlated with its propensity to change 

binding mode suggests that the observation of fewer altered binding mode for ligands with 

high SASA may be an indirect effect: high SASA is naturally correlated with larger and 

more potent ligands 23, and we showed earlier that each of these make the binding mode less 

likely to change. We will return to the complication of correlations between features later in 

our analysis.

Given that polar compounds are more likely to change binding mode, we next counted the 

number of intermolecular hydrogen bonds in each complex. Although the median value for 

this discrete variable is the same in both sets, the distributions are not the same (Figure 3d): 

there are fewer intermolecular hydrogen bonds involving the ligands that change binding 

mode, and this difference in the distributions is statistically significant (p < 0.02). Here 
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again, the properties of a given compound cannot be assumed to be independent from the 

properties of the complex: while polar compounds are more likely to change binding mode, 

this may be especially true if the hydrogen bonding potential of the ligand is not fully 

satisfied in the original binding mode. Further, given that hydrogen bonds generally stabilize 

protein-ligand complexes, the observation that complexes with more hydrogen bonds are 

less likely to change binding mode might be explained – at least partially – by our earlier 

observation that tighter binding complexes are less likely to change binding mode. 

Accordingly, in this vein, we also note that there are examples in which the binding mode 

changes, but it does so in a manner that preserves certain key hydrogen bonds (Figure 3e).

Very recently, the hypothesis was put forward that a substructure pulled from a larger ligand 

would retain its original position and orientation if the fragment is located at a “binding 

energy hot spot” 24. To test this, the authors developed a “fraction overlap score” that 

quantifies how much of the fragment falls within the primary hotspot region that is 

determined from the protein structure using computational solvent mapping 25. By 

examining eight classic ligand-deconstruction testcases, the authors found that indeed this 

“FO score” distinguishes a series of fragments that do not preserve the parent compound’s 

binding mode (the β-lactamase case introduced earlier 5) from examples in other systems for 

which the parent compound’s binding mode is conserved by the fragment 24.

To explore the generality of this observation beyond these eight testcases, we sought to 

compute the FO score for each of the ligand pairs in our dataset, exactly as described by 

these authors 25 (see Methods). However, we found that in about a quarter of the cases 

examined, the primary hotspot did not coincide with the ligand binding site, which in turn 

precluded a meaningful FO score from being calculated. To address this, we instead defined 

the primary hotspot as the largest cluster that overlaps with the larger ligand in our pair, 

rather than simply the largest cluster anywhere on the protein. This allowed us to calculate 

the FO score for 293 ligand pairs (41 changed binding mode and 252 did not; in 4 cases 

computational solvent mapping did not yield any probes near the larger ligand).

Our much larger set now allows for a more rigorous evaluation of the FO score, and indeed 

confirms a statistically significant difference (p < 5×10−4) in the distribution of FO scores 

for ligand pairs in which the binding mode is preserved, versus those for which the ligand 

adopts an alternate pose (Figure 3f). Nonetheless, we note that the FO score is computed 

from the crystal structure of the larger ligand, and thus cannot be applied prospectively to 

assess the effect of elaborating the smaller ligand: its intended use is rather to determine 

whether reducing the size of a ligand might alter its binding mode.

In a related vein, a recent retrospective analysis of Astex screening campaigns revealed three 

cases in which elaboration led to new binding modes, and in each case this change was 

accompanied by a corresponding conformational change of the protein 7. Each of the 

specific examples of alternate binding modes we have presented thus far include minimal 

changes to the protein’s binding site, since these can make it more difficult to visually 

compare the two poses. However, our set does include examples of alternate binding modes 

that are accompanied by protein conformational changes, such as the tyrosine phosphatase 

1B active site (Figure 3g). Overall, and unsurprisingly, the RMSD of the protein’s binding 
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site when comparing the pair of ligand-bound structures is typically higher if the two ligands 

engage the protein with a different binding mode (Figure 3h), with a statistically significant 

difference between the distributions (p < 0.03). To examine whether the flexibility of the 

binding site was evident from the structure of the smaller ligand we compared the 

crystallographic B-factors of the two sets: however, this revealed no difference (Figure S5). 

It is important to remember that protein binding sites are malleable and may adapt to bind 

different ligands – in the Astex survey 7, 17 of 25 cases included a protein conformational 

change greater than 1 Å RMSD, even when the ligand pose did not change. However, it is 

not clear at this point how one might anticipate such changes ahead of time, to predict 

whether a given ligand will change its binding mode upon chemical elaboration.

Properties of the initial binding pocket that correlate with changing binding mode

The physicochemical properties of a ligand (e.g. size and hydrophobicity) are somewhat 

predisposed by the physicochemical properties of the binding pocket on the protein surface. 

Having determined that certain ligand properties are correlated with increasing propensity 

for changing binding mode upon elaboration, we next asked whether analogous features of 

the protein surface pocket would be similarly predictive.

Indeed, we find that cases in which the initial ligand occupies a smaller pocket volume are 

more likely to change binding mode upon chemical elaboration (Figure 4), and that this 

difference is statistically significant (p < 9×10−5). This is unsurprising, given that small 

pockets can typically only accommodate small and weak-binding ligands, and we have 

already shown that these are more likely to change binding mode (Figure 2a and 2b).

Intriguingly however, we do not find analogous differences between the distributions for 

changed versus preserved binding modes when considering frequency of polar residues in 

the binding pocket, frequency of aromatic residues in the binding pocket, binding pocket 

hydrophobicity, or binding site “druggability” 26, 27. Thus, with the exception of pocket size, 

it appears that it is primarily the physicochemical properties and activity of the ligand, rather 

than the binding site properties, that dictate whether the binding mode is likely to be 

preserved.

Analysis of chemical substitutions in the structure of the complex

Our analysis thus far has focused on details of the initial protein-ligand complex to explore 

how often the binding mode is preserved upon chemical elaboration: thus far we have not 

yet considered the location or identity of the substituent(s) that are to be added. Clearly we 

expect that this will be important: one would expect that building on a new group that 

extends into solvent may not alter the binding mode, whereas adding in a direction that faces 

into the protein may cause a steric clash that forces a new binding mode to be adopted.

To directly address this question, we developed a new tool for rapidly probing whether the 

larger ligand could be accommodated in the protein without changing binding mode. Briefly, 

we align the shared substructure from the larger ligand onto the corresponding region in the 

smaller ligand, using the crystal structure of the smaller ligand’s complex: this provides us 

with an initial model of the large ligand’s complex, built in a manner that completely 

preserves the binding mode of the smaller ligand. We then carry out energy minimization of 
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this model, and monitor the RMSD difference of the large ligand relative to the initial pose. 

If the ligand can be accommodated in the model with only minor rearrangement, the RMSD 

difference will be small; if, however, there is egregious incompatibility between the protein 

and the large ligand in this binding mode, we will observe a much larger RMSD difference. 

In our analysis below, we will refer to this RMSD difference as “rmsd after minimization of 

the aligned complex” (RMAC) (see Methods).

We computed RMAC for the ligand pairs in our set, and as anticipated we found that RMAC 

values are typically higher for ligand pairs in which the binding mode is not preserved 

(Figure 5). This difference is statistically significant, with much lower p-value than any other 

property we have examined thus far (p < 6×10−7). It natural to expect that the specific 

chemical substitution plays a role in dictating whether the binding mode will change, and 

thus perhaps unsurprising that this property exhibited such a large difference between ligand 

pairs that change binding mode versus those that do not – even given the simplicity of the 

approach.

Predicting the presence of alternate binding modes based on these properties

Thus far, we have evaluated various properties to determine which ones correlate with ligand 

pairs that change binding mode upon chemical elaboration from those that do not; we have 

summarized these properties, and the statistical significance of the observed differences, in 

Table 1.

Applying this analysis, the predictive power of the properties considered above can best be 

compared using receiver operating characteristic (ROC) plots. In this case we seek to predict 

the value of a binary classifier – will the ligand change its binding mode upon elaboration? – 

using a known quantitative property. For a given property (e.g. molecular weight) at a given 

stringency (e.g. 250 Da), we plot the fraction of cases in our test set that would be correctly 

assigned as changed binding modes (true positives recovered), as a function of the fraction 

of preserved binding modes that would be incorrectly assigned as changed (false positives). 

Points on this plot corresponds to increasing the stringency at which assignments are made; 

for a truly random classifier, the true positives and the false positives will accumulate at an 

equal rate.

We have generated ROC plots (Figure 6a, Figure S7) for each of the properties described in 

the preceding sections. Consistent with our earlier analysis, certain properties are useful in 

anticipating the likelihood that a ligand will change binding mode: these include RMAC, 

pocket volume, molecular weight, lipophilicity, and potency. Meanwhile, other properties 

(such as θlig) have no predictive power at all. The area under the curve (AUC) for each 

property is also reported in Table 1. As expected, these are largely aligned with the p-values 

describing the statistical significance of the difference between distributions; the exceptions 

are discrete variables (such as the number of intermolecular hydrogen bonds), where there 

are differences between the distributions but the large number of “ties” among these values 

limit the predictive power of such variables.

The dependence on this single descriptor can be summarized most intuitively through 

logistic regression 28, since this allows estimation of a binary output (changed or preserved 
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binding mode) based on the value of a continuous variable. Through the resulting model, we 

emphasize that low RMAC values are highly indicative of ligand pairs in which the binding 

mode will be preserved: values below 0.65 Å, the median value for pairs that did not change 

binding mode in Figure 5, are found to change binding mode less than 10% of the time. In 

contrast, ligand pairs with RMAC values of 4 Å are 45% likely to change binding mode 

(Figure 6b). Molecular weight is also predictive, though less able to confidently identify 

ligand pairs that change binding mode: a compound of 400 Da molecular weight has a 

probability of about 5% of changing binding mode upon chemical elaboration; this 

probability increases to 17% if the starting compound is 200 Da, and to 30% if the starting 

compound is only 100 Da (Figure 6c). Given the correlation between molecular weight and 

potency, we also observe analogous behavior as a function of the smaller ligand’s binding 

affinity (Figure 6d).

While some of the properties we consider here are trivially correlated with one another (e.g. 

molecular weight with number of heavyatoms), many more are known to correlate in 

practice (e.g. molecular weight with activity). We therefore systematically evaluated the 

correlation between all properties used in this study, using the Spearman correlation 

coefficient; even among the properties that are predictive of whether a ligand will change 

binding mode, many not are correlated with one another (Figure 7a). This observation 

suggests that by using multiple properties in tandem, further predictive power can be 

achieved.

To combine these properties into a more powerful tool for predicting whether a given ligand 

will change binding mode upon elaboration, we applied multiple logistic regression with 

several different combinations of these properties as inputs. For each model, we express the 

results as ROC plots, with the AUC value indicative of the model’s ability to predict whether 

a given ligand pair will change binding mode (Figure 7b).

As expected, adding a highly correlated property to the molecular weight, such as number of 

heavyatoms or activity, does little to improve performance: the AUC value is essentially the 

same as that of molecular weight alone. On the other hand, including molecular weight 

alongside FO score or RMAC (AUC values 0.73 and 0.78, respectively) provides improved 

discrimination relative to FO score or RMAC alone (AUC values 0.66 and 0.74, 

respectively). Finally, incorporating further correlated properties into one of these models 

does not improve them any further: adding activity and buried SASA into the model built 

using RMAC and molecular weight does not provide any noticeable benefit.

Ultimately then, RMAC and molecular weight together offer the ability to make fairly 

accurate predictions regarding whether adding a specific new substituent will cause a ligand 

to change its binding pose, given the crystal structure of the initial ligand.

Discussion

Using our conservative definition, we found that 41 of the 297 ligand pairs in our set (~14%) 

clearly and unambiguously changed binding mode upon elaboration. However, this fraction 

most certainly does not reflect the likelihood that addition of any arbitrary substituent will 
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lead to a new pose: it is certainly dependent on the nature of the initial ligand, and the 

compatibility of the binding site to accommodate the new substituent. Below, we will 

consider in detail the factors that further tune the likelihood of a derivative adopting a new 

binding mode.

Substitutions incompatible with the original binding mode

It must be immediately noted that cases in which elaborated ligands are designed arbitrarily 

are increasingly rare: modern medicinal chemistry relies heavily on structural biology to 

help identify useful vectors at which to add substituents. In circumstances when the 

elaborated ligand is designed with explicit consideration of how the additional groups might 

interact with its receptor, the rationally designed substituents are expected to reinforce the 

original binding mode. Thus, in these cases we expect that the likelihood of an altered 

binding mode would be lower than the frequency observed across our complete set, since 

many examples in our test set originate from different research groups (rather than by 

explicit optimization of a known ligand), and thus the larger ligand was identified without 

knowledge of the smaller ligand’s interactions.

In essence, our application of RMAC crudely mimics the human expertise typically 

underlying structure-based design of new analogs. Accordingly, most substitutions that 

preserve the original binding mode have very low RMAC values (Figure 5). This serves as 

validation of our simple modeling approach, by demonstrating that it usually generates quite 

accurate models of the larger ligand when the binding mode is unchanged. Nonetheless, 

ligand pairs with unchanged binding modes are assigned higher RMAC values: these 

correspond to failures of the modeling approach, typically arising from slight adjustments of 

the protein conformation that are not adequately recapitulated.

At the lowest RMAC values – cases in which the larger ligand is predicted to be highly 

compatible with the receptor – the extrapolated probability of a new binding mode drops 

below 7% (Figure 6b). Relative to the frequency of alternate binding modes in the complete 

set, this lower value confirms that some pairs in the complete set were elaborated in ways 

that simply wouldn’t make sense given the structure of the smaller ligand. Such pairs – 

which are assigned much higher RMAC values – add substituents that produce 

irreconcilable conflict between the protein and the elaborated ligand. If the ligand is 

elaborated in this manner, there are three potential outcomes: either the ligand will no longer 

bind (or will bind much less potently), or it will induce a dramatic conformational change in 

the protein, or it must find a different pose that avoids this conflict.

In some sense, crystal structures from ligand pairs with high RMAC values are already 

somewhat surprising: intuitively, most such “nonsensical” substitutions would presumably 

lead to loss of ligand binding. Our data cannot speak to the frequency of substitutions that 

lead to loss of ligand binding, since we have collected data only where crystal structures of 

complexes are available. Inspection of pairs of crystal structures with high RMAC values 

confirm that these arise either because of structural rearrangements not captured by our 

simplistic modeling approach (e.g. large conformational changes to the protein or the 

ligand), or else because the ligand adopts an alternate binding mode. At the highest RMAC 

values, resolution via each of these two possibilities is about equally likely (Figure 6b). In 
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these examples, the alternate binding modes are available to the original (smaller) ligand, but 

are less favorable in binding free energy: they become populated only when addition of a 

new substituent makes the original binding mode unavailable.

Substitutions that enable new interactions

Aside from examples in which a clear structural conflict induces the binding mode to change 

(i.e. high RMAC), there are also a surprising number of examples that change binding mode 

despite having low RMAC values (Figure 5). Here, our modeling is absolutely able to build 

apparently-reasonable complexes of the larger ligand using the same pose as the smaller 

ligand, and yet the crystallographic binding mode reveals an alternate pose. Through 

individual inspection of these cases, we find that modeling error may have been responsible 

for a few – the protein was adjusted slightly to accommodate the larger ligand, and our 

approach may have underestimated the energetic consequences of the rearrangement. For the 

most part, however, these represent “opportunistic” changes in binding mode: addition of an 

new substituent draws the ligand into a new pose, to allow the new substituent to participate 

in new, favorable interactions. Certain themes emerge amongst these cases, which are best 

demonstrated through select examples: those drawn from ligand pairs with low RMAC 

values (< 0.7 Å), strongly suggesting that the larger ligand could have been accommodated 

without changing its binding mode.

The first theme is the addition of a substituent that naturally enables a single, very strong 

interaction. Indeed, two separate examples of alternate binding modes arise from adding a 

carboxylic acid near a metal ion. In the case of carbonic anhydrase, described briefly earlier 

(Figure 1b), the binding site consists of a Zn(II) ion bound by three histidine residues and a 

bound water molecule. The smaller ligand, hydroquinone, engages the activated water using 

a hydroxyl group, with very few additional contacts to the protein; a phenol-bound structure 

also shows a very similar bound pose 29. The lack of additional contacts leads to dual 

occupancies observed for the ring, though the positioning of the hydroxyl group is preserved 

in both 16. When hydroquinone is elaborated to include a carboxylic acid, however, the 

opportunity for a stronger interaction with the activated water molecule leads to an altered 

binding mode. As noted earlier, despite this new stronger interaction the potency of 2,5-

dihydroxybenzoic acid is surprisingly worse than that of the hydroquinone parent 16.

A similar interaction induces the conformational rearrangement observed in a series of 

metabolite-inspired leukotriene A4 hydrolase (LTA4H) inhibitors. Starting from a weak 5-

hydroxyindole fragment hit, linking a pyrrolidine group yielded improved activity. 

Subsequently replacing the pyrrolidine with a piperidine carboxylic acid moiety, however, 

shifted the ligand towards active site Zn(II) (Figure 8a). This allows the larger ligand to form 

a direct interaction between the carboxylic acid and the metal ion; however, this strong 

interaction again comes at the expense of overall activity, which is decreased in the 

elaborated ligand 30.

A second theme among these “surprising” changes (low RMAC) in binding mode is the 

addition of substituent that inadvertently helps optimize shape complementary for the 

receptor. The salicylate synthase enzyme from M. tuberculosis, MbtI, converts chorismate to 

salicylate through an isochorismate intermediate; this allowed design of an isochorismate 

Malhotra and Karanicolas Page 14

J Med Chem. Author manuscript; available in PMC 2018 January 12.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



mimic to inhibit the enzyme. Elaborating the enolpyruvyl side chain with substituents 

ranging from a methyl group to a phenyl group all improved potency at least 10-fold; the 

authors’ docking studies – as well as our RMAC values – suggested these could be 

accommodated in the original binding mode 31. Surprisingly though, crystal structures of 

these derivatives revealed that the binding mode had changed (Figure 8b). While the original 

unsubstituted isochorismate scaffold binds in a manner analogous to the substrate, in 

retrospect there remains a buried cavity that was present in the crystal structure of this 

complex. In the alternate binding mode, the additional substituents are well-positioned to fill 

this cavity, leading to improved packing overall 32. Importantly, the ligand’s 

pseudosymmetry, arising from carboxylic acids at either end of the molecule, may also 

facilitate the altered binding mode: upon elaboration the ligand flips over, such that the 

interactions of the two carboxylic acids are nearly perfectly exchanged with one another. 

Thus, we propose that the pseudosymmetric ligand already had similar binding free energy 

in both orientations, and the new substituents preferentially stabilized the “flipped” 

orientation.

A pre-formed cavity is also evident in the structure of 2-aminobenzothiazole bound to 

urokinase 33. Here, the receptor presents a pair of nearly identical small pockets at the base 

of a deep, narrow cleft in the active site; the initial fragment engages one of these small 

pockets, but not the other. The modeling that underlies RMAC calculations confirms that 

elaboration with an ethyl ester at the other side of the ligand could be accommodated 

through very minor changes to the protein surface; instead, however, the crystal structure of 

this derivative shows that the compound instead shifts to fill the other binding site pocket 

(Figure 8c). Here again, we propose that the two 2-aminobenzothiazole orientations are 

close in energy to one another; thus, the shift in conformation may be driven by the 

opportunity for the new substituent to interact with the shallow surface groove that hosted a 

crystallographic sulfate ion in the original crystal structure.

Throughout these examples, the interactions of the new substituent allow rationalization of 

the energetic benefits afforded by the alternate binding mode. However, the structural basis 

for adopting an alternate binding mode need not necessarily be so clear. This point is well 

illustrated through a series of 5,6-bicyclic heterocyclic inhibitors of cyclin-dependent kinase 

2 (pyrazolopyrimidines and imidazopyrazines) 34. Each of these compounds engages the 

kinase at the ATP binding site, through hydrogen bonds to the protein backbone in the hinge 

region. Among 11 structures reported in this study, 10 share a binding mode previously 

observed in other pyrazolopyrimidines/purine-based cores: one compound, however, adopted 

a completely different binding mode, with unambiguous crystallographic density supporting 

this binding mode (Figure S8). Intriguingly, comparison of the chemical structure of this 

compound to its various analogs shows that there is not a single substitution that determines 

the binding mode. Relative to the compound with a distinct binding mode, there are 

individual analogs that share either its core, or its various substituents: and yet, none of these 

analogs adopt the distinct new binding mode (Figure 8d). Ultimately, the authors of this 

study conclude that it is a precise combination of each of these contributions – the 

imidazopyrazine core, with a fluorophenyl substituent, and with another position that must 

remain unsubstituted – that collectively induces the binding mode to change.
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Fragments adopting alternate binding modes

The past two decades have been marked by a broad and enthusiastic adoption of fragment-

based drug discovery 35. This technique seeks to sample chemical space more efficiently, by 

elaborating low-molecular weight ligands (~150 Da) identified typically through biophysical 

screens designed to detect very weak binding 36. Indeed, whereas custom fragment libraries 

were original constructed to obey a “rule of three” (less than 300 Da, clogP less than 3, and 

no more than 3 hydrogen-bond donors/acceptors) 37, the same authors subsequently refined 

their recommendation to compounds under 230 Da 38. One might expect that prioritizing 

fragment hits on the basis of ligand efficiency may give a preference for compounds that are 

“locked in” with respect to their binding modes; however, our data do not show that 

fragments with higher ligand efficiency are statistically more likely to retain their binding 

mode upon elaboration (Figure 9a). Rather, on the basis of the analysis presented here, 

fragments are precisely the types of compounds that are overall most likely to adopt new 

binding modes upon chemical elaboration.

To highlight this point, we compiled from our test set the 73 smaller ligands that are rule-of-

three compliant: the larger ligand adopts an alternate binding mode in 23% of these cases 

(17 changed versus 56 unchanged). That said, a key tenet of fragment-based drug discovery 

is the deployment of structural biology to guide optimization 36; when analogs are designed 

with knowledge of the fragment’s binding mode, they are often intended to probe specific 

vectors that are available based on the initial binding mode, and structural insights were 

certainly used in designing many of the larger ligands derived from fragments. Among the 

39 fragment-to-lead pairs described in Astex’s study, none changed their binding modes 

upon elaboration; however, all substitutions were carefully designed to stabilize the pose 

observed for the fragment hit 7. We have shown that growing the ligand in “reasonable” 

directions based on structural considerations (i.e. low RMAC value) greatly reduces the 

likelihood of alternate binding modes; therefore, the chances of identifying a new pose by 

growing a fragment in a single arbitrary way is presumably much greater than 23%.

One potential limitation of growing fragments exclusively in directions expected to reinforce 

the existing binding mode is that this design may needlessly limit the space of analogs that 

could otherwise be productively explored; we will illustrate this point through a pair of 

Hsp90 inhibitors acting at the ATP binding site. A fragment screen carried out at Astex 

yielded four validated hits; impressively, one these was advanced into a compound more 

than a million times more potent than the fragment (the Kd dropped from 0.8 mM to 0.5 

pM) 39. Moreover, the binding mode was essentially identical to the initial fragment hit 

(Figure 9b) – as we have now come to expect from careful structure-guided changes. While 

the hydrogen bonding interactions of these compounds do not mimic those of ATP, the plane 

of the fragment’s ring does overlap with the adenine moiety in an ADP-bound structure.

In parallel, a different group separately identified a tropane from a high-throughput screen of 

4.1 million compounds 40, and ultimately advanced this to a derivative yielding tumor 

regression in a mouse xenograft model. There is structural similarity between this HTS hit 

and the previous fragment hit, and indeed this ring once again binds at the location of ADP’s 

adenine moiety. Superposition to the fragment-bound structure, however, reveals that the 

HTS hit binds in an orientation rotated 90° relative to the fragment (Figure 9b). While it 
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appears on the basis of chemical structure that the HTS hit could have resulted from 

optimization of the fragment, this would be exceedingly unlikely on the basis of iterative 

structure-guided design: rational substituents intended to reinforce the fragment’s binding 

mode are unlikely to enable discovery of alternate ways in which the fragment might engage 

the receptor.

Naturally, a fragment captured in a different bound orientation will inspire completely 

divergent pathways for structure-guided optimization: in essence, the same scaffold can have 

the “value” of more than one starting point if it can be used in more than one way. Potential 

alternate binding modes for a scaffold might, in principle, be identified by a combination of 

docking and experiments such as STD-NMR, which were recently used to identify different 

binding modes from within across a family of analogous fragments 41. Alternatively, a series 

of crystal structures of the fragment core harboring substituents at different positions might 

also be used to find potential binding modes: this strategy was recently used to explore a 

fragment against TGF-β receptor type-1. In this study, crystal structures of five different 

fragments were solved, yielding three distinct binding modes with different patterns of 

interactions by which the same core could engage the hinge region of this kinase 42 (Figure 

9c). Remarkably, it appears that even changing the crystallization conditions can sometimes 

reveal new ways in which a fragment can be used. A triazine fragment was co-crystallized 

with Hsp90, and found to mimic the interactions observed in an ADP-bound structure; 

however, the same compound yielded a different binding mode when it was instead soaked 

into Hsp90 crystals 43 (Figure 9d).

Conclusions

By building a large-scale collection of ligand pairs solved in complex with the same protein 

partner, and in which the larger ligand could have arisen by elaboration of the smaller ligand, 

we have laid the groundwork for better understanding – and predicting – the pose that a 

given ligand will adopt. Ultimately, the binding mode must reflect the lowest free energy 

state for a particular ligand. As the ligand is chemically modified, or as the conditions 

change, the relative free energies of each binding mode change with respect to one another.

In some cases, chemical substitutions lead to clear incompatibility between the ligand and 

the receptor: in these cases, major conformational reorganization of the protein, ligand, or 

both is required for the ligand to bind to the receptor at all. In other cases a specific 

substitution may enable formation of a new, strong interaction, such as those involving metal 

ions. Alternatively, a specific substitution may inadvertently stabilize an alternate pose; this 

is most common among pseudosymmetric ligands, because the alternate pose can mimic 

many of the interactions in the original pose.

Structure-based medicinal chemistry entails carefully selecting new compounds expected to 

improve interactions with the receptor; thus the optimization trajectory is strongly reliant on 

the binding mode. For fragments that are capable of adopting alternate binding modes, 

prosecuting each pose in a parallel and orthogonal manner may allow effective exploration 

into new chemical space.
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Experimental Section

Building the set of complexes with paired ligands

We began with the contents of the PDBbind database that include corresponding 

experimental measurements of binding affinity (currently 10,776 protein complexes) 44, 45. 

Structures were then removed if the ligand did not have between 6 and 55 non-hydrogen 

atoms, or if the ligand was a common crystallographic additive or detergent. We also 

removed all NMR structures. We then identified the Uniprot ID 46 for the protein 

component(s) in each structure, and grouped together all crystal structures with the same 

Uniprot ID. For all the complexes of a given protein (i.e. a unique Uniprot ID), we collected 

all pairwise combination of ligands in which the larger of the two has molecular weight at 

least 1.3 times that of the smaller; this arbitrary cutoff was designed to reflect a size increase 

typical of chemical elaboration. Finally, any redundant pairs were removed.

To determine cases in which one ligand could feasibly have been used as a starting point to 

develop the other ligand, we identified those pairs in which the smaller ligand is a chemical 

substructure of the larger ligand. We did so by first generating a “fingerprint” (an ordered 

binary string of chemical moieties that are either present or absent) for each ligand, using 

OpenBabel 47. Given a larger ligand “A” and a smaller ligand “B”, we counted the number 

of “on” bits in B’s fingerprint that were also “on” in A’s fingerprint: these correspond to 

shared chemical moieties. We then normalized this to the total number of “on” bits in B, 

yielding a “chemical substructure score” as follows:

(Eqn. 1)

We first sought to use this score to eliminate any clear derivatives of amino acids, sugars and 

nucleoside analogs from the set. We generated fingerprints from 14 amino acids 

(Asp/Glu/Phe/His/Ile/Lys/Leu/Met/Asn/Pro/Gln/Arg/Trp/Tyr), 5 nucleobases (adenine/

cytosine/thymine/guanine/uracil), and 5 representative monosaccharides (glucose/fructose/

ribose/mannose/galactose). Any compounds with substructure score above 0.95 were 

removed from our set. We excluded the other 6 amino acids (Ala/Cys/Gly/Ser/Thr/Val) from 

this step because they did not contain sufficiently descriptive fingerprints to allow 

derivatives to be identified in this manner (e.g. there are many unrelated compounds include 

all of the functional groups present on alanine).

We note that this a definition of substructures does not guarantee that B is a chemical 

substructure of A; it simply reports on the number of B’s moieties that are also present in A, 

but does not ensure identical connectivity. By examination of a number of chemical 

structures with high substructure scores, we determined that B was almost inevitably a 

substructure of A if the score was above 0.9. To test this cutoff value, we later evaluated 

each pair using the MCS (Maximum Common Substructure) tool implemented in 

ChemAxon 48. The MCS is defined as the largest subgraph shared by graphs representing 

the chemical structures of the large and small ligands; similarity between the graph of the 

smaller ligand and the shared subgraph implies that the smaller ligand is indeed a 
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substructure of the larger ligand. Using this approach, we confirmed the suitability of a 0.9 

for “chemical substructure score” as a cutoff to select pairs of ligands.

Filtering using this cutoff value led to a set of 1454 pairs of ligands. Of these, only 383 

unique “smaller” ligands were reflected: there were examples for which crystal structures of 

multiple large ligands had be solved in complex with a given protein, and each these ligands 

could have derived from a single smaller ligand. In such cases we retained only a single pair, 

by keeping only a single (randomly-selected) representative from the larger ligands. While 

each “smaller” ligand was only paired with a single “larger” ligand, however, we did not 

require that a “larger” ligand be used only once. Thus, our set does include cases in which 

more than one small ligand could be elaborated to produce the same larger ligand.

The chemical structures for all 383 ligand pairs were each manually examined, and a single 

“false positive” was identified in the set: a case in which the larger ligand indeed contained 

all the functional groups of the smaller ligand, but on a completely different chemical 

scaffold. This example was removed from further consideration, leaving 382 paired PDB 

structures.

To ensure that no false positives were included in our set due to missing or ambiguous 

electron density, we downloaded 2mFo-DFc electron maps in CCP4 format from the 

Electron Density Server 49. For 87 of the 382 paired PDB structures, electron density data 

was unavailable for one of the two structures; however, in 9 of these cases we were able to 

identify a replacement ligand for which this data was available. We manually examined each 

of the resulting 304 pairs of PDB structures using PyMOL 50, to ensure that the ligand 

position and orientation were unambiguously determined by the electron density, and to 

check for crystal contacts at the ligand binding site. We removed 4 cases with ambiguous 

electron density, and 1 case with crystal contacts near the ligand binding site. We also 

removed two more pairs: one was a set of covalent inhibitors bound to a co-factor, and was a 

ligand with highly unusual geometry.

Next, we examined the pH at which the pairs of structures were solved, to rule out potential 

cases in which difference in pH may have led to an observed difference in binding mode. 

Among the 41 cases in which the binding mode was altered, 17 cases were comprised of 

pairs of structures solved at the same pH. For the other 24 cases, we used the PROTOSS 

server 51 to determine the most probable ligand protonation/tautomerization state in the 

context of the protein-ligand complex: for all 24 cases, the region common to the smaller 

and larger ligands was identical in this regard. Thus, there is no evidence supporting a pH-

driven change of binding mode for any of the examples included in our set.

This process ultimately led to a set of 297 paired PDB structures. The complete set of paired 

structures is included (Dataset S1).

Comparing bound poses

To compare the position and orientation of different ligands relative to the protein, we began 

by using TM-align to carry out a global structural alignment between the two proteins 10. 

The same transformation was applied to the respective ligands, so that the ligands were 
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shifted into the corresponding reference frame. We manually examined the effect on the 

binding site produced by this alignment for each pair in our dataset, and concluded that no 

individual adjustment was needed in any of the cases.

The ROCS software was originally developed as a ligand-based virtual screening tool, for 

using a known drug lead to identify other potentially active compounds 11, 12. Briefly, the 

underlying algorithm uses a summation of Gaussians to represent the shape density function 

of a molecule; the intersection volume of two molecules can then be rapidly computed to 

align one with respect to the other. While traditional virtual screening applications of ROCS 

require this alignment step, here we did not align one ligand with respect to the other: we 

simply used ROCS to evaluate their overlap, given their relative positions and orientations 

from the aligned crystal structures.

In addition to evaluating volume overlap, ROCS can also report on spatial overlap of 

chemical “color” features (hydrogen bond donors, hydrogen bond acceptors, cations, anions, 

and aromatic rings). Overlap of these features is computed as with the volume, but a given 

“type” of feature may only contribute through overlap with the same feature “type” on the 

comparison ligand.

When used for virtual screening, it is assumed that the size of the template ligand should be 

similar to that of the hits that are generated. Accordingly, by default ROCS penalizes both 

ligands equally for containing volume (or chemical features) not shared by the other ligand. 

Here, however, we wish to penalize the larger ligand for failing to cover the smaller ligand, 

but we do not wish to penalize the larger ligand for including extra volume not present in the 

smaller ligand. For this reason, we did not use the complete ROCS scores in our analysis, 

but instead defined COS (the combined overlap score) as follows:

(Eqn. 2)

Here Ols represents the volume overlap between the two ligands (i.e. the shared volume), 

and Oss represents the volume overlap of the smaller ligand with itself (i.e. the total volume 

of the smaller ligand, as normalization). By direct analogy, Cls represents the “color” overlap 

between the two ligands (i.e. chemical features present in analogous locations), and Css 

represents the “color” overlap of the smaller ligand with itself (as a normalization). For the 

purposes of this study, the two terms are given equal weight. Thus, the value of COS ranges 

from 0 (if the volume and features of the larger ligand do not overlap with those of the 

smaller ligand at all) to 1 (if the larger ligand fully contains the volume of the smaller ligand 

and also perfectly recapitulates the positioning of the smaller ligand’s chemical groups). 

Values between 0 and 1 may be interpreted as the fraction of the smaller ligand’s volume/

features that are preserved by the larger ligand.

After visually inspecting all ligand pairs with low overlap scores, we defined the criteria by 

which we could be confident that the binding mode of the larger ligand differed from that of 

the smaller ligand (Figure S1): (i) chemical substructure score of 1.0 and COS less than 
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0.55, (ii) chemical substructure score within the range of 0.95–0.99 and COS less than 0.48, 

or (iii) chemical substructure score within the range of 0.9–0.949 and COS less than 0.4.

Properties collected for individual complexes

For each ligand in our set, we used OpenBabel 47 to determine the molecular weight and to 

estimate the octanol-water partition coefficient (clogP). We used OMEGA 52–54 to calculate 

the number of rotatable bonds. We drew the number of ligand heavyatoms and the potency 

from the PDBbind database itself 45. Noting that potency values collected in PDBbind can 

derive from either Kd, Ki, or IC50 data, we applied a factor of 2 to each of the IC50 values so 

that they may be most appropriately compared against Kd and Ki values 19. The ligand 

efficiency (LE) was calculated from the potency (K) and heavy atom count (HAC) as 

follows:

(Eqn. 3)

From the structure of each complex, we used the Rosetta macromolecular modeling suite 55 

to calculate the change in solvent accessible surface area (SASA) upon complexation and 

the fraction of the ligand’s SASA that remains exposed upon complexation (θlig) 22. We also 

used Rosetta to count the number of protein-ligand hydrogen bonds in the complex. 

Crystallographic water molecules were discarded prior to carrying out these Rosetta 

calculations.

As with PDBbind, we defined the protein’s binding site to be the collection of residues that 

had at least one (non-hydrogen) atom within 4.5 Å of any (non-hydrogen) ligand atom. For a 

pair of ligands bound to the same protein, we defined the collective binding site as the union 

of the sets of residues defined in each structure. The RMSD between structures for all non-

hydrogen atoms of residues involved in the collective binding site was computed after global 

structural alignment using TM-align, without adjusting the alignment to minimize RMSD of 

the binding site.

The resolution and Rfree for each crystal structure was drawn directly from the PDB files. 

We collected the lower resolution of each PDB structure comprising a given ligand pair. 

Among our set, Rfree was not reported in one of the PDB structures for 49 ligand pairs; we 

did not include these pairs in our examination of the effect of Rfree.

The B-factor of residues comprising the collective binding site was also drawn directly from 

the PDB files. To account for differences in resolution between different crystal structures, 

we expressed the average B-factor of the residues in the binding site as a Z-score, computed 

from the mean and standard deviation of the B-factors for the whole protein. Thus, negative 

values indicate that the B-factors in the binding site are lower than the overall average for 

this protein, and positive values indicate that the B-factors in the binding site are higher than 

the overall average for this protein.
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In contrast to most values used in this study, calculation of the FO score is based on the 

crystal structure of the larger ligand, not the smaller one (because FO score was developed 

for studies of ligand deconstruction, not chemical elaboration). To compute FO score across 

our complete benchmark set, we first used the crystal structure of the larger ligand as input 

for the FTMap server 25. This computational solvent mapping server carries out global 

docking using 16 distinct small molecule probes, then reports consensus clusters at which 

many overlapping probe molecules are found. In parallel, we used the MCS (maximum 

common substructure) tool implemented in ChemAxon 48 to identify the portion of the 

larger ligand’s chemical structure that is common to both the larger and smaller ligands in 

our pair.

The next step in determining the FO score was to identify the protein’s “main” hotspot: the 

probe cluster with the highest total number of probe atoms 24. Applying this to our test set, 

however, produced a “main” hotspot that did not coincide with the larger ligand in 109 of 

382 cases, which in turn cannot be used to calculate a meaningful FO score. For this reason, 

we instead defined the “main” hotspot as the probe cluster with the highest total number of 

probe atoms that was within 2 Å of the larger ligand.

Using this “main” hotspot, the FO score is defined as:

(Eqn. 4)

where Nt is the total number of non-hydrogen atoms for all probe-molecules in the main hot 

spot, and Nf is the number of these atoms that are within 2 Å of the shared substructure 

(using its position in the crystal structure of the larger ligand). Thus, the docked probe 

compounds together map a “hotspot” volume that includes the shared substructure, and FO 

reports on the fraction of this volume that is covered by the shared substructure.

In summary, FO scores were computed exactly as described in the original study 24, except 

for the (automated) MCS step that replaced manual identification of the atoms in the larger 

ligand that corresponded to the smaller ligand. We note that in 4 cases the FTMap server did 

not generate any clusters within 2 Å of the larger ligand. For this reason, we only report the 

FO score for the remaining 293 pairs in our dataset (41 changed binding mode, and 252 did 

not).

Properties of the binding pocket (pocket volume, frequency of polar residues, frequency of 

aromatic residues, pocket hydrophobicity, and pocket druggability score) were obtained 

from the PockDrug Server 26, 27.

Modeling the effect of a specific chemical substitution (RMAC)

The objective of the RMAC (“rmsd after minimization of the aligned complex”) measure is 

to rapidly determine of whether the structure of the smaller ligand’s complex can be used to 

model the larger ligand, without extensive changes to the binding mode. Our protocol is 

implemented in the Rosetta macromolecular modeling suite 55, and takes place as follows.
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We begin by carrying out an unconstrained gradient-based energy minimization of the 

crystal structure of the smaller ligand’s complex: this ensures that any changes that occur in 

our model of the larger ligand are indeed due to the chemical substitution, and not due to 

unfavorable interactions in the starting model. Indeed, we found that for 22 (of 297) cases 

the starting complex involving the smaller ligand moved by more than 1 Å, preventing 

further analysis. Thus, our analysis continued using only the other 275 ligand pairs.

We next used the MCS tool implemented in ChemAxon 48 to identify the pairs of 

corresponding atoms that comprise the maximum common structure (MCS) between the 

chemical structures of the two ligands. Using a custom script developed in the MMTSB 

toolset 56, we superposed the three-dimensional structure of the larger ligand onto the 

smaller ligand, by RMSD alignment of the shared substructure. By removing the smaller 

ligand, we were then left with an initial model of the larger ligand bound to the (minimized) 

protein structure from the smaller ligand’s complex.

Finally, we carried out an energy minimization of this model complex in Rosetta, this time 

including a “coordinate constraint” that provides a small energetic bias to hold the atoms to 

their starting positions. The intention of this approach is to determine whether the initial 

model built from the smaller ligand’s complex can be minimized to yield an energetically 

reasonable model of the larger ligand’s complex: if so, the larger ligand will move only 

slightly from its starting position. If, on the other hand, the larger ligand is completely 

incompatible with the smaller ligand’s pose, then we expect the large ligand to move upon 

energy minimization. Accordingly, then we report RMAC as the RMSD of the larger ligand 

relative to its starting position.

Statistical Analysis

We used the Mann Whitney U-test (as implemented in the R statistical computing 

environment 57) to compute the significance of differences between distributions each 

property between the paired ligands that change binding mode versus those that did not 

change binding mode. Since we had an expectation ahead of time for whether increases in 

the value of each property would lead to an increase or decrease in preservation of binding 

mode, we used one-tailed tests in all cases to test the corresponding hypothesis.

To obtain the predicted probability of an alternate binding mode given a single property (or a 

combination of properties), we applied logistic regression (or multiple logistic regression) 28 

as implemented in the R statistical computing environment 57.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Identifying ligand pairs with alternate binding modes, from the Protein Data Bank
(A) In most cases, almost all of the smaller ligand’s volume is contained within the volume 

of the larger ligand; however, there are a surprising number of cases for which this is not the 

case. The use of COS (“combined overlap score”) captures overlap of both volume and 

chemical types (see Methods), providing additional accuracy in identifying alternate binding 

modes: cases in which position of the smaller ligand does not match the position of this 

substructure in the larger ligand. (B) An example of one such alternate binding mode: upon 

elaboration, the position of the ring in the larger ligand (green, PDB ID 4e3d) no longer 

matches the position of the ring in the smaller ligand (cyan, PDB ID 4e3h). In this case, the 

smaller ligand is a perfect substructure of the larger ligand. In this case the enzyme active 

site includes a Zn(II) ion (grey) that activates a bound water molecule (pink). (C) Another 

example of an alternate set of binding modes, this time across a chemical series. The largest 

ligand (green, PDB ID 3ads) is shown in each panel, for reference. Though the smaller 

ligands are very similar to one another (cyan, PDB IDs 3adv/3adt/3adu), they each adopt 

different binding modes – and none of them match that of the corresponding structural 

element in the larger ligand.
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Figure 2. Certain properties of the smaller ligand correlate with increased likelihood of changing 
binding mode when elaborated
In each case, blue indicates cases in which the smaller ligand changes binding mode upon 

elaboration, and orange is used for cases in which the binding mode is preserved. Vertical 

lines indicate the medians of each distribution. (A) Compounds that change binding mode 

upon elaboration are typically less potent than compounds that retain their binding mode (p 
< 0.005). (B) Compounds that change binding mode upon elaboration are typically smaller 

than compounds that retain their binding mode (p < 4×10−4). (C) Compounds that change 

binding mode upon elaboration are typically less lipophilic than compounds that retain their 

binding mode (p < 0.02). (D) Compounds that change binding mode upon elaboration 

typically have fewer rotatable bonds relative to compounds that retain their binding mode, 

but this difference is not statistically significant (p < 0.1).
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Figure 3. Certain properties of the smaller ligand’s complex correlate with increased likelihood 
of changing binding mode when elaborated
In each case, blue indicates cases in which the smaller ligand changes binding mode upon 

elaboration, and orange is used for cases in which the binding mode is preserved. Vertical 

lines indicate the medians of each distribution. (A) In this example of alternate binding 

modes, the smaller ligand (cyan, PDB ID 3deh) uses a very shallow binding mode on the 

surface of caspase-3; upon elaboration, the binding mode of the larger ligand retains the 

position of this structural element, but has reversed the relative orientation of the 
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arrangement of the polar and non-polar sides of this fragment (green, PDB ID 3dek). (B) 
Compounds that change binding mode upon elaboration typically bury less solvent 

accessible surface area than compounds that retain their binding mode (p < 9×10−4). (C) 
Compounds that change binding mode upon elaboration do not bind with more shallow 

binding modes, which would correspond to higher θlig values (θlig is the fraction of the 

ligand’s SASA that remains exposed upon complexation). (D) Compounds that change 

binding mode upon elaboration typically have fewer intermolecular hydrogen bonds (p < 

0.02), even though the median value is the same for this discrete variable. (E) In this 

example of alternate binding modes (cyan, PDB ID 1fsw; green, PDB ID 1my8), both β-

lactamase inhibitors make identical hydrogen bonds using their boronic acid groups; upon 

addition of an extra phenyl ring, however, the amide linker flips over to position the 

thiophene in a very different location. (F) Compounds that change binding mode upon 

elaboration typically have lower FO scores (a measure of the extent to which the smaller 

ligand fills the larger ligand’s “binding energy hot spot”) than compounds that retain their 

binding mode (p < 5×10−4). (G) In this example of alternate binding modes, the smaller 

ligand forms stacking interactions with a phenylalanine sidechain in the binding site (cyan, 

PDB ID 1c84). Elaboration with a benzoic acid group pushes away this phenylalanine 

sidechain, and instead forms new hydrogen bonds that require the ligand to move within the 

binding site (green, PDB ID 1no6). Meanwhile, this larger ligand pushes away a loop that 

previously covered the binding site (left), which is primarily responsible for the RMSD 

difference between the two protein structures. (H) Compounds that change binding mode 

upon elaboration are more often accompanied by conformational rearrangement of the 

protein’s binding site, relative to compounds that retain their binding mode (p < 0.03).
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Figure 4. The size of the initial binding pocket correlates with the likelihood of changing binding 
mode upon elaboration
Here, blue indicates cases in which the smaller ligand changes binding mode upon 

elaboration, and orange is used for cases in which the binding mode is preserved. Vertical 

lines indicate the medians of each distribution. Compounds that change binding mode upon 

elaboration typically have a smaller binding pocket than compounds that retain their binding 

mode (p < 9×10−5).
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Figure 5. Directly probing whether the larger ligand can be accommodated without changing 
binding mode
RMAC is a measure of whether the structure of the smaller ligand’s complex can be used to 

model the larger ligand: the larger ligand is aligned to the smaller ligand, and then its RMSD 

is measured after energy minimization of the complex. Here, blue indicates cases in which 

the binding mode changes upon elaboration, and orange is used for cases in which the 

binding mode is preserved. Vertical lines indicate the medians of each distribution. We find 

that substitutions that cannot be accommodated in the original binding mode (high RMAC) 

are more likely to change binding mode (p < 6×10−7), and that RMAC distinguishes ligand 

pairs that with alternate binding modes better than any other single individual property 

considered in this study.
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Figure 6. Primary determinants of chemical substitutions that lead to new binding modes
(A) Receiver operating characteristic (ROC) plots comparing the utility of several different 

properties for predicting whether a ligand will change binding mode upon chemical 

elaboration, by plotting the true positive rate (TPR) as a function of the false positive rate 

(FPR). The performance of a random classifier is denoted by the black dotted line. The area 

under curve (AUC) for each of these properties is indicated. AUC values for all properties in 

this study are included in Table 1, and the corresponding ROC plots are included as Figure 

S7. (B) Using logistic regression, we estimate the probability that a given substitution will 

lead to a change in binding mode, as a function of RMAC. We also estimate the probability 

that a given ligand will change its binding mode upon chemical elaboration as a function of 

the initial compound’s (C) molecular weight and (D) potency.
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Figure 7. Combining properties leads to a model with more predictive power
(A) Correlation in our test set between each of the properties considered: using this color 

gradient, uncorrelated properties are yellow. (B) Receiver operating characteristic (ROC) 

plots comparing the multiple-regression analysis based predictive powers of several different 

properties for predicting whether a ligand will change binding mode upon chemical 

elaboration. The performance of a random classifier is denoted by the black dotted line. The 

area under curve (AUC) for each of these properties is indicated.
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Figure 8. Examples of alternate binding modes adopted despite the lack of a conflict for the 
larger ligand in the original binding mode
(A) The LTA4H active site contains a Zn(II) ion (grey) that is not engaged by the smaller 

ligand (cyan, PDB ID 3fuj). Elaboration with a carboxylic acid shifts the ligand position to 

allow a direct interaction with the metal ion (green, PDB ID 3fuk), but diminishes potency. 

(B) The crystal structure of an isochorismate mimic inhibitor of MbtI (left, cyan, PDB ID 

3st6) reveals a cavity that is not filled by the ligand (pink arrow). Elaboration with a methyl 

group at this terminal alkene (yellow arrow) induces the ligand to flip over, preserving the 

interactions of the two carboxylic acid groups and positioning the methyl group to fill this 

cavity (right, green, PDB ID 3veh). (C) The crystal structure of 2-aminobenzothiazole in 

complex with urokinase reveals two small pockets at the base of the binding site (left, cyan, 

PDB ID 3mhw). Modeling shows that the larger ligand can be accommodated using this 

binding mode, through slight adjustment of surface sidechains (middle, magenta). However, 

a crystal structure of this complex reveals that the ligand has instead shifted to engage the 

other small pocket at the base of the binding site (right, green, PDB ID 3kid). (D) Most 5,6-

bicyclic heterocyclic inhibitors of CDK2 use a common binding mode (top, cyan, PDB ID 

2r3h). A crystal structure of one specific compound, however, shows the ligand rotated in the 

binding site (middle, green, PDB ID 2r3g). Multiple analogs that collectively test different 

cores and substituents each retain the more common binding mode (bottom, magenta/
orange, PDB IDs 2r3i/2r3j), suggesting that the alternate binding mode arises not because of 

a single change to the structure, but rather due to a specific combination of the core and the 

substituents.
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Figure 9. Fragments are particularly prone to alternate binding modes
(A) Among fragment starting points, there is no statistically significant difference in ligand 

efficiency between those that change binding mode upon elaboration versus those that retain 

their binding mode (p < 0.3). (B) Fragment screening for ATP-competitive Hsp90 inhibitors 

yielded an initial hit (cyan, PDB ID 2×dl) that was elaborated into a more potent lead while 

perfectly preserving the binding mode (top, green, PDB ID 2xab). Separately, a high-

throughput screen yielded a compound with related chemical structure that positions the 

corresponding ring in a completely different orientation from that of the fragment (bottom, 
pink, PDB ID 4awq). (C) The structure of the 4-amino-8H-pyrido[2,3-d]pyrimidin-5-one 
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core compound was solved in complex with TGFBR1 (cyan, PDB ID 4×0m), and found to 

engage with the kinase hinge region through a specific set of hydrogen bonds. Elaborating 

with an anilino group at one position preserved the binding mode (left, magenta, PDB ID 

4×2f), whereas substituting this anilino group at two other positions yielded two more 

distinct binding modes (middle, green, PDB ID 4×2g; right, orange, PDB ID 4×2j). (D) 
Fragment screening for ATP-competitive Hsp90 inhibitors led to 4-methyl-6-

(methylsulfanyl)-1,3,5-triazin-2-amine. When this compound is co-crystallized with the 

protein (left, PDB ID 2wi2), it closely mimics the interactions of ADP. However, soaking the 

same compound into protein crystal yields a different binding mode (right, PDB ID 2wi3), 

which makes different interactions and offers distinct opportunities for optimization.
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Table 1
Summary of properties collected in the course of this study

The specific values for each ligand pair included in our study are available as Dataset S1. p-values values refer 

to the statistical significance of the difference between distributions of each property between the paired 

ligands that change binding mode versus those that did not change binding mode, in all cases evaluated using 

the one-tailed Mann Whitney U-test. AUCROC values refer to the area under the curve for the corresponding 

ROC plots (Figure S7). Certain properties (indicated) cannot be calculated without a crystal structure solved in 

complex with the larger ligand; thus, they are not immediately useful for predicting whether a small ligand 

will preserve its binding mode upon chemical elaboration.

Property Description p-value AUCROC Requires 
crystal 

structure 
of larger 

ligand

RMAC RMSD after minimization of the large ligand, when aligned onto the small 
ligand’s complex (Å)

6×10−7 0.74

Pocket Volume Volume of the pocket in the structure of the smaller ligand (Å3) 9×10−5 0.68

MW Molecular weight of the smaller ligand (Da) 4×10−4 0.67

FO score Fraction overlap of the smaller ligand with the “binding energy hot spot” 
from the larger ligand, defined in 24

5×10−4 0.66 ✓

Buried SASA Solvent accessible surface area buried upon binding of the smaller ligand 
(Å2)

9×10−4 0.65

Num heavyatoms Number of non-hydrogen atoms in the smaller ligand 4×10−4 0.64

clogP Computed octanol-water partition coefficient 0.02 0.61

pActivity −log10 of the smaller ligand’s Kd/Ki 0.005 0.61

RMSDpocket RMSD difference of binding site residues between the two ligand-bound 
structures (Å)

0.03 0.60 ✓

B-factor Crystallographic B-factors of the binding site residues, relative to the rest of 
the (smaller ligand’s) protein structure

0.06 0.57

Pocket druggability Predicted druggability score (from PockDrug) 0.07 0.58

Pocket hydrophobicity Hydrophobicity of pocket residues 0.08 0.57

θlig Fraction of the smaller ligand’s SASA that remains exposed upon binding to 
the protein

0.2 0.56

Intermolecular Hbonds Number of intermolecular hydrogen bonds in the smaller ligand’s complex 0.02 0.53

Fraction polar Frequency of polar residues in the smaller ligand’s binding pocket 0.2 0.53

Fraction aromatic Frequency of aromatic residues in the smaller ligand’s binding pocket 0.4 0.50

Num rotatable bonds Number of rotatable bonds in the smaller ligand 0.1 0.50

J Med Chem. Author manuscript; available in PMC 2018 January 12.


	Abstract
	TOC image
	Introduction
	Results
	Alternate binding modes are surprisingly common
	Chemical properties that correlate with alternate binding modes
	Properties of the initial complex that correlate with changing binding mode
	Properties of the initial binding pocket that correlate with changing binding mode
	Analysis of chemical substitutions in the structure of the complex
	Predicting the presence of alternate binding modes based on these properties

	Discussion
	Substitutions incompatible with the original binding mode
	Substitutions that enable new interactions
	Fragments adopting alternate binding modes

	Conclusions
	Experimental Section
	Building the set of complexes with paired ligands
	Comparing bound poses
	Properties collected for individual complexes
	Modeling the effect of a specific chemical substitution (RMAC)
	Statistical Analysis

	References
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 5
	Figure 6
	Figure 7
	Figure 8
	Figure 9
	Table 1

