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Abstract

Mental imagery (MI) is the mental rehearsal of movements without overt execution. Brain imaging 

techniques have made it possible to identify the brain regions that are activated during MI and, for 

voluntary motor tasks involving hand and finger movements, to make direct comparison with those 

areas activated during actual movement. However, the fact that brain activation differs for different 

types of imagery (visual or kinetic) and depends on the skill level of the individual (e.g. novice or 

elite athlete) raises a number of important methodological issues for the design of brain imaging 

protocols to study MI. These include instructing the subject concerning the type of imagery to use, 

objective measurement of skill level, the design of motor tasks sufficiently difficult to produce a 

range of skill levels, the effect of different environments on skill level (including the imaging 

device), and so on. It is suggested that MI is more about the neurobiology of the development of 

motor skills that have already been learned, but not perfected, than it is about learning motor skills 

de novo.
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1. Introduction

Motor imagery (MI) is a term introduced by cognitive neuroscientists to describe the mental 

rehearsal of voluntary movement without accompanying body movement [1–4]. Motor 

imagery is typically used by athletes and artists attempting to improve their performance [5–

9] and by adults who are trying to regain motor skills lost or impaired by neurological 

disease [10–12]. Modern methods of brain imaging have made it possible to peer into brain 
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and examine the nature of the neural programming before overt movement occurs [1–4,13–

16]. Since the chief advantage of fMRI is its ability to identify the involved brain regions 

with high spatial resolution, it is not surprising that neuroscientists have used brain imaging 

to identify the brain regions activated during MI and to compare them those activated during 

execution of movement [1–4]. A consequence has been that the terminologies and concepts 

used by functional neuroanatomists and imaging scientists to describe MI are not concordant 

with the concepts of those who focus on the development of expertise [14,17]. Thus it 

becomes important to open up discussions between both groups aimed at establishing the 

use of common descriptors.

Here we review the main features of brain activation during MI as identified by brain 

imaging techniques. By combining these observations with findings related to expertise we 

argue that MI relates particularly to the development of expertise in motor skills that have 

already been learned, but not perfected, rather than to the learning of motor skills de novo.

2. Motor Imagery

There are two different strategies that people ordinarily take when asked to rehearse 

mentally a voluntary motor task [1,4]. First, they may produce a visual representation of 

their moving limb(s). This is called visual (motor) imagery (VI). This type of imagery is also 

referred to as external imagery since for a subject to view their movements they must have 

an external, or third person, perspective. Alternately, the subject may rehearse the 

movements using a kinesthetic feeling of the movement. This is called kinetic (motor) 

imagery (KI). Since the subject is participating as a performer, this type of MI is considered 

to be an internal, or first person, imagery. Each type of motor imagery has different 

properties with respect to both psychophysical [1] and physiological [18–22] perspectives, 

and to the nature of the neural networks that are activated by them [4].

Brain imaging methods demonstrate that multiple distinct regions of cortex become active 

during MI [4]. Whereas KI activates many of the same motor and sensory regions activated 

during overt movement, VI activates regions primarily concerned with visual processing, 

and does not obey Fitt’s law nor is it correlated with excitability of the cortico-spinal path as 

assessed by transcranial magnetic stimulation (for review see [12]). A point of commonality 

is that both VI and KI share strong bidirectional connections between premotor cortex 

(Brodmann 6) and the superior parietal lobule (Brodmann 7). However, considerable, yet 

partial, overlap exists between the cortical regions activated by KI, VI and motor execution. 

Thus, an important consideration is the functional organization of these regions of cortical 

activation into local and global neural networks related to motor control. In other words, 

how do changes in activation in one region affect activation in other region?; and how do 

these networks change depending on the nature of the motor task and the skill level of the 

performer?

Ultimately the poor temporal resolution of fMRI [23] makes it difficult to address questions 

concerning the nature and functional connectivity of neural networks even when combined 

with multivariate data analysis techniques such as structural equation modeling(e.g. [4]). 

Thus great interest has been given to combining fMRI with techniques, such as electro-
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encephalography (EEG), that have much better temporal resolution, but poor spatial 

resolution. This approach has, for example, been applied to investigate the dynamics of 

performance monitoring [24]. Despite the potential promises of fMRI-EEG it is important to 

keep in mind that fMRI monitors a hemodynamic response and EEG measures a bioelectric 

response. Although the hemodynamic response is partly related to neuronal activity [25], it 

also includes processes related to changes in the activity of muscle cells which regulate 

vasodilation. On the other hand, EEG is primarily a measure of neuronal synchrony [26]. 

Recently Bayesian approaches have been used to demonstrate that the local hemodynamic 

and bioelectric responses to a time-locked stimulus do not follow the same time course [25]. 

Moreover, a positive bioelectric evoked response is locally associated with a negative 

hemodynamic response.

The above observations emphasize the importance of the use of multimodal techniques to 

study MI in the context of carefully designed motor paradigms in which the subject can be 

well trained to use either VI or KI relatively selectively. In contrast, the vast majority of 

imaging studies on MI simply delineate the number, location, and intensity of the regional 

activations. Moreover, in practice it can be very difficult for subjects, especially novices, to 

perform MI at all. For example, studies on MI in patients who have suffered a stroke suggest 

that these subjects employ a “chaotic motor strategy”, which is neither VI nor KI [12]. The 

exception to this rule consists of individuals who are highly skilled, such as elite athletes, 

musicians, and dancers.

In the following discussion we focus on studies related to MI in the context of elite 

performance. To avoid confusion we restrict the phrase ‘neural networks’ to those studies in 

which the functional or effective connectivity, and hence the identity of the neural networks, 

has been established.

3. Imagery versus execution

An important question concerns whether the neural networks activated during MI are the 

same or different from those activated during actual execution of the movement. Historically, 

imaging studies have concluded that the only differences between brain activation during MI 

and during execution of the same motor task were quantitative and not at all qualitative, i.e. 

that brain activation has the same pattern but is of higher amplitude during execution than 

imagery (for a review see [4]). However, recent studies have revealed a richer picture when 

VI and KI are compared, particularly when imaging studies are combined with powerful 

methods of data analysis such as structural equation modeling [4]. Although these 

observations indicate that the neural networks activated during movement execution are 

more similar to KI than to VI, a large gap exists between the pattern of cortical activations 

for imagery and those for actual movement, as detected by brain imaging. Even when 

involuntary movements occur during MI, the observed movements typically do not replicate, 

even in miniature, the exact form of the movements that were supposedly rehearsed [3].

An obvious question is whether the movement itself affects central motor programs. Modern 

theories of motor control emphasize that control of an actual movement is not managed 

solely by cortical neural networks, but also heavily depends on inputs from lower centers 
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located in the basal ganglia, spinal cord and peripheral nervous system (e.g. muscle 

spindles), the mechanical properties of the body, and the environment in which the 

movement occurs (see for example [14]). Indeed it has recently been demonstrated that brain 

activation during MI is heavily influenced by the pre-existing configuration of the limbs 

[27]. Moreover, studies of MI in patients with amyotrophic lateral sclerosis, a disease that 

solely affects α-motoneurons in the spinal cord, show reduced brain activation; a finding 

that again emphasizes a role for subcortical neural inputs on cortical activation [28]. Finally, 

brain activation during MI is not the same in subjects who increase their motor task skill 

during motor training versus mental practice [29]. Indeed in this two finger tapping task 

involving the non-dominant hand, subjects who received extra motor training increased 

activation in supplementary motor cortex and cerebellum whereas those who received extra 

mental training (VI) increased activation in visual association cortex.

The observation that MI elicits changes in physiological variables that also change during 

overt movement in the same subjects (e.g., heart rate and electromyogram (EMG)), provides 

compelling evidence that at least some of the same neural networks are being activated [3–4, 

20]. Figure 1 shows surface EMG measured using a surface electrode placed over the first 

dorsal interosseus (E) as a subject performs a rhythmic thumb-finger opposition task. During 

KI or VI the EMG activity recorded from this muscle is not the same as with overt 

movement (E). However, the EMG changes during KI differ from those during VI. In 

particular, whereas during VI, EMG activity does not differ from that recorded during rest, 

during KI there is an increase in background amplitude that suggests an increase in muscle 

tone. These observations are consistent with the observation that every human movement has 

both a tonic and a phasic component [30]. Observations following hemispherectomy in both 

primates [31] and humans [32] suggest that the phasic component of voluntary finger 

movements is most closely associated with activation in primary motor cortex whereas the 

tonic component is most likely associated more strongly with activation in other cortical and 

subcortical regions. Thus the observations in Figure 1 suggest that KI is activating regions of 

cortex involved in the control of the tonic components of movement. This empirical 

interpretation is strongly supported by structural equation modeling of the changes in neural 

network activation which show that during KI inputs to primary motor cortex are primarily 

inhibitory [4].

Despite these differences between VI and KI, it is important to realize that both forms of MI 

can be used to improve an athlete’s performance in a competitive environment [33]. This 

observation may, in part, be related to the observation that during both forms of MI there is a 

strong connection between Brodmann’s area 7 (superior parietal lobule and intraparietal 

sulcus) and Brodmann’s area 6m (supplementary and pre-supplementary motor areas) [4]. 

However, the observations in Figure 2 suggest that the explanation for the beneficial effects 

of MI may be even more complex.

Figure 2 shows the effect of a dual task on a subject’s ability to balance a stick at their 

fingertip with and without MI. Stick balancing at the fingertip is the prototypal example of 

an “edge of stability” motor task [34–36]. Another recently emphasized example involves 

the manipulation of a coiled spring; a motor task that is currently though to be beneficial for 

the rehabilitation of fine finger movements [37–38]. The advantage of studying stick 
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balancing is that skill level can be objectively measured by the time that the stick remains 

balanced by constructing a survival curve and the degree of analytical insight that can be 

obtained [34–36]. The difficulties in performing an “edge of stability” motor task stem from 

the fact that the equilibrium is unstable and hence, due to the effects of random 

perturbations, the controlled variable (i.e. the upright position of the balanced stick) 

fluctuates in an unpredictable manner [35]. Increases in skill stability’s edge point to the 

existence of a very robust neural control strategy [39].

In Figure 2 a subject was asked to repeat the same task (25–50 repetitions) and the time 

when the stick falls for each trial is measured. The survival curve is a plot of the fraction of 

sticks still standing at a given time as a function of time [36]. The skill level can be 

estimated by, for example, the time, t1/2, at which 50% of the sticks are still standing 

(approximately 10 seconds for the left most condition in Figure 2). As skill increases, the 

50% survival time shifts to the right indicating that the sticks on average remain standing 

longer. The mean survival time, t1/2, for balancing a 55 cm stick (wooden dowel, diameter 

6.35 mm) can typically be increases 10–25 times within a 5–10 day practice period (e.g., t1/2 

~ 5–10s to 200–300s for 15 subjects). The practice period requires the subject to obtain a 

total of 20 minutes of accumulated balance time each day. Over this time, t1/2 increases in a 

nonlinear “step-wise” manner in which, as predicted from dynamical systems theory [40], 

increases in skill are preceded by transient worsenings of skill. This progression of skill is 

characterized by both kinematic and dynamical differences [35]. Briefly, the movements of 

the limb shift more proximally, i.e. from hand/finger to shoulder/elbow. Using high speed 

motion capture technologies the distribution of the changes in speed made at the fingertip, 

described by a Lévy distribution, develop a more pronounced “heavy-tailed” appearance 

[35].

The dual task paradigm shown in this figure is one designed to enhance stick balancing skill 

in a moderately skilled individual: t1/2 ~ 20s, heavy-tailed distribution of changes in speed, 

limb movements confined to shoulder/elbow. The subject was asked to either move one of 

their legs rhythmically (○-○) or to imagine (likely KI) moving their leg (□-□) while 

balancing a stick at their fingertip. In each case, stick balancing performance increases and 

appears to be slightly better with MI (compare with △-△). In contrast, for a novice a 

decrease in t1/2 occurs (presumably the dual task makes stick balancing too difficult) and for 

an expert (e.g. t1/2 > 200s) the dual task makes no difference.

To begin to understand how imagery of an unrelated motor task can improve stick balancing 

it is necessary to understand the distinction between programming a motor skill and actually 

performing the motor skill. This, in turn, has consequences for the design of paradigms to 

study MI with functional brain imaging.

3. Motor skill

Individuals clearly differ in their ability to perform particular voluntary motor tasks. The 

skill level of an individual at a given time is reflected by the accuracy and uniformity of the 

movements as the task is repeated. Despite the fact that central neural networks for motor 

control are inherently variable [41], the precision achieved by elite athletes and artists is 
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remarkable [14]. It is quite likely that motor control for a given motor task differs for a low-

skilled individual compared to a more highly skilled individual. Thus, it is obvious that 

careful attention must be given to determining the skill level of the individual who performs 

MI before interpretations of the possible effects of MI can be advanced. Moreover, it must 

be emphasized that skill level for the same person dynamically changes [14]. Practice is 

required to both learn and maintain skill and skill level can dramatically decrease under 

appropriate environmental conditions. This last point is particularly problematic for brain 

imaging studies since measurements of skill level while the subject is in the scanner have not 

generally been systematically obtained.

To date most studies of brain activation during MI have relied on motor tasks that involve 

hand and finger movements of varying complexity [2,4,42–43]. However, the oft-repeated 

statement that all of the subjects mastered the task within three weeks or less of practice is 

discordant with the expectation that each subject would attain different levels of skill. For 

example it has been estimated that only about 40% of individuals are ever able to master the 

overhand throwing technique [44] and few golfers attain a single-digit handicap despite 

years of practice [45].

The relationship between the complexity of the motor task and brain activation during MI 

has recently been addressed [46–48]. It has been shown that the lateralizing effect of brain 

activation during MI occurs only if the imagined motor task is sufficiently complex [46]. 

This observation suggests that motor tasks that are too simple do not optimally engage the 

motor system. One way to circumvent this issue has been to study MI in the setting of 

everyday activities [47–48]. The use of everyday activities has two potential advantages for 

the study of brain activation during MI: 1) these tasks can be easily modulated in their 

complexity; and 2) they are so familiar to the individual that it is possible, at least in 

principle, for them to generate a vivid mental representation without prior practice [47].

An alternate approach for examining the effects of skill level on MI is to compare novice 

and expert athletes [13–17] and performers [49]. Such studies provide a snapshot of the two 

endpoints of the skill continuum. Comparisons using a variety of techniques have shown that 

there are differences in neural network activation between novices and elite athletes [14–17]. 

Moreover, these studies emphasize that is not simply that elite athletes are programming 

identical tasks in a better way, but is that the elite athlete’s brain is actually programming a 

different task! To illustrate this point we consider two situations in which the effects of skill 

level on MI have been examined, one involving simple tasks and the other more complex 

tasks: Investigations of brain activation elicited by MI that utilize over-learned voluntary 

motor skills, such as those related to everyday activities, would be anticipated to share 

similarities with brain activation of MI arising from the more complex skills of elite athletes 

and performers.

The relevance of brain activation during MI to motor skill is anticipated to be highest in 

those motor tasks that, under normal circumstances, are programmed in a sequential manner. 

In other words, the brain first programs the movement and then the body executes the 

movement. Examples of such motor tasks are those associated with sports such as archery, 

rifle shooting, and golf. In these sports, the consistency and reproducibility of the 
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preparatory period before the movement, or “pre-shot routine”, is one of the most important 

differences that distinguish expert from novice [6,14–16,50–52]. Three observations 

underscore the suitability of such tasks for investigations of the functional neuro-anatomy of 

motor imagery: 1) the subjects are normally motionless during the pre-shot routine; 2) the 

length of the pre-shot routine is typically of the order of 7–8s or longer [15,50–52] which 

places these processes well within the temporal resolution of fMRI, and 3) regardless of skill 

level, these athletes internalize their experience and feel that they are actively participating 

in the task. In an fMRI study of imagery in golfers it was observed that every brain region 

activated during the pre-shot routine of the elite golfer was also activated in the novice 

golfers [14–15]. However, certain brain regions were activated in the novice golfers that 

were not activated in the elite golfer, including the basal ganglia and the posterior cingulate 

region. These observations demonstrate the regions of brain activation during MI depend on 

the skill level of the individual.

A second situation in which brain activation during MI is not the same for novices and 

experts occurs in the setting of the so-called “fast ball sports” which include badminton, 

baseball, cricket, soccer, tennis, hockey and volleyball [53–59]. In these cases, there is now 

overwhelming behavioral evidence that motor planning occurs concurrently with seeing the 

movements of others [53–59]. Indeed, skilled cricket batters perform better against human 

bowlers than mechanical bowling machines [58]. Obviously the functional neuroanatomy for 

MI of movements that rely on anticipatory clues from others must differ from that of an 

athlete who performs a self-paced motor task such as a golf swing. Recent studies have 

suggested the importance of the “mirror system” for anticipatory types of motor 

programming that facilitate the understanding of another’s movements [54–56]. This mirror 

system has been suggested to work as an “action-observation” system. Indeed fMRI studies 

have demonstrated activation of the mirror system in paradigms related to dancing [60] and 

the tennis serve [61]. Further studies are needed to establish more fully the relationship 

between MI and the mirror system.

5. Performance

Expertise refers to the ability to maintain a given skill level under a variety of environmental 

conditions [5,8]. Historically an important question has been to determine how practice 

sessions should be designed to optimize the performance of athletes in competition or 

performing artists in recitals and concerts [8]. As expertise increases, the focus of an 

individual’s MI typically changes from the process of making a movement to that of the goal 

of the movement. The expected decreases in the attention-demanding sensory system have 

been observed for subjects who performed a bimanual coordination task as learning-related 

increases in brain activation occurred in sensorimotor cortical regions [43]. The observation 

that the level of performance of even the most skilled athlete can dramatically fall in 

competition (a phenomenon referred to as “choking”) provides convincing evidence that in 

contrast to skill, expertise is not something that is hardwired in the nervous system, but 

rather is a dynamic outcome of a large and widely dispersed neural network [66]. One of the 

major uses for MI is to help athletes and performing artists to improve their performance in 

challenging settings [33]. However, the need to optimize performance is as important for a 

person learning to walk again after suffering a stroke as it is for an athlete: Walking in a 
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therapeutic session accompanied by a nurse is not the same as walking in the real world; if 

the latter cannot be accomplished then the whole rehabilitative exercise becomes pointless.

One of the major determinants of performance is the inverse relationship between attention 

and expertise [5]. Recent computational studies have suggested that an inverse relationship 

between selective attention and performance is an inherent feature of any dynamical system, 

including the nervous system, which operates with time-delayed feedback and is also 

subjected to the effects of random perturbations [35,67]. The basic problem is that of 

distinguishing those fluctuations that need to be acted upon by the feedback controller from 

those do not. This is because, by definition, there is a finite probability that an initial 

deviation away from a set point will be counterbalanced by one towards the set point just by 

chance. Too quick a response by a controller to a given deviation can lead to the 

phenomenon of “over control” leading to destabilization, particularly when time delays are 

appreciable. On the other hand, waiting too long runs the risk that the control may be 

applied too late to be effective. Optimal performance requires that an optimal amount of 

attention be allocated to the task. From this point of view, one interpretation for the results in 

Figure 2 would be that since the person has only moderate skill for stick balancing, the 

attention allocated to the task is too high. Thus by diverting away by doing a second task, the 

amount of attention directed toward stick balancing is lowered and hence skill increases.

A second determinant of performance involves interactions between limbic and cognitive 

neural systems in motor planning. For example, it has been shown that increased activation 

of limbic and paralimbic areas is associated with decreased activity in brain areas involved 

in motor planning and reward [68]. Motor imagery for elite speed skaters is associated with 

larger autonomic responses than novices, but differences in autonomic activity were 

uncorrelated with performance on mental arithmetic tasks [20]. On the other, since the 

amygdalar complex lies at the interface between brain areas involved in cognitive function 

and those involved in autonomic control, it can become activated as subjects increase their 

effort to perform tasks in which visual processing is important [15]. Thus the relationship 

between the cognitive-limbic axes in motor performance is very complex and likely task 

specific.

There have been no systematic studies of the relationship between MI and performance. 

However, behavioral observations of novice golfers during their pre-shot routine suggest that 

they were unnecessarily preoccupied with details that were irrelevant for this task [15]. For 

example, they raised questions concerning the wind direction even though they had been told 

to assume that there was no wind. In contrast to elite golfers, the novice golfers with 3–6 

months playing experience activated the posterior cingulate region. Although activation of 

this region has also been associated with learning of novel motor tasks [43], these behavioral 

observations suggest that a more likely explanation was that the novice golfers had difficulty 

filtering relevant information from irrelevant information [15]. In other words the poor 

performance of novice golfers might be because they were putting too much emphasis on 

irrelevant details and hence trying to program a much more difficult task. This type of 

“stress”, i.e. an increase in the relative amount of irrelevant information, is very different 

from definitions of stress that emphasize the degree of activation of the autonomic nervous 

system [20]. These observations raise the possibility that the altered brain activation during 
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MI observed for patients with diseases of the nervous system such as apraxia [69], 

Parkinson’s disease [70] and writer’s cramp [71], may be in part relate to difficulties that 

such individuals have in filtering out irrelevant information.

Concluding remarks

The use of functional brain imaging techniques, such as fMRI, is ultimately limited by the 

precision by which the imagined motor task can be characterized and its ecological 

relevance. It cannot be over-emphasized that individuals differ in their ability to perform 

particular motor tasks and that this ability is itself labile and may not, for example, be 

maintained by placing the subject into a MRI scanner. The failure to recognize that there is 

not a single optimal mental representation for motor tasks but a continuum that depends of 

the level of expertise of the individual represents a major methodological flaw that 

confounds both the design and interpretation of MI paradigms. Moreover it is quite possible 

that the relative role of VI versus KI differs as a function of motor task, and that the 

relationships between MI and performance depend on the particular measured aspects of 

performance. At the very least these observations demand that an important component of 

any brain imaging study of MI should be the areful documentation of the skill level of the 

participant using objective measurements. These effects of skill on performance cannot 

simply be examined by comparing results obtained for the dominant (skilled) and non-

dominant (non-skilled) hand. Indeed the relative slowing and error associated with the non-

dominant hand is greater for imagined movements than for real movements [72].

An unsettled question concerns the role of MI in re-learning of motor skills lost because of 

disease to the nervous system. In our experience MI is most useful for advanced athletes for 

helping them focus on the goal of the action, rather than novices who are overly concerned 

with the process of the movement. Indeed focusing attention on two activities of daily living, 

e.g. balancing and walking, typically degrades performance. This is because the control of 

these activities is much more heavily dependent on the biomechanical properties of the 

musculoskeletal system and neural activites arising in the brainstem, spinal cord and 

peripheral nervous system. Thus, for optimal performance, it is necessary to divert attention 

away from the process of performing the task. This is exactly opposite to the current 

philosophy for using MI in the rehabilitation of subjects post-stroke and may, in part, explain 

the modest and transient benefits obtained using MI in these contexts [12].

The possibility that “edge of stability” motor tasks would identify the more robust 

mechanisms for motor control makes them ideal candidates for the study of brain activation 

during MI. In addition to the stick balancing and coiled spring tasks mentioned previously, 

various paradigms have been developed using time-delayed visual tracking tasks [73–74]. In 

all cases parameters can be manipulated to make the control task unstable. With the 

development of computer equipment that can be used by a subject in a MRI scanner and 

virtual paradigm that involve the interaction of a person with a computer, such as virtual 

stick balancing [75–77], we anticipate that such studies will become possible in the near 

future.
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There are important unanswered questions concerning the role of MI in normal and expert 

motor function. Is mental rehearsal necessary to optimize the performance of central motor 

programs and/or is it necessary to optimize attention by training the person to filter out 

irrelevant sensory information [15]? Although the latter possibility has received relatively 

little attention in brain imaging studies of MI, it is supported by the beneficial effects that 

psychological techniques such as goal setting, positive self-talk, and relaxation, have in 

improving athletic performance. Answering questions of this nature undoubtedly will 

require the formation of inter-disciplinary teams of investigators to perform complete studies 

of even the simplest motor tasks. Such teams of investigators will need to include computer 

scientists as well as functional neuro-anatomists and individuals with specialties ranging 

from cognitive sports psychology to kinesiology to successful teachers and coaches. By 

drawing on the experience of coaches, teachers, and rehabilitation professionals it should be 

possible to design experimental paradigms to obtain insights into how the brain develops 

expertise in the performance of motor tasks. The anticipated impact of such collaborations 

includes the development of novel teaching and rehabilitative strategies.
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Figure 1. 
Electromyographic (EMG) recordings made during a finger opposition task for three 

conditions (from top to bottom): visual imagery (VI), kinetic imagery (KI) and overt 

movement. In all cases the EMG surface electrode was placed over the first dorsal 

interosseus. See text and [4] for more details.
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Figure 2. 
Comparison of fraction of sticks surviving for time, t, or longer, for stick balancing (△-△) 

to that obtained when a second task is performed concurrently: rhythmic movement of a leg 

(○-○); imagined rhythmic movements of leg (□-□). The subject was a moderately skilled 

stick balancer. The stick length was a one quarter inch wooden dowel of length 55 cm. See 

text for more details.
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