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Abstract

This study examined the timing of spontaneous self-monitoring in the naming responses of people 

with aphasia. Twelve people with aphasia completed a 615-item naming test twice, in separate 

sessions. Naming attempts were scored for accuracy and error type, and verbalizations indicating 

detection were coded as negation (e.g., “no, not that”) or repair attempts (i.e., a changed naming 

attempt). Focusing on phonological and semantic errors, we measured the timing of the errors and 

of the utterances that provided evidence of detection. The effects of error type and detection 

response type on error-to-detection latencies were analyzed using mixed-effects regression 

modeling. We first asked whether phonological errors and semantic errors differed in the timing of 

the detection process or repair planning. Results suggested that the two error types primarily 

differed with respect to repair planning. Specifically, repair attempts for phonological errors were 

initiated more quickly than repair attempts for semantic errors. We next asked whether this 

difference between the error types could be attributed to the tendency for phonological errors to 

have a high degree of phonological similarity with the subsequent repair attempts, thereby 

speeding the programming of the repairs. Results showed that greater phonological similarity 

between the error and the repair was associated with faster repair times for both error types, 

providing evidence of error-to-repair priming in spontaneous self-monitoring. When controlling 

for phonological overlap, significant effects of error type and repair accuracy on repair times were 

also found. These effects indicated that correct repairs of phonological errors were initiated 

particularly quickly, whereas repairs of semantic errors were initiated relatively slowly, regardless 
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of their accuracy. We discuss the implications of these findings for theoretical accounts of self-

monitoring and the role of speech error repair in learning.
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1. Introduction

Monitoring one’s own speech is critical for successful communication. Theories of speech 

monitoring postulate multiple processes in language production and comprehension systems 

that may be involved in this important behavior. One method of testing these proposed 

monitoring processes is to examine differences in the rate and/or timing of different 

monitoring behaviors. In the present study, we analyzed the timing of self-monitoring in the 

naming performance of individuals with aphasia to elucidate detection and repair processes 

that are associated with semantic and phonological naming errors.

1.1. Temporal characteristics of speech monitoring models

Theories of speech monitoring differ with regard to the proposed stages of speech 

production at which errors are detected, resulting in different predictions regarding the 

timing of monitoring processes. Speech production involves a sequence of complex 

cognitive and motoric computations beginning with conceptualization of a preverbal 

message, followed by the formulation of an internal representation of speech that is then 

articulated and finally perceived as audible speech (see Levelt, 1989; Postma, 2000). 

According to Levelt’s (1983, 1989) influential theory of speech monitoring, the auditory 

feedback from one’s own speech is parsed and monitored using the same comprehension 

system employed to understand others’ speech. The self-monitoring of audible speech is 

supported by evidence that rates of error detection and repair decrease when auditory 

feedback is masked with white noise (Lackner & Tuller, 1979; Oomen, Postma, & Kolk, 

2001; Postma & Kolk, 1992). However, auditory comprehension of one’s own speech is a 

relatively slow process that does not explain the detection of errors prior to articulation 

(Motley, Camden, & Baars, 1982; Postma & Noordanus, 1996; Trewartha & Phillips, 2013) 

or rapid error detection in overt speech, such as the interruption of the incorrect word 

“yellow” observed in the utterance “to the ye…, to the orange node” (Levelt, 1983). To 

account for instances of fast error detection, the comprehension-based theory also postulates 

monitoring of inner speech by the comprehension system, which occurs after phonological 

or phonetic encoding of speech but prior to articulation (Levelt, 1983; 1989; Wheeldon & 

Levelt, 1995). In this framework, monitoring can occur prior to the formulation of inner 

speech only when detecting inappropriateness (e.g., ambiguity or incoherence) arising in the 

preverbal conceptualization stage (Levelt, 1983, 1989).

Other theories of monitoring propose that errors can be detected relatively early in speech 

production by relying on processes that occur during the formulation of speech. Production-

based accounts postulate that error detection can utilize information generated by the 

production system directly, without involvement of comprehension systems. Proposed 
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mechanisms include: specialized monitors capable of detecting erroneous output at multiple 

levels of speech production (De Smedt & Kempen, 1987; Laver, 1980; van Wijk & Kempen, 

1987); an attention-summoning error signal that arises from unusual co-activation patterns 

among nodes in a connectionist network when units are erroneously selected (MacKay, 

1987); and a domain-general monitoring system that is sensitive to conflict arising from 

competing representations at multiple levels of speech formulation (Nozari, Dell, & 

Schwartz, 2011). In addition, Pickering and Garrod (2013, 2014) propose a prediction-based 

account of monitoring that features internal models like those in motor control theory. This 

account assumes that the speaker constructs internal models of the intended utterance at 

multiple levels of production, each model specifying a production operation along with its 

predicted consequences. Such predictions are compared against the utterance prior to or after 

articulation, and the error signal resulting from this comparison forms the basis for speech 

monitoring.

Theories of monitoring also make different predictions with regard to how the timing of 

detection may differ for specific types of speech errors. During speech production, semantic 

errors arising from the selection of incorrect lexical items originate at an earlier stage than 

phonological errors arising from the selection of incorrect speech sounds. Hence, in 

Pickering and Garrod’s (2014) prediction-based model and in production-based models that 

propose that errors can be detected as soon as they arise, semantic errors should be 

detectable earlier than phonological errors. Levelt’s (1983, 1989) comprehension-based 

theory does not specify the timing of detection for semantic errors as compared to 

phonological errors, but other researchers have made suggestions within this framework. 

Hartsuiker et al. (2005) argue that postarticulatory monitoring, which uses the acoustical 

information in overt speech, is particularly important for detecting phonological errors. This 

would seem to predict relatively slow detection of phonological errors compared to other 

errors that are more likely to be monitored prior to articulation. In contrast, Pickering and 

Garrod (2014) suggest that comprehension-based monitoring predicts earlier detection of 

phonological errors compared to semantic errors because the input to the monitor must be a 

phonological or phonetic representation of inner or overt speech. Consistent with a 

phonological basis for the comprehension-based monitor, a series of experiments showed 

that speakers’ ability to halt their own word production as they monitored other auditory or 

visual words was sensitive to phonological similarity but not semantic similarity with the 

intended word (Slevc & Ferreira, 2006). Although few studies have tested differences in the 

timing of monitoring for specific types of errors, there is some evidence that phonological 

errors are detected more quickly than semantic- or syntactic-based lexical errors in one’s 

own spontaneous speech (Nooteboom, 2005) and when monitoring others’ speech (Oomen 

& Postma, 2002). Distinguishing between different types of speech errors may be 

particularly important when examining the monitoring abilities of people with aphasia, 

which is discussed in the following section.

1.2. Self-monitoring in aphasia

Research involving participants with aphasia provides important evidence regarding the 

relationships between language processes and self-monitoring. Particularly relevant for the 

present study, aphasic speech provides opportunities to distinguish between processes 
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involved in error detection and those involved in error repair. Neurologically intact speakers 

commonly indicate detection of having produced a speech error by initiating a self-

correction, sometimes preceded by an editing term, filled pause, or other disfluency 

(Blackmer & Mitton, 1991; Levelt, 1983; Nooteboom, 2005). These same monitoring 

behaviors are observed in people with aphasia, but in some types of aphasia their error 

detection takes the form of explicit response rejection (e.g., “no”; “that’s not right”), and 

detected errors may be followed by a correct repair, incorrect repair, or no repair attempt at 

all (Oomen et al., 2001; Sampson & Faroqi-Shah, 2011; Schlenck, Huber, & Willmes, 1987; 

Schwartz, Middleton, Brecher, Gagliardi, & Garvey, 2016). Our study took advantage of this 

variability in repair behaviors to investigate the timing of error detection with and without 

overt repair. Aphasic speech has also been examined for evidence of covert repair, i.e., pre-

articulatory self-correction, as inferred from pauses, repeats, and other speech disfluencies 

(e.g,, Oomen et al., 2001; Oomen, Postma, & Kolk, 2005; Schlenck et al., 1987). Given the 

known difficulty of distinguishing covert repair-related disfluencies from the pauses, repeats, 

etc. that signal word-retrieval and speech-planning difficulties in aphasia (Nickels & 

Howard, 1995; Postma, 2000), we made no attempt to analyze covert repair in this study.

It has been known for some time that individuals with aphasia may exhibit monitoring 

impairments for a specific error type, for example ignoring semantic errors but regularly 

attempting repairs of phonological errors (Marshall, Rappaport, & Garcia-Bunuel, 1985; 

Stark, 1988), or the reverse. An experimental study of a patient with Broca’s aphasia 

revealed an informative pattern. The patient’s speech contained significantly more 

phonological than semantic errors, and he was less likely to repair his own phonological, 

compared to semantic, errors; yet he had little difficulty detecting and repairing phonological 

errors spoken by someone else (Oomen et al., 2005). This pattern points to a locus for the 

self-monitoring deficit within the production system itself.

Nozari et al. (2011) developed a production-based account of speech error monitoring based 

on the interactive two-step model of lexical access (see Figure 1). Within this framework, the 

first step (word retrieval) involves mapping from semantic features to an intermediary lexical 

representation (hereafter, word), and the second step (phonological retrieval) involves 

mapping from the word to its constituent phonemes (Foygel & Dell, 2000; Schwartz, Dell, 

Martin, Gahl, & Sobel, 2006). At each step, activation of related units creates conflict and 

sets the stage for errors: semantic errors at step one and phonological errors at step two. 

Lesions in aphasia weaken connections between levels (s- and p-weights in Figure 1), 

resulting in higher levels of conflict and increased rates of error.

Building on this account of lexical access, Nozari et al. (2011) propose that high conflict 

within the normal system constitutes the signal of error that the external monitor uses to 

initiate detection/repair behaviors, without relying on speech perception. In aphasia, 

abnormally high levels of conflict at step one or step two render the error signal unreliable, 

resulting in impaired error monitoring at that step. Thus, an individual with weakened 

connections between semantic features and words (s-weights) would exhibit particular 

difficulty monitoring semantic errors, whereas an individual with weakened connections 

between words and phonemes (p-weights) would exhibit particular difficulty monitoring 

phonological errors. Nozari et al. (2011) tested this prediction in 29 speakers with aphasia. 
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With each individual participant, they estimated the strength of s- and p-weights by fitting 

the two-step model of lexical access to performance on the Philadelphia Naming Test (PNT; 

Roach, Schwartz, Martin, Grewal, & Brecher, 1996), and they coded each PNT response 

with regard to whether the participant produced evidence of error detection. As expected, 

results showed that weaker weights (more errors) at a particular level of word production 

were associated with reduced detection rates only for errors arising from that level.

In addition to shedding light on how aspects of the language system influence monitoring, 

evidence from people with aphasia suggests that monitoring may in turn affect the language 

system and play a role in learning. Marshall et al. (1994) found positive correlations between 

aphasic individuals’ rates of error detection in a naming test and their change in performance 

on measures of language abilities following three months of aphasia treatment. However, 

this study does not necessarily indicate a causal relationship between self-monitoring and 

language recovery because, as the authors noted, higher rates of error detection may have 

reflected a more intact language system that was more likely to show positive change.

A recent study tested more directly whether spontaneous self-monitoring in aphasic 

participants’ naming performance reflects the representational strength of lexical items (the 

Strength hypothesis) and/or causally impacts future performance (the Learning hypothesis) 

(Schwartz et al., 2016). Participants in this study completed a naming test twice (Time 1 and 

Time 2) without receiving feedback from the experimenter, and three types of errors were 

selected for analysis: semantic errors, phonological errors, and self-interrupted naming 

attempts termed fragments. Statistical analyses were designed to test how self-monitoring 

behaviors for items eliciting an error (“errorful items”) are associated with later or earlier 

naming success with those same items. The forward analysis measured how monitoring at 

time 1 predicted performance at time 2; the backward analysis measured how monitoring at 

time 2 predicted performance at time 1. The Strength hypothesis predicts effects in both 

directions (forward and backward) on the following assumptions: 1) errorful items can vary 

in representational strength; 2) when errorful items are tested twice (without feedback), the 

stronger items are more likely to be named correctly at least once; and 3) errors on stronger 

items are more likely to be spontaneously detected and/or corrected. The Learning 

hypothesis predicts greater effects in the forward direction on the assumption that learning 

has a causal, and hence future-directed, impact on behavior. Results from all three error 

types (semantic, phonological, and fragment) supported the Strength hypothesis. Results 

from semantic errors alone additionally supported the Learning hypothesis. For both 

hypotheses, the supporting evidence derived from instances in which an error was both 

detected and corrected; detection without correction yielded results comparable to the 

control condition (undetected errors). In addition to providing novel evidence of a learning 

effect of monitoring, this study highlights differences in the monitoring of phonological and 

semantic errors and raises the possibility that key differences localize to processes involved 

in repair.

1.3. The present study

In the present study, we further examined self-monitoring processes by analyzing detection 

latencies for the monitoring responses collected in Schwartz et al. (2016). We focused on 
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monitoring associated with semantic and phonological errors because 1) previous evidence 

from aphasia suggests that monitoring processes for semantic and phonological errors can 

undergo selective disruption (Nozari et al., 2011) and affect future behavior differently 

(Schwartz et al., 2016), and 2) some theories of monitoring lead to specific predictions 

regarding the timing of detection for these error types. For semantic and phonological errors 

that were detected in Schwartz et al.(2016), we recorded the timing of the errors and of the 

utterances that provided evidence of detection to determine error-to-detection latencies 

(hereafter, detection latencies). We then tested differences in detection latencies for semantic 

errors compared to phonological errors. Latency differences could result from different 

processes of error detection preceding a repair and/or from the repair process itself. To 

distinguish between these processes, we identified instances in which the first evidence of 

detection was a rejection of the naming attempt (e.g., “no, that’s not it”) and instances in 

which the first evidence of detection was an attempt to repair the error. If the timing of the 

detection process for semantic errors differs from phonological errors, we would expect a 

difference in detection latencies regardless of the type of detection. If the timing of repair 

planning for semantic errors differs from phonological errors, we would expect the 

difference in detection latencies to be greater for detection events of the repair type 

compared to those of the rejection type. Thus, by examining differences in detection 

latencies we hoped to identify monitoring processes in which differences between semantic 

and phonological errors arise.

2. Methods

2.1. Participants

Participants were 12 individuals with mild-to-moderate aphasia resulting from left 

hemisphere stroke. Selection criteria included good comprehension abilities and impaired 

naming. Individual participant characteristics and selected language test scores are reported 

in Table 1. Data were collected under research protocols approved by the Einstein 

Healthcare Network Institutional Review Board. Participants gave written consent and were 

paid for their participation.

2.2. Data collection and response coding

Details regarding data collection, response coding, and reliability are reported in Schwartz et 

al., 2016. In this section we provide information that is particularly relevant to the present 

study.

2.2.1. Data collection—Each participant completed a naming test consisting of 615 

pictures of common objects two times over the course of two weeks, with the two 

administrations occurring in separate weeks. All pictures were presented in a random order 

on a computer, and participants were instructed to name each picture. To avoid any kind of 

experimenter-provided feedback, the experimenter advanced the trial when the participant 

pointed to a “thumbs up” picture, indicating he or she had given their final answer. If the 

participant did not provide a final answer within 20 seconds, the trial was advanced. All 

sessions were digitally recorded.
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2.2.2. Response coding—Trained experts transcribed participants’ responses and coded 

the first naming attempt in each trial. The following were considered non-naming responses, 

rather than naming attempts: omissions (no responses and irrelevant comments, e.g., “I like 

that”), picture-part names (e.g., “stem” for “pumpkin”), and visual errors arising from 

misperception of the picture (e.g., “string” for “necklace”). Following established 

conventions (Roach et al., 1996), descriptions (e.g., “from Japan” for “sushi”), which often 

reflect a compensatory strategy, were also classified as non-naming responses. All other 

word or nonword responses were coded as naming attempts. If a naming attempt followed a 

non-naming response, the non-naming response was ignored and the naming attempt was 

coded as the response for the trial. Following these procedures, a change from a non-naming 

response to a naming attempt was not coded as evidence of error detection (see 2.2.3. 

Detection coding).

Each naming attempt was coded as correct or as one of 12 types of incorrect responses. A 

correct response was defined as a noun that shared all the correct phonemes with the target 

in the correct order, allowing for incorrect number marking (e.g., “cherry” for “cherries”). 

The present study focuses on two types of incorrect responses – semantic errors and 

phonological errors –that together constituted 56% of participants’ naming errors. Semantic 

errors were defined as nouns that represented a conceptual mismatch (e.g., “airplane” for 

“blimp”), including near-synonyms (e.g., “sleigh” for “sled”) but excluding correct 

superordinate responses (e.g., “insect” for “mosquito”). Phonological errors were defined as 

complete naming attempts (i.e., excluding self-interrupted fragments) that did not meet the 

criteria for a semantic error and whose phonological overlap with the target was greater 

than .50 according to the formula below (from Lecours & Lhermite, 1969). This formula 

provides a continuous measure of phonological similarity that is standardized across 

different word lengths. Shared phonemes (counting both consonants and vowels, with 

diphthongs as single constituents) were identified independent of position. Credit was 

assigned only once if a response had two instances of a single target phoneme. Phonological 

errors included words (e.g., “flower” for “feather”) as well as nonwords (e.g., “/blun/” for 

“balloon”).

2.2.3. Detection coding—For each naming attempt, trained experts also coded the 

presence or absence of utterances within the trial that indicated detection. Evidence of 

detection was defined as a negation of the naming attempt (e.g., “no,” “that’s not it,” etc.) or 

a changed naming attempt (e.g., for the target “weed”: “rake” changed to “weed”), including 

the affixation of a morpheme other than the plural morpheme (e.g., for the target 

“cheerleader”: “cheer” changed to “cheering”). In the present study, detected semantic and 

phonological errors were coded with respect to whether the first evidence of detection 

following the error was 1) a negation, 2) a correct repair (i.e., a changed naming attempt that 

matched the target), or 3) an incorrect repair (i.e., a changed naming attempt that did not 

match the target).
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2.3. Latency coding

For each detected semantic or phonological error, trained research staff coded the timing of 

the trial onset (signaled by an auditory beep that coincided with picture presentation), error 

onset, error offset, and detection utterance onset. The audio recordings of the participants’ 

responses were viewed using Praat software (Boersma & Weenink, 2016) to display the 

formants and pulses of the recorded speech, and the timing of the appropriate onsets and 

offsets were recorded. The onset (or offset) of a voiced segment was defined as the first (or 

last) glottal pulse that extended through at least two formants. The onset (or offset) of an 

unvoiced segment was defined as the first (or last) visible increase in energy due to sound.

2.4. Detection latencies

For the purposes of this study, the detection latency was defined as the length of time from 

the onset of the error to the onset of the first utterance that indicated detection (see Figure 2). 

Considering that detection can begin before production of the error is completed, we timed 

from error onset rather than error offset to take into account the greater time provided for 

detection for longer error responses. By excluding the interval from stimulus onset to error 

onset, we avoided having the detection latency unduly influenced by earlier processing 

stages (e.g., the time required to process the visual stimulus and retrieve the word). On the 

other hand, monitoring processes may be initiated at some point before articulation of the 

error response, and such pre-articulatory monitoring time is not accounted for in our 

measurements. To address this issue, all analyses detailed below were also performed with 

log-transformed error latencies (i.e., trial start to error onset) included in the statistical 

models. All significant effects reported in the Results section were also significant in these 

secondary analyses (see Appendix A).

It is also important to note that the classification of detection responses as negations or 

repair attempts in this study applies only to the first utterance providing evidence of error 

detection in each trial. In some cases, an initial detection response was followed by 

additional detection responses, including correct repairs (as depicted in Figure 2). Hence, the 

detection response rates reported in the results section do not include the total number of 

negations and repairs produced. Because our analyses focus on the speed, not the frequency, 

of detection responses, we selected the first detection response following each error as the 

measure of error detection. The presence and timing of later utterances are not included in 

the latency analyses or discussed in this paper.

2.5. Data analyses

Latencies were analyzed using linear mixed effects regression models (see Baayen, 

Davidson, & Bates, 2008) carried out in R version 3.1.2 using the lme4 package (R Core 

Team, 2014). Detection latencies were log-transformed prior to analyses because the 

distributions of the latency data were highly positively skewed, and the residuals of models 

using the raw latency data were similarly skewed. All models described below included 

participant random effects on the intercept to account for individual differences in the 

context of models of overall group performance. Individual items were not included as 

random effects because 76% of the items included in this study occurred no more than twice 

in the dataset. In addition, models failed to converge when using the maximal random effects 
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structure (see Barr, Levy, Scheepers, & Tily, 2013), i.e., when including the effects of both 

error type and detection type. Because the focus of the analyses was to test differences 

between phonological errors and semantic errors, we chose to include the effect of error type 

in the random effects structures, which makes the significance test for the effect of error type 

more conservative.

Data analyses used a model comparisons approach. After fitting a base model of detection 

latencies with the intercept and random effects, fixed effects were added one at a time. 

Improvements in model fit were evaluated using the change in the deviance statistic (−2 

times the log-likelihood), which is distributed as chi-square with degrees of freedom equal to 

the number of parameters added. Parameter estimates are reported with their standard errors 

and p-values estimated using the normal approximation for the t-values with alpha=0.05. To 

test whether the timing of error detection and/or repair differs for phonological errors 

compared to semantic errors, we fit a base model of detection latencies and sequentially 

added the effects of a two-level detection type factor (negation; repair attempt), a two-level 

error type factor (phonological; semantic), and the interaction between these two factors 

(Model Comparison A).

To further investigate factors relevant to error repair, we next performed a series of analyses 

for trials in which the first evidence of detection was a repair attempt. Based on the 

hypothesis that the production of an error may prime the production of a repair (see 

Hartsuiker & Kolk, 2001), we examined whether phonological similarity between the error 

and the subsequent repair predicted the speed of repair. Specifically, we tested the 

correlation between error-repair phonological overlap scores (using the formula reported in 

section 2.2.2. Response coding) and detection latencies for phonological errors and for 

semantic errors separately. To test whether repair accuracy and/or error type have significant 

effects on detection latencies when controlling for phonological overlap, we fit a base model 

of detection latencies and sequentially added the effects of phonological overlap, a two-level 

repair accuracy factor (correct repair; incorrect repair), a two-level error type factor 

(phonological; semantic), and the interaction between these two factors (Model Comparison 

B).

3. Results

3.1. Detection rates

Table 2 reports the total number of phonological errors and semantic errors in the analyzed 

corpus, broken down by presence and type of detection event (negation, correct repair 

attempt, incorrect repair attempt). The detection rate for phonological errors (38%) was 

higher than for semantic errors (28%). This was due to the relatively high frequency of 

repair attempts for phonological errors. By contrast, negations constituted only 8% of 

phonological error detection responses, compared to 38% of semantic error detection 

responses.
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3.2. Detection latencies

Table 3 displays mean detection latencies for phonological errors and for semantic errors, 

broken down by the type of detection response. Table 4 reports Model Comparison A, 

testing the effects of detection type and error type on detection latencies. There was a 

significant effect of detection type on detection latencies, χ2 (1) = 85.65, p<.001, indicating 

faster detection latencies for negations compared to repair attempts, Estimate = −0.623, SE = 

0.064, p<.001. The effect of error type further improved model fit, χ2 (1) = 10.20, p<.01, 

indicating faster detection latencies for phonological errors compared to semantic errors, 

Estimate = −0.381, SE = 0.096, p<.001. Finally, the interaction between detection type and 

error type improved model fit, χ2 (1) = 25.35, p<.001. This interaction effect reflects that 

only detection responses of the repair type were initiated more quickly for phonological 

errors compared to semantic errors. Detection responses of the negation type showed a trend 

in the opposite direction, i.e., slower for phonological errors. Follow-up analyses tested the 

effect of error type on detection latencies separately for repair trials and for negation trials. 

There was a significant effect of error type for repair trials, χ2 (1) = 11.64, p<.001, but not 

for negation trials, χ2 (1) = 2.75, p=.10. The relatively fast repair attempts for phonological 

errors are apparent in the distributions of detection latencies for negations and repair 

attempts of each error type (see Figure 3).

Because detection latencies were determined by how quickly participants initiated an 

utterance indicating error detection, they may have been affected by individual differences in 

the speed of word production, particularly when the participants produced repair attempts 

rather than simple “no” responses. Indeed, examination of mean detection latencies for each 

participant revealed substantial variability in the speed of error repair (see Table 5 for 

individual detection rates and latencies). Importantly, however, the effect of error type on 

detection latencies was largely consistent across individuals, with 10 out of 12 participants 

exhibiting a faster mean detection latency for phonological error repairs compared to 

semantic error repairs. Given the difference in repair times between the two error types, we 

next examined additional factors that may affect the time required to repair an error.

3.3. Repair attempts

The analyses of repair attempts tested whether differences between phonological and 

semantic error repairs could be explained by differences in similarity between the errors and 

their respective repair attempts. In the present study, phonological errors tended to have a 

high phonological overlap with the subsequent repair attempts (M=0.59). Phonological 

errors had a particularly high overlap with correct repair attempts (M=0.71) because our 

classification of phonological errors required an overlap of greater than 0.5 with the correct 

response. In contrast, semantic errors tended to have less phonological overlap with their 

subsequent repair attempts (M=0.29). To examine whether this factor was associated with 

detection latencies, we first tested the relationship between error-repair phonological overlap 

and detection latencies for trials in which the first evidence of detection was a repair attempt. 

A significant correlation between phonological overlap and detection latencies was found for 

phonological errors, r = −0.36, p<.001, and for semantic errors, r = −0.13, p=.02, with 

greater phonological overlap associated with faster detection latencies.
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In Model Comparison B, we tested the effects of repair accuracy and error type in addition 

to the effect of phonological overlap (see Table 4). As expected, phonological overlap had a 

significant effect on detection latencies, χ2 (1) = 38.75, p<.001, with greater phonological 

overlap associated with faster detection latencies, Estimate = −0.728, SE = 0.112, p<.001. 

The effect of repair accuracy further improved model fit, χ2 (1) = 9.03, p<.01, indicating 

faster detection latencies for correct repairs compared to incorrect repairs, Estimate = 

−0.187, SE = 0.062, p<.01. The addition of error type further improved model fit, χ2 (1) = 

6.53, p=.01, indicating faster detection latencies for phonological errors compared to 

semantic errors, Estimate = −0.316, SE = 0.110, p<.01. Finally, the interaction between 

repair accuracy and error type improved model fit, χ2 (1) = 13.22, p<.001. This interaction 

effect reflects that when controlling for phonological overlap, the accuracy of the repair 

attempt had a larger effect on detection latencies for phonological errors than for semantic 

errors, with correct repairs of phonological errors occurring particularly quickly. Follow-up 

analyses tested the effect of repair accuracy on detection latencies separately for 

phonological errors and for semantic errors, again controlling for phonological overlap in 

the models. There was a significant effect of repair accuracy for phonological errors, χ2 (1) 

= 17.64, p<.001, but not for semantic errors, χ2 (1) = 0.02, p=.89. This pattern of results is 

apparent in the distributions of detection latencies for correct and incorrect repairs of each 

error type (see Figure 4).

4. Discussion

In this study, we analyzed the timing of spontaneous self-monitoring in the naming 

performance of individuals with aphasia to examine detection and repair processes that are 

associated with phonological and semantic errors. We first asked whether phonological 

errors and semantic errors differ in the timing of the detection process or the timing of repair 

planning. Results suggest that these two error types primarily differ with respect to repair 

planning. Specifically, repair attempts for phonological errors were initiated more quickly 

than repair attempts for semantic errors. We next asked whether this difference between the 

two error types could be attributed to the tendency for phonological errors to have a high 

degree of phonological similarity with the subsequent repair attempts, thereby speeding the 

programming of the repairs. Results showed that greater phonological similarity between the 

error and the repair was associated with faster repair times for both error types, supporting 

an error-to-repair priming effect (see Hartsuiker & Kolk, 2001). When controlling for 

phonological overlap, significant effects of error type and repair accuracy on repair times 

were also found. The results suggest that the type of error that is produced affects the speed 

of the subsequent repair, and in the following sections we discuss processes that may drive 

this effect.

4.1. Error detection

The results of the present study do not provide evidence for a difference in the timing of 

detection for phonological errors compared to semantic errors. Collapsing across different 

types of detection responses, faster detection latencies were observed for phonological errors 

compared to semantic errors. However, the significant interaction between error type and 

detection type indicated that this difference was attributable to trials in which the response 
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indicating detection was a repair attempt, suggesting faster repair planning for phonological 

errors rather than faster detection.

For trials in which the participant produced a simple rejection of the error, there was a trend 

in the opposite direction, i.e., detection responses occurred more slowly for phonological 

errors compared to semantic errors. The low frequency of negations for phonological errors 

(see Table 2) may have resulted in insufficient power to detect significantly slower negations 

for phonological errors compared to semantic errors. However, the more frequent correct 

repair responses demonstrated fast detection as well as fast repair of phonological errors (see 

Table 3). Such fast repair planning for phonological errors may be an underlying cause of 

the rarity of negations for this error type. When a repair can be programmed rapidly, there is 

little pragmatic reason for the speaker to indicate rejection of the error prior to attempting a 

repair. Alternatively, editing terms like “no” may serve as a signal to the listener that an error 

is being rejected (see Levelt, 1989), and this signal may be more necessary when the wrong 

word has been selected than when a phonological error on the correct response has been 

produced.

These results suggest that the difference in detection latencies for phonological errors 

compared to semantic errors primarily resulted from different processes related to 

programming repairs for these two error types. Hence, the findings do not support the 

prediction that semantic errors are available for detection earlier than phonological errors, 

which is suggested by some production-based models (Nozari et al., 2011; van Wijk & 

Kempen, 1987) and Pickering and Garrod’s (2014) prediction-based model. The findings 

also do not support earlier detection of phonological errors, which might be expected if 

speakers monitor their errors by perceiving their own internal or overt speech (Levelt, 1983, 

1989). However, it is important to note that the measure of detection latency in the present 

study collapses together the time required to detect the error and the time required to plan 

and initiate the detection utterance. More precise measurements of the timing of speech 

monitoring processes can be recorded with eyetracking and EEG paradigms (Acheson & 

Hagoort, 2014; Huettig & Hartsuiker, 2010; Severens, Janssens, Kühn, Brass, & Hartsuiker, 

2011; Trewartha & Phillips, 2013), and further research using these methodologies may 

reveal differences in the timing of detection for different types of speech errors. In addition, 

more sensitive methodologies may be useful for measuring covert error detection and 

correction. These pre-articulatory processes are difficult to infer from overt speech alone, 

and so were outside the scope of the present study.

4.2. Error repair

A primary finding in this study was the observation of faster repair attempts for 

phonological errors compared to semantic errors. Contrary to this finding, there is evidence 

from previous studies that the production of words that are phonologically related to the 

target slows production of the subsequent repair, whereas the production of words that are 

semantically related speeds the subsequent repair (Hartsuiker, Pickering, & de Jong, 2005; 

Tydgat, Diependaele, Hartsuiker, & Pickering, 2012). These studies did not involve 

spontaneous naming errors, but rather used a paradigm designed to approximate speech 

repair situations by quickly replacing one target picture with another and thereby inducing 
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repairs of naming attempts that were initially correct. Hence, the results of previous studies 

may differ from those of the present study due to differences in the definition of a repair 

(i.e., restarting speech after initially correct naming attempts vs. restarting speech after 

detection of erroneous naming attempts) and/or the population studied (i.e., neurologically 

intact adults vs. aphasic adults). Nevertheless, the evidence appears strong from previous 

work as well as the present study that residual activation from the production of a speech 

error may influence the production of a repair, and the effect of this activation can differ 

according to the type of error.

The effect of error type on the speed of subsequent repairs could be explained by processes 

at the word retrieval stage and/or the phonological retrieval stage of word production. Within 

the framework of the two-step model of lexical access (Foygel & Dell, 2000; Schwartz et al., 

2006), a phonological error typically arises in the second step (phonological retrieval) after 

the correct lexical item has been selected in the first step. Hence, during the repair of a 

phonological error, the first step could be quickly reinstated or skipped entirely. In contrast, 

the repair of a semantic error would require reformulation of the first step as well as the 

second step. Processes occurring in the second step of lexical access would also contribute to 

faster repair times for phonological errors, for the following reason: By definition a 

phonological error shares phonemes with the correct response. Hence, the production of the 

error activates some of the correct phonemes during phonological retrieval. This activation 

could facilitate fast production of a repair attempt for a phonological error, particularly when 

the repair attempt is the correct response. This interpretation is consistent with the finding 

that greater phonological overlap between the error and the repair attempt is associated with 

faster repairs. Although error-to-repair priming has been assumed in models of monitoring 

(Hartsuiker & Kolk, 2001) and supported by the results of experimental monitoring 

paradigms (Hartsuiker et al., 2005; Tydgat et al., 2012), the present study provides the first 

evidence of this type of priming in spontaneous self-monitoring.

Alternatively, if one assumes that the correct word remains highly activated after any type of 

error is produced, then the first step of lexical access could be quickly reinstated for both 

semantic and phonological errors1. By this account, the second step of lexical access would 

be the source of the observed timing differences, with the second step completed more 

quickly following a phonological error due to the priming effect discussed above. However, 

the results of the present study indicated an effect of error type with phonological overlap 

controlled, suggesting that processes at the second step do not completely account for the 

differences in repair times. In addition, evidence from training naming in aphasia suggests 

that effortful, semantically-driven lexical retrieval promotes learning (Middleton, Schwartz, 

Rawson, & Garvey, 2015; Middleton, Schwartz, Rawson, Traut, & Verkuilen, 2016). Hence, 

the former account positing reformulation of both steps of lexical access during the repair of 

semantic errors may help explain the finding that self-correction of semantic, but not 

phonological, errors promoted learning in aphasic individuals (Schwartz et al., 2016).

In addition to overall faster repair times for phonological errors compared to semantic errors, 

results from this study showed that correct repairs occurred more quickly than incorrect 

1We thank an anonymous reviewer for this suggestion.
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repair attempts for phonological errors, whereas the accuracy of the repair did not affect 

repair times for semantic errors. This finding is consistent with previous evidence that 

phonological errors are typically corrected immediately or soon after their overt articulation 

during sentence production (Nooteboom, 2005; Postma & Kolk, 1992). As discussed 

previously, one factor contributing to this effect may be the high degree of phonological 

similarity between phonological errors and correct repairs of those errors. However, the 

results from this study indicate that error type and repair accuracy have significant effects on 

detection latencies even with phonological overlap controlled. The effect of repair accuracy 

on phonological errors could be the result of the typically fast repair process slowing down 

when the repair does not converge on the correct response. The effect could also arise if 

speakers occasionally repair phonological errors by a relatively slow process typically used 

for semantic errors, and this slow process is less likely to result in successful repairs of 

phonological errors.

4.3. Future directions and conclusions

An important topic for future research is self-monitoring behavior associated with other 

error types, including fragments and mixed errors. Fragmented responses (e.g., “/klo-/” for 

“pocket”) were not included in the present study because in most cases the intended word 

and the stage of production in which the error originated cannot be determined confidently. 

However, the study of fragmented responses may provide important evidence regarding 

relatively rapid error detection in aphasia, assuming that speech interruption quickly follows 

the moment of error detection (Levelt, 1983). Mixed errors, which are semantically and 

phonologically related to the target, were classified as semantic errors in the present study 

under the assumption that they typically originate from incorrect word retrieval in the first 

step of lexical access. This type of error did not occur frequently enough to be analyzed 

separately from other semantic errors. In future monitoring studies, classifying mixed errors 

separately from other semantic errors may help delineate the effects of error origin (step 1 of 

lexical access for semantic and mixed errors vs. step 2 for phonological errors) as opposed to 

the effects of phonological overlap with the target (low for semantic errors vs. high for 

mixed and phonological errors).

In addition, participants in the present study were selected based on good comprehension 

and impaired naming, irrespective of clinical subtype. Variability in self-monitoring 

behaviors across different subtypes of aphasia remains an important question that may shed 

light on relationships among specific linguistic and monitoring processes. Similarly, 

participant samples with greater variability in comprehension abilities could help determine 

whether good comprehension is necessary or sufficient for monitoring, possibly qualifying 

previous work that has shown dissociations between comprehension and monitoring abilities 

in aphasia (Maher, Gonzalez Rothi, & Heilman, 1994; Marshall et al., 1985; Marshall, 

Robson, Pring, & Chiat, 1998; Nozari et al., 2011; Sampson & Faroqi-Shah, 2011).

This line of research has important implications for theories of monitoring and for the 

potential roles of error detection and repair in aphasia recovery. The results of the present 

study suggest that the type of error that is produced affects the speed of the subsequent 

repair. Faster repairs of phonological errors relative to semantic errors may be explained by 
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fast reinstatement of an initial word retrieval stage and/or error-to-repair priming of activated 

phonemes. A better understanding of these processes underlying error detection and repair 

may further the understanding of how self-monitoring relates to learning in aphasia.
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Appendix A

Model Comparison A

Model logLik deviance Chisq df p-value

Detection Latency ~ 1 + (Error Type | Subject) −1051.3 2102.6

Detection Latency ~ Error Latency + (Error Type | Subject) −1051.2 2102.4 0.19 1 0.66

Detection Latency ~ Error Latency + Detection Type+(Error Type | 
Subject)

−1007.0 2014.1 88.37 1 <.001*

Detection Latency ~ Error Latency + Detection Type + Error Type + 
(Error Type | Subject)

−1001.9 2003.8 10.32 1 <.01*

Detection Latency ~ Error Latency + Detection Type*Error Type + 
(Error Type | Subject)

−989.7 1979.4 24.36 1 <.001*

Model Comparison B

Model logLik deviance Chisq df p-value

Detection Latency ~ 1 + (Error Type | Subject) −737.5 1475.0

Detection Latency ~ Error Latency + (Error Type | Subject) −735.2 1470.3 4.72 1 0.03*

Detection Latency ~ Error Latency + Phonological Overlap + (Error 
Type | Subject)

−716.8 1433.5 36.79 1 <.001*

Detection Latency ~ Error Latency + Phonological Overlap + Repair 
Accuracy + (Error Type | Subject)

−712.9 1425.7 7.77 1 <.01*

Detection Latency ~ Error Latency + Phonological Overlap + Repair 
Accuracy + Error Type + (Error Type | Subject)

−709.5 1419.1 6.67 1 <.01*

Detection Latency ~ Error Latency + Phonological Overlap + Repair 
Accuracy*Error Type + (Error Type | Subject)

−702.6 1405.2 13.92 1 <.001*

Note. The base model includes the intercept and random effects represented as (Error Type | Subject). The subsequent 
comparison models show the individually added fixed effects in bold, with “*” representing the complete set of main 
effects and interactions. Improvements in model fit were evaluated using the change in the deviance statistic, which is 
distributed as chi-squared with degrees of freedom equal to the number of parameters added.
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Highlights

• We analyzed the timing of speech error detection and repair in aphasia.

• Repair attempts occurred more quickly for phonological errors than semantic 

errors.

• Correct repairs of phonological errors were initiated particularly quickly.

• Results provide evidence of error-to-repair priming in spontaneous self-

monitoring.

• The type of error that is produced affects the speed of the subsequent repair.
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Figure 1. 
Interactive two-step model of lexical access.
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Figure 2. 
Example of coding the error type, detection type, and detection latency for a response to the 

target “cat.”
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Figure 3. 
Distributions of detection latencies. The bottom, middle, and top of each box represent the 

25th, 50th, and 75th percentiles, respectively. Points represent outliers greater than 1.5 times 

the interquartile range. The diamond overlaid on each plot represents the mean.
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Figure 4. 
Distributions of detection latencies for repair attempts. The bottom, middle, and top of each 

box represent the 25th, 50th, and 75th percentiles, respectively. Points represent outliers 

greater than 1.5 times the interquartile range. The diamond overlaid on each plot represents 

the mean.
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Table 1

Participant Characteristics

Participant & Subtype Gender Age Years of Education Months Post-onset

Anomic1 F 63 12 20

Anomic2 F 60 10 5

Anomic3 M 62 19 6

Anomic4 M 47 14 23

Anomic5 M 55 16 10

Broca1 M 48 14 11

Broca2 M 59 16 81

Broca3 M 58 18 109

Conduction1 F 73 14 15

Conduction2 M 53 12 61

TCM1 M 54 16 4

TCM2 F 73 12 24

Mean 58.8 14.4 30.8

Min; Max 47; 73 10; 19 4; 109

Participant & Subtype Aphasia Severity Naming Auditory Comprehension Word Comprehension

Anomic1 93 78 9.6 98

Anomic2 89 79 9.2 86

Anomic3 85 83 9.8 95

Anomic4 74 83 7.2 95

Anomic5 77 64 8.8 92

Broca1 65 55 8.8 98

Broca2 57 59 7.0 81

Broca3 56 78 6.4 96

Conduction1 83 65 9.1 90

Conduction2 71 70 8.2 98

TCM1 76 59 8.7 90

TCM2 73 77 8.7 94

Mean 74.8 70.8 8.5 92.8

Min; Max 56; 93 55; 83 6.4; 9.8 81; 98

Note. TCM = transcortical motor. Aphasia Severity = Aphasia Quotient from the Western Aphasia Battery (Kertesz, 2007). Naming = percent 
correct on the Philadelphia Naming Test (Roach et al., 1996). Auditory comprehension = comprehension subtest score from the Western Aphasia 
Battery (max score = 10). Word comprehension = score on the Philadelphia Name Verification Test (Mirman et al., 2010), reflecting the percentage 
of items for which the correct name was verified and semantic and phonological foils were rejected.
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Table 3

Detection Latencies

Type of Detection Response

Error Type Negation Correct Repair Incorrect Repair Overall

Phonological 2.58 (3.5) 1.39 (1.3) 3.06 (3.0) 2.39 (2.6)

Semantic 1.64 (2.4) 3.25 (2.7) 3.23 (2.5) 2.64 (2.6)

Overall 1.76 (2.6) 2.29 (2.3) 3.15 (2.7) 2.54 (2.6)

Note. Values represent mean time in seconds from the onset of the error to the onset of the first evidence of detection. Standard deviations are 
shown in parentheses.
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