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Abstract

Human papillomaviruses (HPVs) that infect mucosal epithelium can be classified as high-risk or 

low-risk based on their propensity to cause lesions that can undergo malignant progression. HPVs 

produce the E7 protein that binds to cell cycle regulatory proteins including the retinoblastoma 

tumor suppressor protein (RB) to modulate cell cycle control. Generally, high-risk HPV E7 

proteins bind to RB with a higher affinity than low-risk HPV E7s, but both are able to deactivate 

RB and trigger S phase progression. In uninfected cells, RB inactivation is a tightly controlled 

process that must coincide with growth factor stimulation to commit cells to division. High-risk 

HPV E7 proteins short-circuit this control by decreasing growth factor requirement for cell 

division. We develop a mathematical model to examine the role that RB binding affinity, growth 

factor concentration, and E7 concentration have on cell cycle progression. Our model predicts that 

high RB binding affinity and E7 concentration accelerate the G1 to S phase transition and weaken 

the dependence on growth factor. This model thus captures a key step in high-risk HPV 

oncogenesis.
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1 Introduction

Human papillomaviruses (HPVs) are small DNA viruses that infect cutaneous or mucosal 

epithelium. Of the more than 200 types of HPVs, only around 40 infect mucosal epithelium 

(Bernard et al, 2010; Stanley, 2012). These mucosal HPVs can be categorized as high-risk or 

low-risk based on their potential to cause lesions that can undergo malignant progression. 

High-risk HPVs, such as HPV-16 and HPV-18, are linked to the development of several 

anogenital as well as oropharyngeal cancers that affect both men and women (Chaturvedi, 

2010). Low-risk HPVs, such as HPV-6 and HPV-11, cause genital warts or oral papillomas. 
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However, most HPV infections are cleared by the immune system before they cause 

symptoms (Groves and Coleman, 2015; Koutsky, 1997).

HPVs infect basal cells of the squamous epithelium, which is the layer attached to the 

basement membrane. The virus is able to access these cells through a microabrasion in the 

epithelium that exposes the cells in the basal layer (Roberts et al, 2007). Basal cells are 

typically the only cells in the epithelium that are able to divide. Most uninfected basal cells 

divide asymmetrically, which means that one daughter cell remains a basal cell and the other 

daughter cell exits the cell cycle and begins to differentiate (Clayton et al, 2007). As the 

suprabasal daughter cell is pushed towards the surface of the epithelium it expresses various 

differentiation markers such as involucrin and high molecular weight keratins, which 

increase the mechanical stability of the cell (Chow et al, 2010). After several weeks the 

terminally differentiated cell is desquamated, or shed from the upper layers of the epithelium 

(Stanley, 2012).

Once HPV infects a basal cell the viral genome enters the cell nucleus and becomes 

established as an episome (Pyeon et al, 2009). The viral genome consists of double stranded 

circular DNA that encodes up to nine open reading frames, including the early genes (E1, 

E2, E4, E5, E6, E7, E8) and the late genes (L1, L2) (Zheng and Baker, 2006). In basal cells 

viral gene expression is minimal and the viral genome is maintained at low copy number, 

which presumably helps the virus evade an immune response. As infected cells divide, viral 

genomes are partitioned to the daughter cells and the infection spreads. Viral genome 

amplification, which precedes the production of viral progeny, is restricted to differentiating 

suprabasal cells (Bodily and Laimins, 2011). However, because these cells have exited the 

cell cycle, they do not typically express the DNA replication enzymes necessary for genome 

amplification. To circumvent this, the E6 and E7 proteins bind to and deactivate the p53 and 

retinoblastoma (RB) tumor suppressors, respectively, which allows suprabasal cells to 

remain active in the cell cycle and to continue expressing DNA replication enzymes. As a 

result, differentiation is delayed and infected suprabasal cells remain DNA synthesis 

competent. Once an infected cell becomes sufficiently differentiated, HPV E1 and E2 are 

upregulated, which is necessary for viral genome amplification. High levels of E2 

downregulate E6 and E7 expression, which leads to cell cycle exit. Once the infected cell 

has exited the cell cycle, the capsid proteins (L1 and L2) are expressed. Viral progeny are 

assembled and released as the cell is desquamated (Doorbar, 2006).

Most low-risk and high-risk HPV infections are cleared by the immune system within 9–18 

months (Insinga et al, 2007; Richardson et al, 2003). However, some infections may persist, 

and in the case of high-risk HPV, persistence is a key risk factor for the development of 

cancer (Bodily and Laimins, 2011). HPV-induced oncogenesis often involves the integration 

of the HPV genome into a host chromosome. After HPV genome integration, E6 and E7 are 

the only viral proteins consistently expressed, and their expression is upregulated due to loss 

of regulation by E2 (Münger et al, 2004). Because integration terminates the viral life cycle, 

HPV-associated cancers are generally non-productive infections (Mesri et al, 2014).

The goal of this paper is to quantify differences between high-risk and low-risk HPV 

infections in order to unravel how these differences may lead to malignant or benign lesions. 
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Due to its importance in oncogenesis, we focus on E7 and its role in cell cycle regulation. To 

examine mechanisms that may contribute to persistent infections we focus on basal cells, 

because suprabasal cells are eventually shed from the epithelium.

The cell cycle is divided into four phases: G1 (first gap), S (synthesis), G2 (second gap), and 

M (mitosis). Growth factors are necessary in order for a cell to commit to cell division. If a 

cell has sufficient growth factor up to a certain point in G1, termed the restriction point, then 

the cell can proceed through the rest of the cell cycle independent of growth factor. A cell 

that does not have sufficient growth factor will enter into a quiescent state (G0) until growth 

factor is available (Naetar et al, 2014; Weinberg, 2013; Zetterberg and Larsson, 1985). The 

transition to S phase is also dependent on the expression of E2F, which is a transcription 

factor that controls expression of genes necessary for DNA synthesis (Johnson et al, 1993; 

Wu et al, 2001). The activity of E2F is regulated by RB, which binds to and inhibits E2F. RB 

is sequentially phosphorylated by cyclin-dependent kinases (CDKs) during G1, which 

releases E2F (Henley and Dick, 2012; Weinberg, 2013). Hence, activated E2F exhibits 

bistability in which it either has a low steady state or a high steady state (Yao et al, 2008). 

Experiments show that E2F transcriptional activity directly correlates with a cell’s ability to 

bypass the restriction point, which occurs in the G1 phase of the cell cycle (Yao et al, 2008). 

HPVs deregulate several proteins that are involved in controlling the transition from the G1 

to S phase of the cell cycle. High-risk and low-risk HPV E7 proteins bind to RB, which 

circumvents the need for RB phosphorylation in order to activate E2F. High-risk HPV E7 

binds to RB with a 10-fold higher affinity than low-risk HPV E7 due to a single amino acid 

residue difference in the RB binding sites (Heck et al, 1992). In this paper we only consider 

the G1 phase to focus on how HPV E7 influences a cell’s commitment to cell division.

Despite the extensive research on the molecular biology of HPV infections, to our 

knowledge there are no published mathematical models that consider the effect of HPV 

infection on cell cycle progression at the molecular level. Previous models of HPV infection 

have focused on population-level dynamics to study the incidence of disease as well as the 

predicted efficacy of prevention strategies such as cervical screening or vaccination (Elbasha 

et al, 2007; Myers et al, 2000). A few mathematical models have examined HPV infection at 

the tissue level. Deterministic models have been used to study the role of ecology and 

evolution during HPV infections and lesion growth, and to study the coexistence of HPV 

types within hosts (Murall et al, 2014; Orlando et al, 2013). Recently, deterministic models 

were used to analyze HIV/HPV co-infections and the progression of HPV infected cells to 

cancer cells (Asih et al, 2016; Verma et al, 2017). Another recent study used a stochastic 

model to study the role of stem cell dynamics and the immune response in viral clearance 

(Ryser et al, 2015). However, these models summarize proliferation with a growth rate and 

ignore how this rate is influenced by the molecular mechanisms that drive proliferation.

In this paper, we examine how low-risk and high-risk HPV E7 affects cell proliferation in 

basal cells. While the role of E7 is well defined in suprabasal cells, its function in basal cells 

is less clear because they are already capable of proliferation. Due to their association with 

benign lesions, less research has focused on low-risk HPVs. In general, low-risk HPVs have 

lower binding affinities to target proteins and are considered to be less potent than high-risk 

HPVs (Egawa and Doorbar, 2016; Klingelhutz and Roman, 2012). However, low-risk HPVs 
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can cause hyperproliferative warts that may appear within several months, whereas cancer 

due to high-risk HPVs develops over several years (Meijer et al, 2000; Oriel, 1971). 

Therefore, despite being less potent, low-risk HPVs cause lesions to develop on a much 

faster timescale than high-risk HPVs. Although RB binding affinity is likely to contribute to 

oncogenic potential, we hypothesize that the pathogenesis of HPV is also influenced by 

HPV E7 concentration. It is currently not possible to directly compare high-risk and low-risk 

HPV E7 concentrations due to the lack of good antibodies (Egawa and Doorbar, 2016). 

Given this limitation, we build a mathematical model to examine the role that RB binding 

affinity, growth factor concentration, and E7 concentration have on cell cycle progression to 

help quantify key mechanisms that may contribute to disease outcome.

2 Methods

We develop a mathematical model in two stages to quantify how high-risk and low-risk HPV 

E7 proteins affect the mechanisms of cell proliferation. In Section 2.1 we derive a system of 

nonlinear ordinary differential equations that reproduces biological observations of normal 

cell cycle regulation. In Section 2.2 we incorporate the binding reactions between high-risk 

and low-risk HPV E7 and RB.

2.1 Uninfected Basal Cell

Commitment to cell proliferation is dependent on the timely activation of E2F, a key 

transcription factor that is inhibited until the end of G1 (Johnson et al, 1993; Wu et al, 2001). 

We assume that all E2F is initially bound to unphosphorylated RB, which inhibits the 

transcription factor. In order to release E2F from a repressed state RB must be sequentially 

phosphorylated, which occurs through the successive activation of specific cyclin-dependent 

kinases (CDKs) (Henley and Dick, 2012; Weinberg, 2013). We summarize the essential 

protein interactions that govern the G1 phase of the cell cycle and use differential equations 

to track each of these proteins over time (Fig. 1).

Progression through G1 is dependent on growth factor, which stimulates the transcription of 

Cyclin D (Ekholm and Reed, 2000). Cyclin D forms a complex with CDK4/6, which 

activates the kinase. Cyclin D:CDK4/6 (CD) phosphorylates RB (R) and RB:E2F (RE) at the 

rates ρ1u and ρ1c, respectively, which causes RB to become hypophosphorylated. RE and 

hypophosphorylated RB:E2F (RpE) unbind E2F at the rates k−1 and k−2, and they bind E2F 

at the rates k1 and k2. Free E2F (E) synthesizes Cyclin E at the rate α2u. Cyclin E forms a 

complex with CDK2, which activates the kinase. Cyclin E:CDK2 (CE) phosphorylates 

hypophosphorylated RB (Rp) and RpE at the rates ρ2u and ρ2c, respectively, which causes 

RB to become hypophosphorylated (Rpp). Hyperphosphorylation causes the complete 

inactivation and release of RB from E2F, which creates a positive feedback because 

transcription of Cyclin E drives further RB inactivation (Weinberg, 2013). The model 

includes the following specific assumptions:

– Because CDKs are available in excess compared to cyclins, we do not explicitly 

model the binding of cyclin to CDK (Morgan, 2007).
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– We describe Cyclin E transcription with a Michaelis-Menten dependence on 

E2F because we assume that the rate is proportional to the probability that E2F 

is bound to the Cyclin E gene promoter site.

– We assume that uncatalyzed dephosphorylation of Rp, RpE, and Rpp may occur.

These reactions are described by equations (1)–(8) with E7 = 0 μM, which we solve 

numerically using an ODE solver in R (Soetaert et al, 2010). Tables 1 and 2 describe the 

corresponding variables and parameter values.

(1)

(2)

(3)

(4)

(5)

(6)
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(7)

(8)

(9)

(10)

(11)

(12)

Conservation laws can be used to reduce the number of equations. For simplicity, we assume 

that the total concentration of RB is conserved, as in previous mathematical models of the 

cell cycle (Novak and Tyson, 2004), and we assume the same for E2F. This gives two 

conservation equations,
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where Etot is the total amount of E2F and Rtot is the total amount of RB.

2.2 Infected Basal Cell

To incorporate E7 we extend the uninfected cell model to include the binding reactions 

between E7 and RB (Fig. 2). E7 binds to unphosphorylated RB (R, RE) at the rates k3 and 

k5, and it unbinds unphosphorylated RB at the rates k−3 and k−5. E7 also binds to 

hypophosphorylated RB (Rp, RpE) at the rates k4 and k6, and it unbinds 

hypophosphorylated RB at the rates k−4 and k−6. By binding to RB, E7 circumvents the need 

for RB phosphorylation in order to release E2F. As a result, E2F is released from 

RB:E2F:E7 (REV) at the rate k−7, and it is released from RBp:E2F:E7 (RpEV) at the rate 

k−8. Additionally, we assume the following in our model:

– CD is able to phosphorylate RB:E7 (RV) and REV, and CE is able to 

phosphorylate RBp:E7 (RpV) and RpEV.

– Uncatalyzed dephosphorylation of RpV and RpEV may occur.

2.3 Initial Conditions

RB is dephosphorylated by protein phosphatase 1 (PP1) during the M/G1 transition (Ludlow 

et al, 1993). Therefore, we assume that all RB is in an unphosphorylated state at the 

beginning of G1. We assume that the initial concentration of free unphosphorylated RB (R0) 

is greater than the initial concentration of E2F-bound unphosphorylated RB (RE0), so we set 

R0 = 0.25 μ M and RE0 = 0.2 μM. These values ensure that E2F remains inactive for a robust 

range of growth factor concentrations and that E2F does not become activated too early. We 

assume that all other protein concentrations are comparatively small at the start of G1, so all 

other initial conditions are set to be zero.

2.4 Parameter estimates

Degradation—The half-life of Cyclin D is between 20 and 30 minutes (Diehl et al, 1998). 

With a half-life of 28 minutes, we set δD to be δD = (60 ln 2)/28 ≈ 1.5 hr−1. Similarly, the 

half-life of Cyclin E is around 30 minutes, so we set δE to be δE = (60 ln 2)/30 ≈ 1.4 hr−1 

(Won and Reed, 1996).

Synthesis—Cyclin E synthesis is dependent on the binding affinity between E2F and the 

promoter for Cyclin E. We estimate the dissociation constant of E2F and the Cyclin E 

promoter (KE) based on the dissociation constant of the myc-max dimer and E-box DNA, 

which is estimated to be in the range of 0.11 μM to 0.21 μM (Park et al, 2004). Therefore, 

we set KE = 0.153 μM. The rate of Cyclin E synthesis, α2u, was set to 0.4 μM hr−1, which is 

similar to the rate used in a previous model (Yao et al, 2008).
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Phosphorylation—Due to the lack of rate constants specific to our system, we base our 

phosphorylation rates on the phosphorylation rates of extracellular signal-regulated kinase 

(ERK) due to mitogen-activated protein kinase kinase (MEK). In the absence of molecular 

crowding, ERK is sequentially phosphorylated by MEK just as RB is sequentially 

phosphorylated by Cyclin D and Cyclin E, so we assume that the phosphorylation rates are 

on the same order of magnitude. The phosphorylation of ERK occurs in the range of 72 

μM−1 hr−1 to 140 μM−1 hr−1, so we set the phosphorylation rate to be 80 μM−1 hr−1 (Aoki et 

al, 2011). We assume that RB is phosphorylated at the same rate regardless of whether it is 

unphosphorylated (ρ1u, ρ1c, ρi1u, ρi1c) or hypophosphorylated (ρ2u, ρ2c, ρi2u, ρi2c), and 

regardless of whether it is free (ρ1u, ρ2u), bound to E2F (ρ1c, ρ2c), or bound to E7 (ρi1u, ρi1c, 

ρi2u, ρi2c).

Dephosphorylation—Enzyme-driven dephosphorylation of ERK occurs in the range of 

11 hr−1 to 28 hr−1 (Aoki et al, 2011). Our model includes enzyme-independent 

dephosphorylation, which is slower than enzyme-driven dephosphorylation. Therefore, we 

set the dephosphorylation rate of hypophosphorylated RB to be 0.5 hr−1 and 

hyperphosphorylated RB to be 0.1 hr−1, making the assumption that hyperphosphorylated 

RB is more stable than hypophosphorylated RB.

Binding and unbinding (RB and E2F)—RB binds to E2F with an on-rate between 

3254.4 μM−1 hr−1 and 3780 μM−1 hr−1 (Lee et al, 2002). We set the on-rates (k1, k2) to be 

3500 μM−1 hr−1, making the assumption that unphosphorylated RB and hypophosphorylated 

RB bind to E2F at the same rate. RB unbinds E2F with an off-rate between 19.8 hr−1 and 

22.3 hr−1 (Lee et al, 2002). However, our uninfected model produces a narrow region of 

bistability in E2F activation when we set the off-rates (k−1, k−2) to be 20 hr−1. Because the 

restriction point is an irreversible transition, we expect the region of bistability to be more 

robust (Ferrell. 2002; Zetterberg and Larsson. 1985). Hence, we set the off-rates to be 2 hr−1 

in order to calibrate our model to a more biologically realistic regime. Thus, the dissociation 

constant of RB and E2F is .

Binding and unbinding (RB and E7)—E7 binds to RB with an on-rate that is 

approximately an order of magnitude larger than the on-rate of E2F, so we set these on-rates 

(k3, k4, k5, k6) to be 35000 μM−1 hr−1, making the assumption that E7 binds to 

unphosphorylated RB and hypophosphorylated RB at the same rate (Chemes et al. 2011). 

The dissociation constant of RB and E7 is smaller than the dissociation constant of RB and 

E2F, so we assume that the dissociation constant of RB and high-risk HPV E7 is ≈ 0.00006 

μM (Chemes et al. 2010). In accord with this assumption, we set the off-rates (k−3, k−4, k−5, 

k−6) for high-risk HPV E7 to be 2 hr−1. High-risk HPV E7 has a 10-fold higher binding 

affinity than low-risk HPV E7, so we set the off-rates (k−3, k−4, k−5, k−6) for low-risk HPV 

E7 to be 20 hr−1 (Wu et al. 1993). We assume that the rate that E2F is activated due to high-

risk HPV E7 is faster than the rate that RB unbinds E2F, so we set the E2F activation rates 

due to E7 (k−7, k−8) to be 20 hr−1.

Key parameters for in silico experiments—Given these parameter estimates, we 

focus on the effect of varying two key parameters, growth factor (GF) and E7 
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concentrations. We assume that the concentration of growth factor per cell is of the same 

order of magnitude as the concentration of transcription factor per cell, which is 103 to 106 

molecules per cell (Biggin, 2011). Given that 6.022 × 1023 molecules of growth factor 

equals one mole of growth factor, one micromolar equals 10−6 mol/L, and the volume of a 

HeLa cell is 1.2 picoliters (pL), we estimate that there are 0.0014 to 1.4 μM of growth factor 

per cell (Fujioka et al. 2006). The growth factor synthesis rate, α1, is set as 1 hr−1 so that 

E2F activation occurs when growth factor is within the range defined above. Because the 

concentration of E7 within a cell is unknown, we varied E7 over a wide range to explore the 

dynamics of our model (Table 2).

3 Results

3.1 Uninfected Basal Cell

Under high growth factor stimulation (GF = 0.1 μM), RB sequentially transitions from an 

unphosphorylated state to a hyperphosphorylated state. At around 10 hours, 

hyperphosphorylated RB and CE increase sharply, and E2F reaches a high steady state (Fig. 

3). These time courses correspond to the observed 12–15 hours cells spend in the G1 phase 

(Weinberg, 2013). Because E2F expression is necessary for cells to enter S phase (Johnson 

et al, 1993: Wu et al. 2001), we assume that free E2F peaks a couple of hours before cells 

transition to S phase.

Experimental evidence suggests that the restriction point in mammalian cells is controlled by 

bistability in E2F activation (Yao et al, 2008). Our model reproduces bistability, which was 

analyzed using XPP-AUTO (Fig. 4). Fold bifurcations at GF = 3.281 × 10−4 μM and GF = 

3.897 × 10−3 μM create a region of bistability between these values. This implies that E2F is 

active if growth factor concentration is greater than 3.897 × 10−3 μM, inactive if growth 

factor concentration is less than 3.281 × 10−4 μM, and either active or inactive for the 

intermediate values depending on its previous state. The overlap of an order of magnitude 

suggests that the bistability is robust, which we expect because the restriction point is an 

irreversible transition (Ferrell, 2002; Zetterberg and Larsson, 1985).

3.2 Infected Basal Cell

We solve the infected basal cell model numerically under high growth factor stimulation (GF 
= 0.1 μM) and compare the dynamics of G1 cell cycle progression with uninfected basal 

cells (Fig. 5). Under the same growth factor stimulation, cells infected with high-risk HPV 

(solid lines) follow similar dynamics to uninfected cells (dashed lines) but show the sharp 

increase in free E2F around 6 hours rather than 10 hours. Infection with low-risk HPV 

causes E2F to activate at around 9 hours (Figure not shown). RB continues to be 

progressively phosphorylated, but there is less Rp due to the additional states of RpV and 

RpEV.

We examine how the G1/S transition time varies as a function of the growth factor (GF) and 

E7 concentrations (Fig. 6). We define transition time as the time it takes E2F to reach 90% 

of its maximum concentration (Etot), and if the model predicts that it takes over 100 hours to 

transition, we assume that the cell does not commit to cell division. The G1/S transition time 
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decreases as growth factor concentration increases, and is lower for cells infected with high-

risk or low-risk HPV E7 compared to uninfected cells (Fig. 6a). At high E7 concentration, 

an infected cell requires less growth factor to commit to cell division, and the G1/S transition 

time is lower for a given concentration of growth factor (Fig. 6b). Consequently, the model 

predicts that there are conditions under which only high-risk HPV infected cells may 

commit to cell division.

The region of bistability observed in the uninfected cell model is generally reduced by the 

presence of high-risk and low-risk HPV E7 (Fig. 7). The black x’s indicate the location of 

the two limit points when E7 = 0 μM. As E7 increases, the distance between the two limit 

points decreases until the two branches of limit points meet at a cusp. Within the region 

bounded by the two branches there are three steady states of E2F, whereas outside this 

region there is only one steady state of E2F. Although the robustness of the bistability 

decreases as E7 increases, the G1/S transition remains irreversible due to mechanisms that 

have been excluded from this model (Barr et al. 2016). Bistability is lost as E7 increases, and 

lower concentrations of high-risk HPV E7 are required, compared to low-risk HPV E7, for 

E2F to be activated independent of a bistable mechanism. The dynamics shown in Figure 5 

represent a specific case where E7 and growth factor (GF) concentrations are sufficient to 

drive activated E2F to a high steady state; if GF < 1.8 × 10−3 μM then a low E2F steady state 

ensues. If E7 concentration increases above a certain threshold the model does not 

demonstrate bistability and the dynamics are modified such that the intermediate, 

hypophosphorylated RB states are reduced and there is no longer a delay before the sharp 

increase in activated E2E and Cyclin E.

3.3 Sensitivity Analysis

We analyze how sensitive our model outputs are to parameter variations, focusing on the 

G1/S transition time and the region of bistability. In order to describe the robustness of the 

overlap of the bistable region, we define the region of bistability as the ratio of the right limit 

point to the left limit point. To perform sensitivity analysis, each parameter is varied ±50% 

from its baseline value (Table 2), and each corresponding set of limit points is estimated 

numerically using R. To estimate the right limit point, the steady state of E2F is determined 

with the runsteady function in R for increasing values of growth factor until an interval is 

found where E2F switches from a low steady state to a high steady state (Soetaert and 

Herman, 2009; Soetaert, 2009). We then use the bisection method to further estimate the 

concentration of growth factor where the switch occurs. To estimate the left limit point, the 

steady state of E2F is determined for decreasing values of growth factor, using the 

equilibrium values associated with the high E2F steady state to initialize the system and the 

bisection method to locate where E2F switches from a high steady state to a low steady 

state. The sensitivity is then calculated using the centered difference approximation of the 

derivative of the output of interest with respect to each parameter:

(13)

Miller et al. Page 10

Bull Math Biol. Author manuscript; available in PMC 2018 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



where y is the output of interest and p is the parameter of interest. In order to compare the 

sensitivities between different parameters, we non-dimensionalize (13) to calculate the 

relative sensitivity of the limit point ratio and of the G1/S transition time by multiplying (13) 

by p or by , respectively, where t is the baseline G1/S transition time.

The limit point ratio is most sensitive to the initial concentration of E2F-bound 

unphosphorylated RB (RE0) and the initial concentration of free unphosphorylated RB (R0). 

As R0 increases more RB is available to sequester E2F, which increases the limit point ratio 

because more growth factor is required to activate E2F. The limit point ratio is also sensitive 

to other parameters that are involved in controlling the amount of R and RE, including k−1 

and k1, as well as parameters that increase Cyclin E transcription under low E2F conditions, 

including α2u and KE (Fig. 8a, 8b). The G1/S transition time is sensitive to parameters that 

are involved in the initiation and magnitude of the positive feedback, including α2u, KE, ρ2c, 

k−2, and k2, as well as parameters that control how much RB must be phosphorylated before 

E2F switches to a high steady state, including RE0 and R0. In general, the relative 

sensitivities are larger for a given concentration of low-risk HPV E7 compared to high-risk 

HPV E7, and decrease as E7 concentration increases. However, the G1/S transition time 

becomes more sensitive to E7 as E7 concentration increases from 0 μM to 5 × 10−5 μM (Fig. 

8c, 8d). The relative sensitivities of the limit point ratio and the G1/S transition time for all 

parameters is given in Online Resource 1.

4 Discussion

Like other oncogenic viruses, HPVs manipulate cell cycle control of infected cells to 

promote cell division. HPV E7 proteins bind to the key cell cycle regulatory protein RB to 

activate the transcription factor E2F and initiate a positive feedback that propels the cells 

from G1 to S phase. This transition is typically regulated by the restriction point, which is 

the point in G1 when a cell commits to the cell cycle and no longer requires growth factors. 

We develop a mathematical model to test whether the higher RB binding affinity of E7s 

encoded by high-risk HPVs accelerate this process more potently than E7 proteins encoded 

by low-risk HPVs, and how different concentrations of E7 weaken or eliminate dependence 

on growth factor.

Our model shows that the control of the G1/S transition in basal cells is dependent on the 

concentration of E7, the concentration of growth factor, and the binding affinity of E7 to RB. 

Our model predicts that when there is a low growth factor concentration and low E7 

concentration, both high-risk and low-risk HPV E7 infected cells are more likely to enter a 

quiescent state due to the low steady state of activated E2F. As growth factor concentration 

increases, more low-risk HPV E7 is necessary compared to high-risk HPV E7 in order to 

exit quiescence and commit to cell division, which is characterized by a high steady state of 

activated E2F. These results are echoed by the sensitivity analysis, which shows that low-

risk HPV E7 is more sensitive than high-risk HPV E7 to parameters that affect the bistable 

mechanism controlling the G1/S transition. However, the sensitivity to these parameters 

decreases as both high-risk HPV E7 and low-risk HPV E7 increase, due to the increased 

influence of HPV E7 on a cell’s commitment to cell division (Fig. 8; Online Resource 1).
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During persistent high-risk infections, the viral genome may integrate into the host’s cell 

genome, which upregulates E7 concentration (Münger et al, 2004). In this scenario, our 

model predicts that commitment to the cell cycle may occur independent of a bistable 

mechanism in which there is only a single steady state of activated E2E regardless of a high 

growth factor stimulation. Therefore, these results indicate that the high binding affinity of 

E7 to RB is sufficient to mimic one hallmark of cancer, which is that a cancer cell does not 

require external growth factor in order to proliferate (Hanahan and Weinberg, 2000). 

Interestingly, cutaneous HPV-1 E7 has a high binding affinity to RB but is not capable of 

tumorigenesis (Ciccolini et al. 1994; Schmitt et al, 1994). Therefore, further experiments are 

necessary to determine the relationship between high RB binding affinity and growth factor 

dependence.

Our model also shows how the timing of the G1/S transition in basal cells differs between E7 

infected cells and uninfected cells. Because G1 is the phase of the cell cycle with the most 

variable duration, it has the most influence on the rate of cell division. Given a high growth 

factor concentration, our model predicts that high-risk HPV E7-infected cells may transition 

more quickly than low-risk HPV E7-infected cells and uninfected cells. These results are 

contrary to what we expect because most high-risk infections do not cause 

hyperproliferative, exophytic warts (Löwhagen et al, 1993). Possible explanations include:

– High-risk infected cells may undergo apoptosis more frequently, which would 

control the number of infected cells.

– The concentration of low-risk HPV E7 is higher than the concentration of high-

risk HPV E7, and the concentration difference makes it possible for low-risk 

HPV E7 infected cells to proliferate faster than high-risk infected cells. There is 

some evidence that suggests that low-risk HPV infected cells do not increase the 

rate of proliferation. However, these studies do not study the effect of E7 

expression level on the rate of proliferation (Pagliarulo, 2014). E7 concentration 

may differ between high-risk and low-risk HPV due to differences in how the 

genome is organized. The low-risk HPV genome contains separate promoters to 

control the expression of E6 and E7, whereas high-risk HPV E6 and E7 levels 

are controlled through splicing of polycistronic mRNA produced from a single 

promoter (Klingelhutz and Roman, 2012). Furthermore, HPV E2, which is 

capable of repressing E7 transcription, may also contribute to different 

expression levels of high-risk and low-risk HPV E7 due to potential differences 

in how E2 regulates E7 levels in high-risk and low-risk infections.

Higher concentrations of low-risk HPV E7 would likely cause the infection to be cleared by 

the immune system more quickly. In agreement, it has been observed that low-risk infections 

are cleared more quickly than high-risk infections (Insinga et al, 2007). However, as E7 

concentration increases, the region of bistability decreases (Fig. 7), indicating that a lower 

threshold of growth factor is required to commit cells to division. Because a reduced 

dependency on growth factor is typically associated with oncogenic transformation, it is not 

clear whether a higher concentration of low-risk HPV E7 is biologically realistic.
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The results of our sensitivity analysis indicate that our model outputs are sensitive to RE0 

and R0, implying that inhibition of E2F must be a highly regulated process involving 

additional mechanisms of control. For simplicity, many aspects of the cell cycle are not 

included in our model:

1. There are several members of the E2F family. E2Fs 1, 2, and 3a are activator 

E2Fs, which means that they are capable of inducing transcription; E2Fs 3b, 4, 5, 

6,7, and 8 are repressor E2Fs (Bertoli et al, 2013; Weinberg, 2013). For 

simplicity, we only consider activator E2Fs and do not distinguish between 

E2F1-3a.

2. E2Fs modulate their own transcription, which creates another positive-feedback 

loop (Bertoli et al, 2013; Weinberg, 2013).

3. The “pocket protein” family, which includes RB, p107, and p130, work together 

to regulate the activity of the E2F transcription factors. RB preferentially binds 

with E2F1-3a, whereas p107 and p130 bind to E2Fs 4 and 5. p107 and RB 

largely control E2F activity in proliferating cells, whereas p130 is the most 

prominent pocket protein in quiescent cells (Bertoli et al, 2013; Weinberg, 2013).

4. In early G1, p130:E2F4 and p107:E2F4 complexes are abundant and bind to E2F 

target genes. Activator E2F concentration increases during G1, and RB either 

binds to E2F1-3a away from E2F target genes or at gene promoters, which 

represses transcription. We assume that activator E2Fs are sequestered by RB 

and do not explicitly include transcriptional repression in our model (Chong et 

al, 2009: Henley and Dick. 2012).

5. The phosphorylation of RB by Cyclin D:CDK4/6 causes RB to become 

hypophosphorylated, which is generally thought to allow partial activation of 

E2F, resulting in the transcription of Cyclin E. However, the mechanism 

responsible for the initiation of Cyclin E synthesis remains uncertain (Narasimha 

et al, 2014).

6. RB is phosphorylated by Cyclin D:CDK4/6 at any one of 14 different 

phosphorylation sites, and Cyclin E:CDK2 phosphorylates RB on at least 12 

more sites (Narasimha et al, 2014).

E7 has additional functions that are not included in our model. In addition to binding to RB, 

high-risk HPV E7 proteins promote RB degradation. For HPV-16 E7, degradation occurs as 

a result of binding to a cullin 2 containing ubiquitin ligase (Huh et al, 2007; White et al. 

2012). RB degradation is important for high-risk HPV infected cells to bypass oncogene 

induced senescence, which is a cellular defense mechanism that causes cell cycle arrest 

(Giarrè et al. 2001: Gonzalez et al. 2001). We exclude RB degradation from our model in 

order to focus on the effect of the different binding affinities between low-risk and high-risk 

HPV. Our model can be revised to include RB degradation by removing the assumption that 

RB is conserved.

The disease outcome of HPV infection is likely influenced by the function of viral proteins 

as well as their expression level. Our model suggests mechanisms that could be exploited to 
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influence the outcome of the virus infection, which provides a basis for treatment strategies. 

By excluding RB degradation, the results of our model are driven by stoichiometric protein-

protein interactions and suggest that at low E7 concentration, HPV infected cell division is 

more likely to be regulated by host cell mechanisms. To more closely mimic this 

environment, one potential strategy would be to limit degradation through the use of 

proteasome inhibitors, which has been useful in the treatment of multiple myeloma (Moreau 

et al, 2012). Another strategy would be to limit E7 concentration, which has been the focus 

of many studies due to the finding that the expression of E6 and E7 is necessary for the 

survival of cervical cancer cells (Goodwin and DiMaio, 2000). RNA interference (RNAi) is 

a technique that selectively silences gene expression through short interfering RNA 

(siRNA). Although RNAi targeting of E6/E7 has been shown to induce senescence in HPV 

positive cancer cells, this therapy is limited due to the instability of siRNA and the limited 

number of siRNA delivery systems (Jung et al, 2015). A recent study used CRISPR/Cas9 

gene editing to cleave and permanently inactivate the E6/E7 gene from high-risk HPV 

infected cells, but this method has only been tested in vitro (Kennedy et al, 2014). These 

studies demonstrate that targeting HPV oncogene expression holds promise as a therapeutic 

strategy.

When E7 concentration is low, our model predicts that HPV infected cell division is more 

likely to be regulated by growth factor, which means that the sequential phosphorylation of 

RB by Cyclin D:CDK4/6 and Cyclin E:CDK2 is necessary to activate E2F. Therefore, 

targeting CDK4/6 for inhibition could be therapeutic for lesions that are primarily dependent 

on CDK4/6 for proliferation, and has shown promise in treating certain subtypes of breast 

cancer (O’leary et al, 2016). Cyclin D is overexpressed in genital warts, which is not 

observed in low-grade cervical lesions caused by high-risk HPVs (Southern and Herrington. 

1998). This indicates that CDK4/6 inhibitors may be more viable for treating low-risk HPV 

infections and could potentially be useful to help prevent the recurrence of genital warts, 

which is an issue because current treatments focus on removing the wart instead of the 

underlying infection.

Our model provides a framework for how proliferation is regulated in HPV-infected basal 

cells. However, because the viral genome is passed from cell to cell during a productive 

infection, the virus also interferes with the normal dynamics of suprabasal cells. Because 

suprabasal cells have typically exited the cell cycle, HPV-infected cells must overcome cell 

cycle exit signals in order to proliferate (Jones et al, 1997). These cells are also exposed to 

less growth factor as they move toward the surface of the epithelium. Therefore, our model 

could be extended to examine how these additional conditions affect proliferation dynamics 

in suprabasal cells. Furthermore, our model could be developed into a multi-scale model to 

examine how differences between low-risk and high-risk HPV at the molecular level affect 

the propagation of the infection at the cellular level as a consequence of deregulated 

proliferation in basal and suprabasal cells. Understanding how cell proliferation is regulated 

differently in high-risk and low-risk HPV types is the next step in understanding the slow 

progression to cervical cancer following viral infection by high-risk types.
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Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Schematic representation of equations (1)−(8) when E7 = 0 μM
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Fig. 2. 
Schematic representation of equations (1)−(2)
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Fig. 3. 
Solutions to uninfected equations, (a) CE=Cyclin E:CDK2, CD=Cyclin D:CDK4/6. (b) 

R=unphosphorylated RB, Rp=hypophosphorylated RB, Rpp=hyperphosphorylated RB. (c) 

RE=unphosphorylated RB:E2F, RpE=hypophosphorylated RBp:E2F, E=E2F
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Fig. 4. 
Bifurcation diagram of E2F steady state (E2F*) as a function of growth factor (GF) in the 

absence of E7. Bistability occurs within the range (3.281 × 10−4, 3.897 × 10−3) μM
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Fig. 5. 
Solutions to infected equations with GF = 0.1 μM, high-risk (HR) HPV E7 = 10−5 μM (solid 

lines) compared to uninfected solutions from Figure 3 (dashed lines). Notation as in Figure 

3, with the addition of (d) RV=unphosphorylated RB:E7, RpV=hypophosphorylated 

RBp:E7, REV=unphosphorylated RB:E2F:E7, RpEV=hypophosphorylated RBp:E2F:E7
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Fig. 6. 
G1/S transition time dependence on growth factor (GF) for (a) E7= 10−5 μM and (b)E7= 

10−3 μM. HR=high-risk. LR=low-risk
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Fig. 7. 
Two parameter diagram illustrating cusp. There are three steady states (SS) of E2F within 

the region bounded by the two branches of the cusp, and only one steady state of E2F 

outside this region. The black x marks indicate the two limit points from Figure 4. 

GF=growth factor HR=high-risk. LR=low-risk
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Fig. 8. 
Relative sensitivity of the limit point ratio for (a) low-risk (LR) HPV E7 and (b) high-risk 

(HR) HPV E7, and of the G1/S transition time for GF =0.1 μM for (c) LR HPV E7 and (d) 

HR HPV E7. These figures only contain the parameters that have the top sensitivities for 

each output
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Table 1

Variable definitions

Variable Description

CD Cyclin D:CDK4/6

R Unphosphorylated RB

Rp Hypophosphorylated RB

Rpp Hyperphosphorylated RB

RE Unphosphorylated RB:E2F

RpE Hypophosphorylated RBp:E2F

E E2F

CE Cyclin E:CDK2

RV Unphosphorylated RB:E7

RpV Hypophosphorylated RBp:E7

REV Unphosphorylated RB:E2F:E7

RpEV Hypophosphorylated RBp:E2F:E7
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Table 2

Parameter definitions and estimates. HR=high-risk, LR=low-risk

Parameter Description Value Units

α1 Growth factor synthesis rate 1.0 hr−1

GF Growth factor varies μM

E7 HPV E7 protein varies μM

CE synthesis rate 0.4 μM hr−1

δD CD decay rate 1.5 hr−1

δE CE decay rate 1.4 hr−1

KE E2F:DNA dissociation constant 0.153 μM

k1,k2 Binding rate of RB to E2F 3500 μM−1 hr−1

k3,k4,k5,k6 Binding rate of E7 to R B 35000 μM−1 hr−1

k−1,k−2 Dissociation rate of RB and E2F 2 hr−1

k−3,k−4,k−5,k−6 Dissociation rate of E7 and RB HR: 2
LR: 20

hr−1

k−7,k−8 E2F activation rate due to E7 20 hr−1

ρ1u,ρ1c,ρi1u,ρi1c Phosphorylation rate of unphosphorylated RB 80 μM−1 hr−1

ρ2u,ρ2c,ρi2u,ρi2c Phosphorylation rate of hypophosphorylated RB 80 μM−1 hr−1

ρd1u,ρd1c,ρi1u,ρi1c Dephosphorylation rate of hypophosphorylated RB 0.5 hr−1

ρd2u Dephosphorylation rate of hyperphosphorylated R B 0.1 hr−1
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