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Abstract

Purpose—During medical needle placement using image-guided navigation systems, the 

clinician must concentrate on a screen. To reduce the clinician’s visual reliance on the screen, this 

work proposes an auditory feedback method as a stand-alone method or to support visual feedback 

for placing the navigated medical instrument, in this case a needle.

Methods—An auditory synthesis model using pitch comparison and stereo panning parameter 

mapping was developed to augment or replace visual feedback for navigated needle placement. In 

contrast to existing approaches which augment but still require a visual display, this method allows 

view-free needle placement. An evaluation with 12 novice participants compared both auditory 

and combined audiovisual feedback against existing visual methods.

Results—Using combined audiovisual display, participants show similar task completion times 

and report similar subjective workload and accuracy while viewing the screen less compared to 

using the conventional visual method. The auditory feedback leads to higher task completion times 

and subjective workload compared to both combined and visual feedback.

Conflict of Interest
The authors declare that they have no conflict of interest.

Informed consent
Informed consent was obtained from all individual participants included in the study.

HHS Public Access
Author manuscript
Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2018 September 01.

Published in final edited form as:
Int J Comput Assist Radiol Surg. 2017 September ; 12(9): 1655–1663. doi:10.1007/s11548-017-1537-1.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Conclusion—Audiovisual feedback shows promising results and establish a basis for applying 

auditory feedback as a supplement to visual information to other navigated interventions, 

especially those for which viewing a patient is beneficial or necessary.
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1 Introduction

Image-guided needle navigation is a growing field in which an operator inserts an applicator 

into a patient’s body to target a tumor or perform a biopsy. For image-guided needle 

insertion, this can be accomplished using a 2D or 3D visualization on a screen showing the 

position of a tracked needle in relation to the patient’s anatomy. In some cases, a screen is 

either unavailable, or the clinician must assume an uncomfortable body position to view a 

screen [11]. Auditory display may aid the clinician during needle placement using sound 

cues in addition or instead of the standard visual display. By doing so, the operator receives 

immediate guidance information to help focus attention on the situs or ameliorate situations 

in which a screen is unavailable or uncomfortable to view. In contrast to other attempts 

which solely augment visual feedback, we have developed an auditory display that reaches 

beyond augmentation and provides auditory feedback that is also capable of screen-free 

guidance. Our system supports placing the tip and handle of a navigated needle during 

guidance by means of a parameter-mapping auditory display that employs pitch comparison 

and stereo placement.

To assess the general applicability of this auditory feedback method, we performed a first 

evaluation with 12 participants in a laboratory study. This study with novice participants was 

performed to provide insight into the potential of auditory display and to provide a basis for 

refined follow-up studies with clinical end users. We compare auditory, visual, and 

combined feedback for placing a needle on a gelatin phantom under standardized conditions. 

We investigate the differences with regards to placement accuracy, task completion time, 

subjective workload, and viewing behavior. This work investigates in particular to what 

extent auditory feedback differs from both other types of feedback with visual information 

(combined and visual). Moreover, we investigate how the combined feedback may improve 

performance and reduce screen viewing time compared to visual feedback.

Because of the challenge of providing complex spatial information with audio and its 

novelty for most participants, we hypothesize that auditory-only feedback will exhibit higher 

task completion time, higher subjective workload, and slightly impair placement accuracy 

compared to both feedback methods providing visual information. Based on results of 

previous studies described in section 2.1, for combined feedback, we expect a prolongation 

of a task completion time, higher accuracy, and reduced subjective workload compared to 

visual feedback. Moreover, for combined feedback, we expect a reduction in screen viewing 

time compared to visual feedback.
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To the authors’ knowledge, this work demonstrates the first investigation of the impact of 

auditory-only and combined audiovisual feedback on participant performance for navigated 

needle placement compared to typical visual-only feedback.

2 State of the Art

Modern sound synthesis methods can deliver information in realtime as an alternative or 

addition to visual systems. To harness this, auditory display can be succinctly defined as a 

display that uses sound to communicate information. Sonification is the “transformation of 

data relations into perceived relations in an acoustic signal for the purposes of facilitating 

communication or interpretation.” [25]. Hermann [17] proposed that sonification is “[a] 

technique that uses data as input, and generates sound signals (eventually in response to 

optional additional excitation or triggering).”

Parameter mapping is a form of auditory display that links continuous changes in one set of 

data to continuous changes in audio parameters. In essence, the underlying data are used to 

‘play’ a realtime software instrument according to those changes [17]. Because audio has 

various parameters that may be altered (such as frequency, intensity, and timbre), continuous 

parameter mapping is also suitable for displaying multivariate data. This technique often 

makes the listener an active participant in the listening process by browsing the data set 

using the auditory display or by interactively changing the mappings that relate data to 

audio. The listener can navigate through a set of data to perform a task. This method is 

useful for smoothly representing continuous changes in underlying data.

2.1 Auditory Display in Image-Guided Therapy

Auditory display has been employed in image-guided medicine, although its primarily use 

has been to supplement visual displays and not function as a stand-alone means of 

navigation. These auditory displays warn the clinician when certain structures have been 

approached [7,10,19,24,27,28]. Compared to no navigation or visual navigation, these works 

demonstrate benefits including less possible complications [7, 19], better safe margin 

maintenance [7], higher surgery speed, improved subjective assessment of proximity to 

critical structures [8,10,12], lower subjective workload [8,10], higher resection precision 

[27], improved risk structure avoidance and surgical orientation [24], and higher subjective 

resection quality [28].

Hansen et al. [13] present the first auditory display for image-guided medicine to extend 

beyond simple warning sounds to support liver resection by guiding a surgical aspirator 

along a planned resection line on the liver surface. Combining auditory and visual displays 

led to longer task completion times but increased accuracy and significantly reduced time 

viewing the screen compared to visual feedback. Purely audio feedback for navigated needle 

placement has been suggested since 1998 [26], although no extensive evaluations of these 

systems have been provided.
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3 Methods

3.1 Visual Navigation System for Needle Guidance

Different image-guided navigation systems for liver surgery that track surgical tools in 

relation to the patient and visualize the patients image data have been presented by several 

groups [2, 5, 22]. In this work, we adapt the commercially available CAS-ONE IR 

(CAScination AG, Bern, Switzerland) stereotactic needle navigation system. Arnolli et al. 

[1] provide a generic workflow for percutaneous needle placement that consists of planning 

a path in image space, retrieving skin entry point, estimating insertion angle, inserting the 

needle, and performing biopsy or ablation. For the developed method, the system support the 

steps of placing the needle at the skin entry point and finding the insertion angle of the 

handle. Depending on the surgical procedure and procedure step, specific visualization 

alternatives are utilized (e.g., a 3D volume rendering or a multiplanar reconstruction). For 

the utilized needle placement, a cross-hair plot displays the relative position of a needle tip 

and the needles orientation for a defined trajectory to a target structure, see Fig. 1.

To find the correct insertion point of that trajectory, the needle tip position, shown as a red 

circle, is to be brought to the center of the cross-hair. The correct needle angle to the surface 

is found when the green circle is in the center of the cross-hair as well. The orientation of the 

coordinate system is aligned to the needle, such that the positive y direction aligns with the 

part of the tracked needle facing toward the infrared stereo tracking camera and away from 

the operator, see Fig. 2.

3.2 Auditory Navigation System for Needle Guidance

The developed auditory display for needle guidance is based on a parameter-mapping of the 

visual feedback, described above, and maps changes in needle placement onto auditory 

parameters that change in realtime, see Fig. 3. The auditory display system receives both tip 

and handle position data in two dimensions sent using Open Sound Control messages across 

a local network [29]. In fundamental terms, for both tip and handle placement, changes in 

the y axis (up and down) are mapped to the moving pitch of tone that the user compares to a 

static pitch of another tone. These are brought together such that the pitches are the same 

and y = 0. Changes in the x axis are mapped to the stereo position of the tones, such that the 

tones are brought to the center so that x = 0. To minimize possible distraction, synthesized 

tones for the auditory display method were developed which would not interfere with typical 

existing operating room sounds, such as ECG or pulse readings from anesthesia monitoring 

equipment.

These correspond to the visualized tip placement and handle orientation circles shown in the 

cross-hair of Fig. 1. In pilot studies during the iterative design phase of this auditory display 

method, participants had difficulty perceiving auditory navigation for both tip and handle 

simultaneously. To simplify cognition, the placement sequence was divided into separate tip 

and handle placement, so that after correct tip placement, the auditory display is switched to 

feedback for handle alignment. The x and y unitless values with range and domain of −25 to 

25 corresponding to the width and height of the given visualization, are mapped to auditory 

synthesis parameters including pitch and stereo position. The PureData audio programming 
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environment [23] is used for realtime synthesis. Movement along the y-axis is mapped to the 

pitch of a triangle wave oscillator, which the user compares to a reference oscillator. These 

pitches of the moving oscillator range from Musical Instrument Digital Interface (MIDI) 

note numbers 48 to 72 quantized to equal temperament semitones, and the reference pitch 

has a constant frequency of 261 Hz (MIDI note 60). Thus, for y, the frequency f of the 

moving tone is given as:

Following discussions with partner radiologists, playback with headphones was found to be 

beneficial. This allows the additional employment of stereo-based parameter mapping, 

which was found in preliminary experiments to be more effective in conveying right-left 

navigation than a single monaural channel. For both moving and reference oscillators, 

phase-offset amplitude modulation at a frequency of 1.8 Hz allows the operator to hear both 

oscillators alternately to compare pitch. Movement along the x-axis is mapped to the linear 

stereo position of the oscillators. For x, the gain factors for left and right output channels, gl 

and gr, are:

Thus, when the tip or handle is located left of the planned position, sound output occurs in 

the right ear, and when located right of planned position, output occurs in the left ear. Using 

this mapping metaphor, the user moves a ‘listening object,’ in this case the tip or handle of 

the needle, towards the ‘sounding object,’ in this case the target position. This frame of 

reference for stereo mapping means that the user navigates towards the target. When 

distance of the needle tip or handle to the origin is less than 1, a confirmation tone of a C-

major chord plays in addition to the moving and reference triangle wave oscillators.

3.3 Experimental Design

We conducted a user study to evaluate auditory (A), visual (V), and combined (C) feedback 

methods with respect to accuracy, task completion time, time spent viewing screen, and 

subjective workload during a typical needle placement task. Twelve participants with an 

average age of 26.25 took part in the evaluation (five female, seven male, all right-handed). 

Six participants were medical students in advanced semesters, one was a resident physician, 

and five were students or employed in other fields. Participants had limited to no navigated 

needle placement experience.

The task consisted of placing and orienting a navigated needle on the surface of a gelatin 

phantom (20.0cm length × 15.0cm width × 9.6cm height). This task was divided into two 
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subtasks: placing the tip of the needle at the correct insertion point, and orienting the handle 

to the correct angle, corresponding to a typical needle insertion workflow [1]. For each 

placement, the surface of the gelatin phantom was covered in aluminum foil to obscure 

previous markings. The navigation screen was placed to the left of a table with the phantom, 

located approximately two meters from the participants standing position, see 2. 

Circumaural headphones (Sony MDR-7506) were provided, and participants chose a 

listening volume that they felt was comfortable.

A within-subject design was used, in which each participants performed the task 9 times, 

three times under each condition (audio, visual, and combined). Three manually predefined 

trajectories with varying surface insertion points and handle alignments were used for all 

participants. The sequence of the three conditions was balanced across participants. After 

greeting and instruction, participants completed placements for three conditions (audio, 

visual, combined), consisting of instruction on the method, one unrecorded training 

placement and two recorded test placements. For each placement, participants placed the tip 

of the needle, then the handle, declaring ‘start’ and ‘stop’ when beginning and ending each 

tip and handle placement.

3.4 Dependent measures

Four dependent measures were used to assess participants performance: First, accuracy of 

the placement of the needle tip (surface position) and handle (angle), defined as the 2-

dimensional Euclidean distance of actual needle position to planned position. Second, task 

completion time was determined for both sub-tasks, measured as the time in seconds 

between declared ‘start’ and ‘stop’ commands given by participants. Third, subjective 

workload was assessed for each feedback with the modified NASA-Task Load Index, the so-

called Raw TLX (RTLX) for which the ratings of different dimensions are averaged to gain 

an overall workload value [16]. NASA-TLX is a simple method to estimate subjective 

workload using a multi-dimensional approach that provides information about perceived 

task demands and subjective reactions to them, although drawbacks to this method include 

memory effects, response bias, and correlation with task performance. Finally, the fraction 

of the task completion time spent viewing the screen and phantom was calculated. 

Participants’ faces were recorded with video, which was manually analyzed by two 

researchers, whose results were averaged. The correlation between the values of two 

researchers was > 0.91.

3.5 Statistical analysis

For accuracy and task completion time, the results of both placements were averaged and 

analyzed by MANOVA for both subtasks as dependent variables and three experimental 

conditions (audio, visual, and combined feedback) as an independent factor. Subjective 

workload was analyzed by ANOVA with repeated measures with one factor representing the 

three experimental conditions. We used a common significance level of α = .05. 

Furthermore, the data was analyzed by two independent a priori planned contrasts of means. 

The first contrast addressed effects of audio compared to both feedback types with visual 

information (averaged across visual and combined). The second contrast compared visual 

and combined feedback. For accuracy and task completion time, the contrast analyses were 
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performed for each subtask separately and by two-sided t-test for paired samples. Because of 

this, we corrected a common significance level to α = .025. Relative viewing time was 

analyzed by non-parametric Wilcoxon signed-rank test due to a ceiling effect. A common 

significance value of α = .05 was used for this test as well.

4 Results

The summary of the statistical analysis is presented in Table 1.

4.1 Accuracy

Effects of three experimental conditions on accuracy in two subtasks are illustrated in Fig. 5. 

Highest accuracy was achieved with the combined feedback, with deviations averaging 1.29 

mm (tip) and 1.05 mm (handle), followed by visual feedback, with average deviations of 

1.51 mm (tip) and 1.16 mm (handle). Using auditory feedback, the accuracy was slightly 

lower, average deviations of 1.71 mm (tip) and 1.41 mm (handle), respectively. However, the 

statistical analyses by MANOVA do not show any significant effects, and the differences to 

the combined and visual feedback are smaller than the tracking accuracy of the provided 

system. The following contrast analyses also do not show any significant effects.

4.2 Task Completion Time

A significant difference was found with respect to the time needed to complete task, see Fig. 

6. Participants needed significantly less time to place a needle using visual (7.74s tip, 5.29s 

handle) and combined feedback (9.25s tip, 5.39s handle) compared to auditory feedback 

(18.05s tip, 20.77s handle), which was reflected in the significant results of contrast 1 

(auditory vs. visual and combined) for both subtasks. However, between visual and 

combined conditions (contrast 2), no difference was found.

4.3 Subjective Workload

As seen in Fig. 7, a similar pattern was found for subjective workload. Participants reported 

relatively high subjective workload for audio feedback compared to visual and combined 

feedback. This pattern could be observed on all dimensions of NASA-TLX, with average 

values across of individual dimensions of 12.1 for auditory feedback, 6.8 for visual 

feedback, and 7.2 for combined feedback. This overall result was reflected in the significant 

effect in the one-way ANOVA which compares these three conditions and the significant 

contrast 1 comparing audio with visual and combined feedback. No differences appeared 

between visual and combined feedback (contrast 2).

4.4 Viewing Duration

Participants viewed to the navigation screen significantly less with the combined feedback, 

during which 82% of the total time was spent viewing the screen. For the visual-only 

condition, 99% of the time was spent viewing the screen.
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5 Discussion

This work demonstrates the first investigation of the impact of auditory-only and combined 

audiovisual feedback on navigated needle placement accuracy, task completion time, and 

subjective workload compared to a typical visual-only feedback method. A parameter-

mapping auditory synthesis model was developed to use sound to encode the tip and handle 

placement of a needle on a gelatin phantom for a medical needle placement task. We 

investigated whether augmenting existing visual feedback with auditory display offers 

benefits in increasing accuracy, reducing task completion time, reducing subjective 

workload, or reducing screen viewing time.

Following our hypothesis and previous work in path-following in image-guided navigation 

using a combined auditory display [13], the combined feedback significantly reduced the 

time viewing the navigation screen. For accuracy of tip and handle placement, no significant 

differences between three feedback methods emerged. The audio-only feedback was 

comparable to that of visual or combined feedback and was within an acceptable error of 

under 2 mm. In contrast to Hansen et al. [13], who reported increased accuracy for combined 

feedback, the current study did not reach a level of significance for accuracy, possibly due to 

the increased complexity of the task (2-dimensional as opposed to 1-dimension navigation) 

and, accordingly, increased complexity of the auditory display.

Task completion time and subjective workload provided a different picture: as hypothesized, 

‘blind’ auditory-only feedback led to higher task completion times and increased subjective 

workload compared to both methods which incorporated the visual display (visual only and 

combined audiovisual feedback). These deficiencies can be traced to the fact that complex 

static information can often be processed better visually than with audio. Sounds in nature 

are linked to status change and motion, whereas visualization can better portray static 

objects and can be perceived at greater distances. Thus, visual information may give a more 

complete overview of an environment. In addition, the placing the needle using visual 

feedback mimicked the typical task of following an object such as a mouse cursor on a 

screen, whereas using solely auditory display for such a two-dimensional placement task 

was a new challenge for all participants. Needle placement is a highly complicated task 

which requires assessing position and orientation of two elements of the object in three-

dimensional space and witnessing their change over time. Transmitting this information with 

audio understandably demands higher temporal and cognitive effort, which is reflected in the 

results of this study. Advantage with respect to accuracy for combined feedback may likely 

become present under conditions in which the clinician assumes a body position that would 

make viewing a screen uncomfortable or impossible, such as guidance of a needle inside an 

MRI scanner.

Improved auditory feedback mechanisms and increased participant familiarity and training 

with auditory display may decrease task completion time and further increase accuracy. To 

our knowledge, the described method presents the first evaluation of auditory-only display 

for image-guided medical instrument placement. The novelty of the presented method 

invites a completely new direction for research in auditory display for navigated 

interventions. Existing approaches all demand that the clinician devote a large amount of 

Black et al. Page 8

Int J Comput Assist Radiol Surg. Author manuscript; available in PMC 2018 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



time viewing a screen, providing audio mainly as a warning system to inform the clinician of 

upcoming risk areas. Our method paves a new path by attempting to provide active 

navigation by audio. Although the results of this first study were promising, they show that 

future designs should exhibit decreased subjective workload. Optimized auditory display 

methods could be then applied to other applications in medical navigation and reduce screen 

viewing time substantially. Auditory display for navigation could also encode distance-based 

risk maps [15] to provide the clinician with a comprehensive solution for both reaching the 

target and avoiding risk structures. In addition, auditory display for image-guided instrument 

placement could include an encoding of both navigation information and the uncertainty 

present therein during targeting tasks [3]. By mapping estimated uncertainty onto the 

amount of modulation to change certain auditory parameters, such as those described above, 

a clinician could be informed of the reliability of underlying navigation data.

Apart from auditory displays, several methods have been described to encode information 

for navigated interventions using visual augmented reality (AR) [18], e.g., using video see-

through displays, optical see-though displays, or projectors to augment the operation with 

navigation information directly on the patient. However, AR may be accompanied by 

drawbacks including attention tunneling [9, 20] which may jeopardize patient safety. Future 

research could investigate how such advanced medical augmented reality visualization 

techniques could be beneficially combined with auditory feedback, for example, to improve 

intraoperative assessment of depth and distances, especially for cases in which such novel 

video displays could compromise patient safety.

6 Conclusion

This study evaluated auditory, visual, and combined feedback methods in comparable 

standardized conditions to determine the differences in their effects on performance in a 

typical image-guided medical needle placement task.

By adding auditory display to existing visual display, time spent viewing the screen was 

significantly decreased while maintaining accuracy and task completion time.

After refining this auditory display method, an evaluation of the concept will focus both 

clinical trials as well as laboratory studies in which the navigation system display may be 

difficult to see due to operator body position.

We have shown that auditory feedback can be employed in laboratory conditions as an 

augmentation to visual feedback or employed as a singular feedback for situations in which 

a screen is unavailable, uncomfortable to view, or a high value is placed on being able to 

view the operating situs. Currently, however, the results suggests that auditory displays that 

reach the performance of visual-only displays are still to be developed, emphasizing the 

current need for visualization during interventions. Future research should place intensified 

consideration of auditory as a navigation feedback in a field where visual-only guidance is 

dominant.
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Fig. 1. 
On-screen cross-hair visualization, in which the tip and handle of the needle are shown as 

red and green circles, respectively
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Fig. 2. 
Test setup featuring navigation system with on-screen visualization and phantom with 

outline of typical user
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Fig. 3. 
Auditory display method: The x axis provides navigation in the left-right direction from the 

planned position, and y axis provides navigation in the up-down direction (fore-ward/

backward from user)
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Fig. 4. 
Phantom box, tracked needle, and registration device
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Fig. 5. 
Accuracy per task in millimeters to planned tip and handle position
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Fig. 6. 
Time per task in seconds for tip and handle placement
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Fig. 7. 
Subjective workload as NASA-Task Load Index (TLX) scores from 0 to 20
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