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Abstract

X-ray scattering is uniquely suited to the study of disordered systems and thus has the potential to 

provide insight into dynamic processes where diffraction methods fail. In particular, while X-ray 

crystallography has been a staple of structural biology for more than half a century and will 

continue to remain so, a major limitation of this technique has been the lack of dynamic 

information. Solution X-ray scattering has become an invaluable tool in structural and mechanistic 

studies of biological macromolecules where large conformational changes are involved. Such 

systems include allosteric enzymes that play key roles in directing metabolic fluxes of biochemical 

pathways, as well as large, assembly-line type enzymes that synthesize secondary metabolites with 

pharmaceutical applications. Furthermore, crystallography has the potential to provide information 

on protein dynamics via the diffuse scattering patterns that are overlaid with Bragg diffraction. 

Historically, these patterns have been very difficult to interpret, but recent advances in X-ray 

detection have led to a renewed interest in diffuse scattering analysis as a way to probe correlated 

motions. Here, we will review X-ray scattering theory and highlight recent advances in scattering-

based investigations of protein solutions and crystals, with a particular focus on complex enzymes.
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1 Introduction

One of the defining challenges of biological chemistry involves untangling the complex 

mechanisms relating protein structure and function. Although X-ray crystallography remains 

the technique of choice for obtaining high-resolution snapshots of macromolecules, the next 

frontier of structural enzymology, and indeed all of structural biology, is to understand the 

role of dynamics in molecular function. Both diffraction and scattering result from the 

interference of X-rays elastically scattered from electrons in the sample. The degree of 

disorder in the sample leads to characteristic patterns; whereas a perfectly ordered lattice 

produce sharp diffraction spots known as Bragg peaks, the more disordered the sample, the 

more cloudy and diffuse the resultant scattering becomes (Figure 1). Crystal structures result 

from analysis of Bragg peak intensities (Figure 1, top), and thus they represent the average 

atomic positions of the repeating molecule in the lattice. As a result of this limitation, crystal 

structures are often thought to represent static snapshots. However, proteins are constantly in 

motion, and such inherently disordered systems are better characterized by scattering 

techniques than by diffraction (Figure 1, bottom two). In particular, solution X-ray scattering 

provides a quantitative means to investigate large conformational changes, and the diffuse 

scattering from crystals provides a unique opportunity for studying the breathing motions of 

proteins.

Solution scattering methods such as small- and wide-angle X-ray scattering (SAXS/WAXS) 

have in recent years emerged as powerful approaches for the study of enzymes of 

biochemical and biomedical importance, particularly in combination with other biophysical 

techniques. Proteins that are randomly oriented in solution give rise to rotationally 

symmetric scattering images (Figure 1, bottom) that are integrated to produce one-

dimensional scattering profiles. These scattering profiles contain a surprising wealth of 

structural information, such as radius of gyration, mass, compactness, flexibility, and overall 

shape. Notably, experimental scattering profiles can be directly compared with theoretical 
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scattering profiles calculated from high-resolution models.2 Furthermore, these multivariate 

data allow for mathematical separation techniques, and thus solution scattering is a 

particularly powerful tool for investigating dynamic proteins, which exist as mixtures of 

multiple forms and confound other structural methods.

Diffuse scattering from crystals arises from disorder and thus has the potential to contain 

information on biochemically important motions (Figure 1, middle). Although protein 

motions are generally more restricted in a crystal, side-chain and even domain motions can 

occur.3–5 In conventional crystallography, such deviations from the average atomic positions 

are described by the so-called Debye-Waller factor or thermal B-factor. While high B-factors 

can imply high mobility, they cannot distinguish different modes of motion. However, 

correlated motions give rise to a faint, textured interference pattern in the background of 

Bragg diffraction, which is typically ignored in conventional crystallography.1,5–7 

Interpretation of these diffuse patterns has until recently been limited by detector technology 

and the complexity of the data. As such, this field is still nascent – much like the SAXS field 

prior to the introduction of data analysis algorithms in the mid-1990’s.2 However, with the 

advent of pixel-array detectors and hard X-ray free electron lasers (XFELs), there has been a 

resurgence of interest in this field.

In this review, we will focus on the unique capabilities of X-ray scattering in probing protein 

structural ensembles over a wide range of length scales. A comprehensive review of X-ray 

scattering theory will be given in Section 2. As solution scattering has been extensively 

discussed in other reviews,8–15 we will devote Section 3 to reviewing studies where this 

technique has had a major impact on our understanding of enzyme mechanism and 

regulation. Finally, Section 4 will comprehensively review experimental investigations of 

protein diffuse scattering, as well as the emergent field known as crystallography beyond 

Bragg diffraction.

2 X-ray Scattering Theory

2.1 Physics of X-ray Scattering

Macromolecular crystallography (MX), SAXS, and crystal diffuse scattering differ in the 

nature of the sample, experimental geometry, and obtainable information, but they share the 

same underlying physics. Owing to historical tradition, the theories of SAXS and MX are 

usually presented with different notational conventions. Here, we use a common notation 

(“physicists’ notation”) to clarify the connections between the three techniques. The first 

section provides an overview of the physics of X-ray scattering of biological 

macromolecules. The theory of solution scattering is outlined in the second section, and the 

theory of diffuse scattering from crystals is given in the final section. Further details can be 

found in classic texts for the theory of biological SAXS16–18 and crystallography.18–20

2.1.1 Scattering of X-rays by Electrons—Scattering results from the interaction 

between X-ray photons and electrons in a sample. The quantum mechanical theory for the 

interaction between a photon and a free electron was first derived by Klein and Nishina in 

1929.21 Depending on the energy of the incident photon, the scattering process may be 

elastic or inelastic. In structural biology, where the photon energy (typically ~ 6 – 20 keV) is 
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much less than the rest mass of the electron (511 keV), elastic scattering predominates. For 

structural studies, the most important consequence of elastic scattering is that phase 

coherence is maintained between the incident and scattered photons, and hence the scattered 

waves from electrons in the sample interfere. Scattered photons are recorded on a detector, 

and information concerning the relative positions of the electrons can be inferred from the 

interference pattern.

In a typical scattering experiment, a monochromatic X-ray source with wavelength λ is 

highly collimated, so that on short length scales it resembles a plane wave with wavevector k 
= 2πŝ/λ. A detector pixel in the direction ŝ′ records the scattered photons. Since the 

distance from the sample to the detector is much larger than the distances between electrons 

in the sample, we are performing what is known as far field diffraction, or Frauenhoffer 

diffraction. A detector in the far field sees a scattered wave with wavevector k′ = 2πŝ′ /λ 
(for elastic scattering, |k′ | = |k|). The wavevector transfer q, or scattering vector,

(1)

is of central importance in SAXS and crystallography. The magnitude of q is

(2)

where 2θ is the angle between ŝ and ŝ′. When a pair of scatterers are separated by a vector, 

r, their scattered waves have a phase difference at the detector of Δϕ = (k′ − k) · r = q·r. The 

phase difference is expressed using a complex exponential, eiq·r. A system of free electrons, 

each with position rn, produces a scattered wave with an amplitude that is proportional to the 

form factor,

(3)

The intensity of the interference pattern, the quantity actually recorded by the detector, is 

proportional to the absolute square of the amplitude. The intensity can be expressed as a 

differential scattering cross-section (dσ/dΩ), defined in terms of experimental quantities as,

where J0 is incident X-ray flux (photons per second per unit area), ΔΩ is the solid angle of 

the detector pixel in the direction ŝ′, and J (ŝ′) is the number of scattered photons per 

Meisburger et al. Page 4

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



second arriving at the detector pixel. Thus defined, the scattered intensity for a system of 

free electrons is,

(4)

where (dσ/dΩ)e is the differential cross-section of a single electron. Since (dσ/dΩ)e can be 

calculated theoretically (see Section A.1), |F(q)|2 can be obtained directly from a scattering 

measurement.

As electrons in a molecule are bound to atoms, it useful to define the molecular form factor,

(5)

where rn are the positions of the atoms and fn(q) are the atomic scattering factors. The 

atomic scattering factors depend on the shape of the electron density around the atom and 

the X-ray photon energy ħω. The energy dependence comes from resonant scattering when 

the photon excites an electronic transition. At X-ray energies used for structure 

determination, resonant effects may be significant for heavy elements such as the first-row 

transition metals, but they are insignificant for the light elements which make up the major 

part of proteins, including carbon, oxygen, and nitrogen. Resonant scattering has important 

applications such as phase determination in crystallography and contrast variation in SAXS. 

For the purposes of this review, however, resonant scattering can be neglected (for further 

discussion of resonant scattering, see Section A.2). Then, the atomic scattering factor is 

equal to the energy-independent part (Equation 159),

(6)

where ρn(r) is the electron density around the atom. In biological SAXS and MX, we also 

neglect the angular dependence of the atomic electron density, and retain only the radial 

component, approximating f(q) as f(q). Theoretical values of f(q) have been tabulated for 

each atom.22

As a consequence of Equation 6, the molecular form factor (Equation 5) can be written in 

terms of the total electron density of the system, ρ(r) = Σn ρn(r)δ(r − rn), as,

(7)
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In other words, the form factor is the Fourier transform of the electron density. Thus, 

through measurement of the interference pattern of scattered waves, we can learn about the 

structure (ρ(r)).

Autocorrelation of the Electron Density: Although the scattered intensity allows for a 

measurement of |F(q)|, one cannot invert Equation 7 directly to obtain the electron density 

because the phase of the scattered wave is not recorded. What is actually measured is 

equivalent to the electron density’s autocorrelation function. To derive this relationship, we 

take the absolute square Equation 7 and apply a change of variables that emphasizes the 

relative distances between scatterers (first, u = r′ − r, then swap the labels r and u),

(8)

The integral in parentheses is the autocorrelation of the electron density, (ρ ★ ρ)(r), also 

known as the Patterson function,

(9)

Plugging this back into Equation 8, we see that the squared form factor is the Fourier 

transform of the autocorrelation function

(10)

and this relationship can be inverted by taking the inverse Fourier transform,

(11)

Thus, measuring |F(q)|2 provides direct access to the electron density autocorrelation.

2.1.2 Form Factors of Extended Objects—In scattering experiments, one is interested 

in the microscopic structure of the sample, and not the macroscopic shape of the crystal or 

solution. Since a macromolecule is typically many orders of magnitude smaller than the 

sample itself, ignoring the sample shape is equivalent to ignoring the extreme low-angle 

scattering, which in any case coincides with the un-scattered beam and is therefore difficult 

to measure. Furthermore, we choose crystals and solutions to be large so that most of the 

signal comes from molecules in the bulk of the sample, rather than the surface. As a 

consequence, one can assume mathematically that any particular part of the sample is 
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equivalent, on average, to any other part. In other words, the sample is assumed to be an 

isotropic material.

In the previous section, the arrangement of matter was assumed to be static. Here, we 

introduce the (grand canonical) ensemble average 〈···〉, which can be viewed as a time 

average of a dynamically fluctuating system at finite temperature, or, given certain 

assumptions, as an average over the position in an isotropic, disordered material. We 

consider a general system where the number of electrons, Ne ≡ ∫V ρ(r)d3r, and their 

positions within the illuminated volume, V, may fluctuate. The ensemble average of the 

squared form factor (Equation 3) is

(12)

In the last step, we introduced a correlation function η(r), equal to the average number 

density of electrons at a distance r relative to any reference electron. The correlation 

function is normalized to

(13)

so that . For large V, the integral in Equation 12 is sharply peaked at q=0, 

approaching a delta function. Letting V → ∞ and adding and subtracting the average 

electron density from η(r),

(14)

The delta function is not measurable because it coincides with the un-scattered beam. The 

remaining terms correspond to the scattered intensity.

One implication of Equation 14 is that scattering does not depend on the average electron 

density in the sample. To see this more clearly, we introduce the excess electron density in a 

given volume V, Δρ(r) ≡ ρ(r) − 〈Ne〉/V, and derive the ensemble averaged autocorrelation 

function of Δρ,
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(15)

Note that in going from the first line to the second, we assumed of an isotropic material so 

that

(16)

If the measurable intensity is defined by subtracting the delta function term in Equation 14,

(17)

then Equations 10, 15 and 17 can be combined to show that

(18)

Thus, the scattering from an isotropic material depends only on the fluctuation of the 

electron density about the average value.

2.1.3 Scattering Invariants—Several statistical properties can be derived from I(q). 

Here, we give expressions for the forward scattering intensity, I(0), and the total scattering 

intensity, ∫ I(q)d3q.

Forward Scattering Intensity: The forward scattering is found by combining Equations 13, 

14, and 17:

(19)

Thus, I(0) is equal to the variance of the number of electrons present in the illuminated 

volume. For single component liquids, such as water, the electron number variance is 

proportional to the molecule number variance, and therefore I(0) is proportional to the 

isothermal compressibility of the liquid (see Section A.3).

Total Scattering Intensity: The total scattering is another important invariant of an 

isotropic system. It can be derived starting from Equation 17,
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(20)

Since F(q) is a Fourier transform of the electron density, ρ(r), Plancherel’s theorem implies

(21)

Combining Equations 20 and 21,

(22)

Thus, the total scattering is proportional to the mean squared electron density fluctuation of 

a system.

2.2 Scattering from Proteins in Solution

X-ray scattering from macromolecular solutions can reveal the conformational preferences 

and dynamic equilibria that are important for biological function. The technique is referred 

to as SAXS when the low-q region of the scattering is analyzed, and WAXS when the high-q 
region is analyzed. The distinction between low-q and high-q is operationally defined. 

SAXS provides information about a molecule’s low-resolution shape (envelope), 

oligomerization state, colloidal stability, and molecular weight. WAXS provides information 

about the internal structure of a molecule. Both SAXS and WAXS report ensemble-averaged 

quantities and can be used to study equilibrium mixtures and time-resolved dynamics.

The best-known application of solution scattering is particle shape analysis. This application 

requires the solution to be dilute and monodisperse. Monodisperse, in this context, means 

that all of the macromolecular particles are identical, at least when viewed at low resolution. 

Dilute has a special meaning in SAXS; it refers to the fact that, at sufficiently low particle 

concentrations, non-specific colloidal interactions between particles are minimized, causing 

the SAXS data to resemble the orientationally-averaged intensity of a single particle. 

Scattering from dilute and monodisperse solutions can be used in two powerful ways. First, 

the low-resolution shape may be reconstructed from the scattering data. Second, the 

scattering data can be used to assemble or refine high-resolution, atomically-detailed models 

derived from other techniques, such as MX, cryo-electron microscopy (cryo-EM), nuclear 

magnetic resonance (NMR), homology modeling, or molecular dynamics (MD). The term 

SWAXS is sometimes used when high-resolution models are compared with SAXS and 

WAXS data together.
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In Section 2.2.1, we outline the theory of solution scattering applicable to macromolecular 

ensembles. We begin with the effects of macromolecular solvation and contrast and derive 

the approximate form of the total scattering, including the interparticle interference. Section 

2.2.2 is devoted to the theory of solution scattering in the dilute limit. We derive the 

relationship between the scattered intensity and particle shape for a monodisperse solution 

and extend the theory to include multi-component mixtures. Finally, in Section 2.2.3, we 

provide an overview of methods for collecting and analyzing solution scattering data.

2.2.1 Macromolecular Solutions

Orientational Average: Molecules in solution have a random orientation. First, we derive 

the squared form factor for a single molecule that samples random displacements T and 

orientations ω, disregarding the contribution of the aqueous solvent for the time being. The 

instantaneous form factor of the molecule is

(23)

where ℛω is a 3×3 rotation matrix parameterized by the vector ω (the three Euler angles, for 

example). This can be rearranged,

(24)

Note that the effect of rotating the particle by ℛω is equivalent to rotating q in the opposite 

sense (by ), and the effect of translation is to add an overall phase. Evaluating the 

squared form factor causes the phase to drop out so that the configurational, or ensemble, 

average is equivalent the average over the direction of q

(25)

where dΩq̂ is the differential solid angle in the q̂ direction. The angular integral can be 

performed explicitly using the identity,

(26)
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which leaves,

(27)

where rnm = |rn − rm| is the distance between a pair of atoms indexed by n and m. Equation 

27 is known as the Debye formula.

Solvation: The Debye formula (Equation 27) applies to a molecule in vacuum. For 

molecules in solution, it is important to consider the contribution of the aqueous solvent. The 

total form factor of a solution can be split into two terms, Fmol.(q) and Fsolv.(q), for the 

atoms belonging to the macromolecules and solvent, respectively,

(28)

The term Fsolv.(q) differs from the form factor of bulk solvent, Fbulk(q), because the 

macromolecule both excludes solvent molecules, and perturbs the solvent structure near its 

surface.

These effects are captured by defining a hydration term

(29)

Then, the ensemble-averaged, squared structure factor of the solution is

(30)

The scattering contribution of the macromolecules is

(31)

(32)
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Ĩ(q) is determined experimentally by taking the difference between measurements of two 

samples: a solution of the macromolecules in aqueous solvent, and the aqueous solvent 

without macromolecules.

Contrast: Adding solvent causes the forward scattering to deviate from its expected value in 

vacuum (Equation 27). In dilute solution, the forward scattering is

(33)

where N is the number of particles, MM is the molecular mass of the particle, and ΔρM is 

the contrast,

(34)

where ρM,mol. is number of electrons per dry mass of the molecule, ρsolv. is the electron 

density of the solvent, and v̄ is the partial specific volume of the molecule. In vacuum, the 

contrast is simply ρM,mol.. The reduction in scattering can be seen by computing the ratio of 

the scattering in solution to the scattering in vacuum,

(35)

For a typical protein solution,23 the contrast is quite low, and the scattering in solution is 

only about 5% of the scattering in vacuum (Equation 35 with ρM,prot. = 3.22×1023 e− g−1, 

ρsolv. = 3.34 × 1023 e− cm−3, and v̄ ≈ 0.7425 cm3 g−1). For nucleic acids, which have 

significantly higher contrast, the scattering ratio is around 15%.

Inter-particle Interference: The degree to which macromolecules scatter as independent 

particles depends on their concentration. At high particle densities, non-specific colloidal 

interactions produce inter-particle interference in the scattering pattern. As a short-hand, we 

introduce the excess structure factor of particular molecule n,

(36)

and its corresponding excess intensity,

(37)
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Then, the macromolecular component of the total scattering (Equation 31) can be written

(38)

Here, the ensemble average 〈···〉 has contributions from translational and rotational motion 〈·
··〉T,Ω, as well configurations of the particle (macromolecule and surrounding solvent) 〈···〉p. 

Next, we invoke the de-coupling approximation, which assumes that the rotational, 

translational, and internal degrees of freedom are independent. Then,

(39)

The average of the translational phase factors can be expressed as using a two-particle 

correlation function, g(r) (see Section A.3), and the intensity can be written as a product of 

two terms, as follows,

(40)

The first factor is the scattering from N non-interacting particles. The second factor, S(q), or 

the structure factor, captures the inter-particle interactions,

(41)

where np = 〈N〉 /V is the particle density and H(q) is a shape factor,

(42)

At q = 0, the structure factor is proportional to the osmotic compressibility,24 equal to the 

inverse derivative of the osmotic pressure, Π, with respect to the particle density, np

(43)
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At low concentration, the osmotic pressure can be expanded as a power series

(44)

where Bn are the virial coefficients. Combining Equations 43 and 44,

(45)

The second virial coefficient B2 depends on the potential of mean force for pairs of 

interacting particles, V (r)

(46)

In semi-dilute solutions, where only the second term in the virial expansion is significant, 

the structure factor at q = 0 can be understood as a measure of pair-wise interparticle 

interactions.14 A net repulsive interaction between particles produces a positive B2 and S(0) 

< 1, leading to a “downturn” in the scattering profile at low-q. Conversely, attractive 

interactions have negative B2 and S(0) > 1, giving the appearance of an “upturn” at low-q.

2.2.2 Shape Information—In a dilute solution, the structure factor (Equation 41) 

approaches unity, making the total intensity (Equation 40) proportional to the intensity of a 

single particle, Ĩ1(q). Thus, measurement of the scattering from a dilute solution can be used 

to obtain shape information. In this section, we derive the relationships between particle 

shape and Ĩ1(q).

Pair Distance Distribution: The pair distance distribution function of a particle, P(r), is 

equal to the probability of observing a pair of electrons at a distance r. The relationship 

between scattering and P(r) can be derived by taking the continuum limit of the Debye 

formula (Equation 27),

(47)

The integral terminates at the maximum dimension of the particle, dmax, because P(r) = 0 for 

r > dmax. The integral is a Fourier-Bessel transform whose inverse is
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(48)

In most cases, the particle shape may be grasped more intuitively by transforming the 

scattering data into real space. For example, the value of r where P(r) goes to zero can be 

used to estimate the maximum particle dimension, dmax. In addition, P(r) is the distribution 

of pairwise distances, it can be used to calculate the radius of gyration

(49)

Information Content: The amount of unique information contained in a SAXS 

measurement is limited. To see why this is true, note that P(r)/r = 0 at r = 0 and at r = dmax. 

Therefore, in the interval [0, dmax] it can be represented by a Fourier sine series

(50)

where bn are the Fourier coefficients,

(51)

Since the sine functions in Equation 50 are an orthogonal basis, each coefficient bn 

represents a unique piece of information about P(r). Note that the right-hand side of 

Equation 51 resembles the Fourier-Bessel transform of P(r) in Equation 47 evaluated at

(52)

Thus, the nth coefficient in the Fourier series (Equation 51) is related to the intensity 

measured at qn,

(53)
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In other words, the unique information in I(q) is contained in a discrete set of samples with a 

spacing of π/dmax, which is essentially Shannon’s criterion from information theory.25,26

Shannon’s criterion has several implications for SAXS. In a SAXS measurement, the lowest 

scattering angles coincide with the unscattered beam and are experimentally inaccessible. If 

the minimum q-value which can be measured using a given experimental setup is qmin, 

Shannon’s criterion says that the maximum dimension which can be measured is dmax = π/
qmin. Similarly, the SAXS measurement does not extend to q = ∞, but instead terminates at 

a maximum scattering angle, with a corresponding value qmax. The number of samples 

contained in the measurement interval, (qmin, qmax), is a rough estimate of the information 

content of the measurement,

(54)

where nS is sometimes called the number of Shannon channels. Finally, Shannon’s criterion 

implies that one does not need to measure I(q) more finely than π/dmax. However, in 

practice, dmax is not known before the experiment is performed. Therefore, it is usually 

necessary to oversample I(q); the extra information gained by oversampling corresponds to 

length scales r > dmax, so that one can determine dmax by observing where P(r) approaches 

zero (see Section 2.2.3).

Guinier’s Law: The shape of Ĩ(q) at low angles can be found by replacing sin(q r)/(q r), in 

the right-hand side of Equation 47, by its Taylor series expansion

(55)

Substituting in 49,

(56)

The expression in parentheses is identical to the Taylor series expansion of a Gaussian (to 

third order in q),

(57)

Equation 57 is known as Guinier’s law.
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Homogeneous Approximation and Porod’s Law: Small-angle scattering can be defined as 

the part of I(q) which depends on the molecule’s low-resolution shape. The concept of shape 

is made more concrete by defining a smooth envelope where the excess electron density is 

uniform inside, and zero outside.

(58)

This model is known as the homogeneous particle approximation, and is extremely 

important in the theory of SAXS. A number of shape parameters may be derived from this 

simplified model.

The equivalent of the total scattering in SAXS is Porod’s invariant,

(59)

Since I(q) of a solution depends on the magnitude of q, but not its direction, Q is equivalent 

to the total scattering (Equation 22) written in spherical coordinates,

(60)

In the homogeneous approximation, Q may be calculated exactly by substituting Equation 

58 for the electron density in Equation 60,

(61)

where Vp is the volume enclosed by the envelope (sometimes called the Porod volume). 

Similarly, the forward scattering, I(0), can be derived in the homogeneous approximation,

(62)

Since Q ∝ Vp and , the ratio between Q and I(0) can be used to find Vp,
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(63)

The envelope’s surface area can also be obtained from I(q), although the derivation is 

somewhat more involved. In the homogeneous approximation, the pair distance distribution 

P(r) is related to the correlation function γ(r) by P(r) = γ(r) r2. Assuming that the envelope 

defines a compact, smooth particle, it can be shown that γ(r) has continuous first and second 

derivatives in the interval (0, dmax).17 The intensity is found by substituting γ(r) r2 for P(r) 
in Equation 47 and integrating by parts three times:

(64)

As q → ∞, all of the terms in I(q) decay rapidly, and the leading non-oscillating trend is 

given by the first term, −2γ′(0) q−4. Furthermore, γ′(0) can be shown to be depend on the 

particle’s surface area, Sp,17 as

(65)

Therefore, the intensity at high-q tends to decay as

(66)

Equation 66 is known as Porod’s law, and Sp is the Porod surface. Equations 66 and 61 can 

be combined to give the surface-to-volume ratio

(67)

If SAXS is defined as the part of I(q) which can be described using the homogeneous 

approximation, then WAXS is the remainder. The q−4 decay implied by Porod’s law 

eventually breaks down in the WAXS region. There, the scattering is dominated by the 

internal density fluctuations and rough surface features that were neglected in the 

homogeneous approximation.
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Mixtures: The theory for the scattering of single-component solutions can be generalized 

for more complex mixtures. In the dilute limit, the total scattering for a mixture of M types 

of particle, each with concentration 〈Nm〉 /V and excess scattering intensity Ĩ1,m(q), is

(68)

If a normalized intensity Pm(q) ≡ Ĩ1,m(q)/Ĩ1,m(0) is used instead, the total intensity can be 

written in terms of the contrast parameters for each component

(69)

where NA is Avogadro’s number, cm is the concentration (mass per unit volume), MMm is 

the molecular mass, and ΔρM,m is the contrast (Equation 34).

Commonly, all of the components in a given mixture are proteins with similar contrasts, 

ΔρM,m ≈ ΔρM. If the total protein concentration is c, and the mass fraction of each 

component is defined xm ≡ cm/c, the intensity can be written

(70)

In the sum, each term is weighted by the molecular mass. There are two important 

consequences. First, components in a mixture with higher molecular mass will tend to 

dominate the scattering. This makes SAXS rather sensitive to the presence of aggretated 

material. Second, the scattering at low angles reports changes in molecular mass due to 

protein-protein interactions.

2.2.3 Interpretation of Data—There have been several articles published recently that 

detail current best practices for SAXS, including how to prepare samples, evaluate data 

quality, and utilize modern analysis software.8,10,12 Those who wish to perform a SAXS 

experiment should consult these excellent sources. Our aim in this section is give enough 

background to make sense of the methods section of a SAXS paper.

Data Collection: Modern biological SAXS setups are highly adaptable, providing 

specialized X-ray beams, detectors, and sample delivery methods to suit the needs of the 

experiment. Looking beyond these differences, however, the basic geometry of the scattering 

experiment is nearly universal. A monochromatic X-ray beam is collimated and defined 

using slits to minimize background scattering at low angles. The beam impinges on a liquid 

sample held in a cell with X-ray transparent windows. Most of the beam passes through the 
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sample or is absorbed, and a small fraction of the X-rays are scattered. One or more 

position-sensitive detectors is placed at an appropriate distance from the sample to capture 

the q-range of interest. To protect the detector, the transmitted beam is usually blocked by a 

beamstop, which may also contain a sensing element to measure the beam intensity. In order 

to measure the lowest scattering angles, the beamstop placed as close as possible to the 

detector, and the intervening space between the sample and beamstop is either evacuated or 

filled with helium to reduce the chance that X-rays will be scattered by air. The two-

dimensional scattering pattern recorded on the detector is integrated to obtain a one-

dimensional scattering curve (the intensities recorded in rings of constant |q| are averaged 

together).

The SAXS profile Ĩ(q) (Equation 31) is obtained experimentally by measuring the scattering 

from two solutions: the sample containing the macromolecules, and its matching buffer (a 

dialysis buffer or running buffer from the final step of purification). Both measurements are 

usually performed in the same sample cell, so that instrumental artifacts will cancel when 

the two measurements are subtracted. Several measurements with different macromolecular 

concentrations are usually performed in order to verify that the dilute limit has been reached, 

or to analyze the inter-particle interference.

The scattered intensity is usually measured on an arbitrary scale, and for many applications 

it is not necessary to measure the absolute intensity. The intensity may be placed on an 

absolute scale with the aid of a standard. Liquid water is often used for this purpose, because 

its X-ray absorption is similar to that of the sample, it is readily available, and its forward 

scattering on an absolute scale can be calculated accurately (Equation 173).27 Alternately, a 

macromolecule standard may be used.23

Diagnostic Plots and Scattering Moments: The first step in analyzing SAXS data is to 

visualize Ĩ(q). Specialized plots are commonly used, including the Guinier plot and the 

Kratky plot. In a Guinier plot, the natural logarithm of the intensity is plotted as a function 

of q2, converting the Gaussian form of Guinier’s law (Equation 57) to a straight line,

(71)

This plot is a useful diagnostic because nonlinearity at low-q can signal interparticle 

interference, sample purity issues, or failure of background subtraction. When a straight line 

fit is possible, Guinier’s law allows the scattering profile to be extrapolated to q = 0 to derive 

Ĩ(0) (this part of the profile is blocked by the beamstop). In addition, the radius of gyration 

can be estimated from the slope of the line.

A Kratky plot is used to check whether the SAXS profile resembles that of a compact, 

homogeneous particle. Porod’s law (Equation 66) states that I(q) of a compact homogeneous 

particle with a smooth surface should decay as q−4 for large q. The axes of a Kratky plot are 

q2 × I(q) vs. q, which converts the scattering profile to a bell-shaped curve if Porod’s law is 

obeyed. The Kratky plot also emphasizes mid-q features, and is often used in publications 
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for displaying subtle changes in the scattering (caused by conformational changes, for 

example). Since the area under a Kratky plot is Porod’s invariant (Equation 59), a bell-

shaped curve means that this quantity can be determined from the data. When the Kratky 

plot does not decay to zero, this can be evidence that the molecule is partly unfolded or 

otherwise not compact. A Kratky plot that does not decay to zero may also signal poor 

buffer matching.12

The molecular mass can be estimated by one of several methods. If the intensity is calibrated 

on an absolute scale, I(0) can be converted directly into molecular mass provided the 

molecule’s concentration and contrast are known.23,27 An alternate method, which does not 

rely on absolute calibration or knowledge of the protein concentration, is to find the Porod 

volume Vp using the ratio of I(0) and Porod’s invariant (Equation 63), which can be 

combined with an estimate of the density to determine molecular mass. An approximate 

rule-of-thumb for proteins is MM ~ Vp/(1.7Å3 Da−1).28 An heuristic alternative to Vp, based 

on the integral of q × I(q) instead of q2 × I(q), has also been used to estimate molecular 

mass.29 It should be noted that none of these methods is consistently accurate; the expected 

error in molecular mass from SAXS is ~ 10%.23,29

Statistical Inference and the Pair Distance Distribution: The first step in determining a 

particle’s shape from I(q) is to calculate the pair distance distribution function P(r). P(r) is 

the inverse Fourier-Bessel transform of I(q) (Equation 48). In this transform, I(q) is 

integrated from q = 0 to infinity, however I(q) is measured only over a limited q–range. 

Instead of calculating P(r) using a Fourier-Bessel transform of the data, an indirect Fourier 
transform (IFT) is performed.30 In the IFT, P(r) is expressed using a set of parameters, 

which are fit to the data by performing the transform in the forward direction (Equation 47). 

The IFT is underdetermined, so regularization methods must be applied. The classic 

regularization method for SAXS is to minimize the second derivative of P(r), essentially 

requiring it to be as smooth as the data allow.30 The popular IFT program GNOM adds 

additional criteria to determine the regularization parameter robustly.31 More recently, 

Bayesian regularization has been applied to the IFT.32 Bayesian methods in general give a 

rigorous way to infer unknown quantities based on limited information. Using a Bayesian 

IFT, one can infer dmax and other parameters, as well as their experimental uncertainties.33

Multi-scale Modeling: Solution scattering is often used to test the validity of structures 

obtained by other techniques. This application requires methods to calculate the scattering 

curve given an atomic model. The main difficulty lies in accounting for hydration effects, 

and the solutions depend on the level of detail required. A number of software programs 

have been developed for this purpose.2,34–43 Here, we outline the general strategies for 

hydration modeling, and explain in greater detail the two programs which are widely used 

for SAXS profile calculations: CRYSOL2 and FoXS.41

Before describing these popular programs, however, we first emphasize that the most 

rigorous treatment of hydration effects is to use explicit-solvent molecular dynamics 

(MD).34,35 In this approach, two simulations are performed: one of the macromolecule in 

aqueous solvent, and one of the aqueous solvent alone,35 and the SAXS experiment is 

simulated using Equation 31. Of course, MD is computationally expensive, and so other 
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methods have been developed with the goal of achieving similar accuracy without the 

computational cost.36–40 For example, an integral equation theory with exact pair potentials 

known as 3D-RISM has been shown to provide a similar accuracy to MD with no free 

parameters.40 The use of an accurate hydration model is most critical for the WAXS regime.

For SAXS data, simpler hydration models can provide reasonable accuracy.2,41–43 CRYSOL 

was one of the first programs to account for the scattering of the hydration layer around the 

protein. CRYSOL models this layer as a shell of constant density and thickness that follows 

the outer surface of the molecule. In addition, the excluded solvent associated with each 

atom is modeled using a spherical Gaussian44,45

(72)

where Vj is the excluded volume of each atom. The intensity is calculated through Equation 

32 with the aid of a spherical harmonic expansion (SHE). Since multipole components are 

orthogonal, cross-terms cancel in the orientational average, giving a simple expression for 

the intensity2

(73)

where ρ0 is the solvent electron density; Δρ is the hydration layer contrast; A(q), B(q), and 

C(q) are the form factors of the atoms, hydration layer volume, and excluded volume, 

respectively; and Alm(q), Blm(q), and Clm(q) are their spherical harmonic components. The 

SHE in Equation 73 is truncated at a value L, which allows for a compromise between 

resolution and computational efficiency.

FoXS is another popular program designed for rapid SAXS profile calculations. Like 

CRYSOL, FoXS uses an approximate model for the excluded volume (Equation 72) and 

hydration layer.41 Where FoXS differs from CRYSOL is in its use of the Debye formula 

(Equation 27) instead of the SHE, which means that the intensity calculation is exact. The 

main trade-off is that the computational cost of the Debye formula scales as ~ (N2) (where 

N is the number of atoms), while the SHE scales as ~ (L2N). Thus, for very large 

molecules, SHE is more efficient than the Debye formula.

Both FoXS and CRYSOL have hydration parameters that can be refined by minimizing the 

χ2 between the measured and calculated intensities,
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(74)

where c is a scale factor and ΔImeas.(q) is the experimental uncertainty.

Flexible Fitting: It is often the case that atomic resolution structures are available only for 

individual proteins or domains, and one wishes to determine how they are oriented relative 

to each other in a complex, or how they move during a conformational change. The program 

SASREF46 performs rigid-body optimization using simulated annealing, with optional 

distance restraints. When flexible linkers are involved, the program CORAL28 generates 

these restraints automatically, and includes the linker residues in the SAXS calculation. 

Molecular dynamics may also be used to sample conformational space.47

Analysis of Mixtures: A second application of SAXS is to measure equilibrium mixtures of 

molecules. The dilute limit is usually required, so that each component adds linearly to the 

scattering (Equation 68). When the scattering profile of each pure component is known in 

advance, or can be calculated from atomic models, the relative concentrations of each 

component can be determined by least-squares fitting.

Mixture analysis is particularly important in methods with varying populations, such as 

equilibrium titrations and time-resolved data. When many scattering profiles are available, 

linear algebra methods may be used to determine how components co-vary, without prior 

knowledge of the structures. A commonly used technique is singular value decomposition 

(SVD)

(75)

where D is the data matrix with scattering profiles arranged side-by-side in columns, S is a 

diagonal matrix with singular values in decreasing order along the diagonal, and U and V are 

matrices whose columns are the left and right singular vectors, respectively. Since errors are 

unequally distributed as a function of q, the best practice is to pre-weight the columns of D 
by the average experimental uncertainty, so that each element of D has an expected variance 

of ~ 1 due to statistical noise.

The SVD can be analyzed to determine the minimum number of components in the data 

when the number of scattering profiles is significantly larger than the number of 

components. In this case, most of the singular values will be small, and the corresponding 

columns of U and V contain only noise, and can be ignored. The number of remaining 

singular values is equal to the number of co-varying components in the dataset, n. The first n 
columns of U contain the scattering profiles of those components, and the first n columns of 

V are their concentrations. It is important to note that n is a lower bound on the number of 

actual components; a component whose scattering is well-approximated by a linear 

Meisburger et al. Page 23

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



combination of the scattering from other components cannot be distinguished by SVD. An 

additional limitation of SVD is that U is an orthonormal basis, and so it will not correspond 

to physically meaningful scattering profiles. It is usually necessary to rotate the basis, 

transforming U → U′ and V → V′. This rotation can be performed automatically given 

certain criteria. For example, U′ and V ′ should be positive, since they correspond to 

concentrations and scattering intensities. More complex constraints can be applied to the 

shapes of V′ depending on the type of experiment performed. For example, the columns of 

V′ could be modeled as a two-state transition or a chromatographic peak.48 In addition, one 

can require that the columns of U′ satisfy Guinier’s law (Equation 57).49

Analysis of Ensembles: SAXS can provide structural information about molecules that are 

intrinsically flexible and non-compact. The scattering from a flexible molecule is effectively 

that of a mixture (Equation 68) where each component is a member of the equilibrium 

statistical ensemble. The first step in ensemble modeling is to generate a library of candidate 

structures, for example using molecular dynamics or Monte-Carlo simulations. Once a 

library is available, the scattering curve from each model can be predicted. Next, a program 

must choose subsets of the library that best fit the scattering data, minimizing Equation 74. 

In one approach, taken by the program EOM,50,51 a genetic algorithm chooses subsets of the 

library with a fixed number of members. In contrast, the program MES47 searches for the 

smallest ensemble that can fit the data.

Shape Reconstruction: SAXS data are often used to reconstruct the molecule’s shape 

directly. Initially, low-order spherical harmonics were used to define the molecular envelope 

(Equation 58), and their coefficients were refined.52 Low-order spherical harmonics, 

however, are limited in their ability to represent realistic molecular shapes. To solve this 

problem, the program DAMMIN53 was developed to optimize a collection of connected, 

close-packed spherical beads. The bead method is able to uniquely reconstruct many simple 

shapes.54 Today, bead models are widely used shape reconstructions from SAXS data. 

However, since bead models approximate a uniform density, they are only accurate in the 

SAXS regime. The program GASBOR55 uses protein-like chains instead of beads, and can 

therefore be used for ab-initio modeling of WAXS data.

2.3 Diffuse Scattering from Protein Crystals

2.3.1 Crystal Diffraction—Crystals are characterized by a repeating structural unit, 

known as the unit cell. The unit cells are arranged in a 3D lattice with each cell having an 

origin

(76)

where aj are the lattice vectors, n = [n1 n2 n3], and nj are integers. The form factor of a 

crystal is derived by writing the coordinates of each atom relative to the origin of the unit 

cell to which it belongs (Equation 5 with rn,j → Rn + rj);
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(77)

where Fn(q) is the form factor of unit cell n, calculated relative to its origin, Rn. The square 

of the whole-crystal form factor is

(78)

In a perfect crystal, all of the unit cells are identical (Fn(q) = F(q)), allowing |F(q)|2 to be 

factored out. In a real crystal, the unit cells differ from one another. By defining the average 

form factor,

(79)

where N is the number of unit cells, Equation 78 can separated into two terms,

(80)

The first term, IBragg(q), is the intensity of a perfect crystal, where F(q) is replaced by the 

average, Fav.(q):

(81)

The second term, ID(q), is the diffuse scattering, which arises from the deviations of the 

form factors from their average values:

(82)
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Equation 81 is the basis of macromolecular crystallography, and further properties of this 

equation are derived below. The diffuse term will be discussed in Section 2.3.

Structure Factor of the Lattice: Equation 81 is the product of the square of the average 

form factor and a term which depends only on the crystal lattice:

(83)

where SN(q) is the lattice structure factor for N unit cells, defined as

(84)

At certain values of q, the terms add in phase with eiq·Rn = 1, implying

(85)

The values of q where this occurs can be found by introducing a reciprocal basis. The 

reciprocal basis vectors  have the property that

(86)

where δij is the Kronecker delta. The vectors  satisfying Equation 86 are

(87)

where vc is the unit cell volume, vc = a1 · (a2 × a3). The vectors  define a reciprocal lattice 

with nodes

(88)

where h = [h1 h2 h3], and hj are integers (the Miller indices h, k, and l). The dot product of a 

reciprocal lattice vector and a crystal lattice vector is found from Equations 76, 86, and 88,
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(89)

Comparing Equations 89 and 85, it is clear that eiq·Rn = 1 when q = Gh. In other words, 

scattered waves constructively interfere when the crystal is oriented so that a particular value 

q coincides with a node of the reciprocal lattice. This statement is equivalent to Bragg’s law.

The lattice structure factor depends on the shape of the crystal. For example, if the crystal 

consists of an array of N = N1×N2×N3 unit cells, the square of the structure factor is

(90)

The sum is a geometric series, which can be evaluated explicitly,

(91)

This function is sharply peaked at nodes of the reciprocal lattice and contains minor peaks, 

or fringes, between the nodes. Equation 91 has been used to describe the continuous 

diffraction of nanocrystals.56 When the number of unit cells is large, |SN(q)|2 approaches a 

series of delta functions centered on the reciprocal lattice nodes:

(92)

where  is the volume of a unit cell of the reciprocal lattice. Thus, the intensity for an ideal 

macroscopic crystal is

(93)

Equation 93 implies that Bragg diffraction allows for the measurement of |Fav.(q)|2 at nodes 

in the reciprocal lattice Gh.

Integrated Intensity of a Bragg Peak: In practice, macroscopic protein crystals have lattice 

defects that prevent the entire crystal from diffracting coherently according to Equation 93. 

However, Equation 93 still describes the diffraction for the parts of the crystal that do scatter 

coherently. In the kinematic theory of diffraction, the macroscopic crystal is approximated as 
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a collection of coherently scattering crystallites with slightly different orientations, known as 

mosaic blocks. It is also assumed that the crystal is “ideally mosaic”, meaning that no two 

mosaic blocks are perfectly aligned. Then, the diffraction from the entire crystal is the sum 

of IBragg(q) for each mosaic block. The misalignment of mosaic blocks causes the Bragg 

peaks to be less sharp than expected for a perfect crystal. However, the integrated intensity 

of a Bragg peak associated with the reciprocal lattice node Gh is the same as that of a 

coherently-diffracting crystal (Equation 93).

The exact expression for the integrated intensity depends on the details of the measurement. 

Typically, photon counts are accumulated on a detector while the crystal is rotated 

continuously around a fixed axis. If, for a given Bragg peak, the rotation axis is normal to 

the scattering plane defined by ŝ and ŝ′, the integrated intensity of the peak is

(94)

This equation is derived from Equation 93 by integrating δ(q–Gh) over the direction of the 

diffracted beam and the angle of the crystal (see Ref. 18). The geometric factor (sin 2θ)−1 is 

known as the Lorentz factor, L. When the rotation axis is not normal to the scattering plane, 

the Lorentz factor must be modified; however, it only depends on the geometry of the 

experiment, L = L(ŝ, ŝ′).

2.3.2 General Theory of Diffuse Scattering

Guinier’s Equation: In Section 2.3.1, we saw that the total intensity of an imperfect crystal 

can be separated into two terms: the Bragg term and the diffuse term (Equation 80). The 

derivation assumed that the arrangement of atoms in each unit cell is fixed. Here, we 

generalize the derivation by allowing the distribution of matter in the crystal to sample from 

a statistical ensemble. If the (grand canonical) ensemble average is denoted by 〈···〉, the 

diffuse scattering (Equation 82) is

(95)

(96)

Equation 96 is known as Guinier’s equation.57 It can be rearranged as

(97)
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Since F(q) is the Fourier transform of the electron density, the difference F (q) – 〈F (q) 〉 
appearing in Equation 97 can be interpreted as an electron density difference between that of 

the real crystal and that of a perfect crystal with each unit cell’s density replaced by the 

ensemble average.

Independent Unit Cells: An important special case of Equation 95 is where the 

arrangement of atoms in one unit cell is statistically independent of its neighbors, which 

implies

(98)

In this case, all terms with m ≠ n in Equation 95 will be zero, and the diffuse scattering is

(99)

One important property of Equation 99 is that the lattice sum completely disappears. Thus, 

when correlations do not cross the unit cell boundary, the diffuse scattering pattern is spread 

throughout reciprocal space. The pattern is cloudy in appearance and smoothly varying; as a 

consequence, it is relatively straightforward to separate diffuse scattering of this type from 

the Bragg peaks.

2.3.3 Harmonic Approximation—Disorder in a crystal that is caused by atomic motion 

is known as displacement disorder. In macromolecular crystallography, it is common to 

approximate displacement disorder using a three-dimensional Gaussian distribution for each 

atom,

(100)

where uj = rj – 〈rj〉 is the displacement of atom j from its average position. Here, the 

notational convention is that all vectors are column vectors, so that uTu is a scalar and uuT is 

a 3 × 3 matrix. Uj is the variance-covariance matrix of atomic displacements,

(101)

The mean squared displacement is . When refining a crystal structure, Uj 

may be determined along with the coordinate for each atom. In the context of 
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crystallographic refinement, the 6 unique elements of the 3 × 3 symmetric matrix Uj are 

known as the anisotropic displacement parameters (ADPs), and the mean squared 

displacement is usually given in terms of the isotropic B-factor, .

If the atoms in a crystal undergo thermally excited motions in a harmonic potential, their 

positions obey a Gaussian distribution, and Equation 100 is exact. However, protein 

dynamics at ambient temperature are characterized by diffusion on a complex free energy 

landscape,58 and hence the harmonic model does not apply, except perhaps at local minima. 

Even so, the Gaussian distribution implied by the harmonic model can be used to 

approximate the true distribution of atomic positions. The reason Equation 100 is useful is 

that it simplifies the ensemble average of phase factors,

(102)

Comparing Equations 101 and 102, the harmonic approximation implies

(103)

Thus, the ensemble average of the form factor (Equation 77) is

(104)

where the index nj is shorthand for atom j in unit cell n, and

(105)

is the Debye-Waller factor for atom j. Equations 81 and 104 give the Bragg diffraction in the 

harmonic approximation,

(106)
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To calculate the diffuse scattering from Guinier’s equation (Equation 96) in the harmonic 

approximation, the ensemble average of the squared form factor is needed,

(107)

To calculate the average phase factors in Equation 107 using the harmonic approximation, 

we apply Equation 103,

(108)

where Vnjmk = 〈unj umk
T〉 is a 3 × 3 matrix giving the displacement covariances for each 

pair of atoms in the crystal. Finally, combining Equations 95, 104, 107, and 108, the diffuse 

scattering becomes in the harmonic approximation,

(109)

Equation 109 is the starting point for most of the diffuse scattering models in the literature.

Many of the factors appearing in Equation 109 can be determined by solving the structure 

using the Bragg diffraction (Equation 106), including the crystal lattice Rn, the average 

atomic coordinates, 〈rj〉, and the displacement parameters determining Tj (isotropic B-

factors and/or ADPs). The single exception is the factor {eqTVnjmkq − 1}, which is unique to 

diffuse scattering. This term is nonzero for any pair of atoms whose displacements are 
correlated.

When the displacements are small compared to the resolution, the exponential in Equation 

109 can be replaced by its Taylor expansion,

(110)

allowing the total intensity (Equation 80) to be written

(111)
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Here, IDi(q) is the ith-order diffuse scattering. The first order diffuse scattering is then equal 

to Equation 109 where only the first two terms in the Taylor expansion are retained,

(112)

Because of its mathematical convenience, Equation 112 is often the starting point for 

simplified analytical models.

The goal of collecting diffuse scattering data is to determine how motions are correlated in 

the crystal, information which is embodied by the variance-covariance tensor Vnjmk. 

However, it is impossible to determine this tensor directly from the data because it has an 

enormous number of elements: nine for every pair of atoms in the crystal. Thus, diffuse 

scattering must be interpreted with the aid of a dynamical model.

2.3.4 Models of Correlated Motion—In the following sections, we give several 

approximate forms of Vnjmk that have been used to interpret diffuse scattering.

Independent Unit Cells: When the diffuse scattering pattern is cloudy in appearance and 

not strongly correlated with the nodes of the reciprocal lattice, it is then assumed that the 

motions within a unit cell are independent of those in neighboring cells (Equation 98). 

Under this assumption, the covariance matrix is zero except when a pair of atoms belongs to 

the same unit cell,

(113)

where δnm is the Kronecker delta. Combining Equations 109 and 113, the diffuse scattering 

for independent unit cells in the harmonic approximation is

(114)

Independent Atoms: Similarly, the covariance matrix for independently vibrating atoms is

(115)

which can be combined with Equation 109 for the diffuse scattering,
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(116)

Although this model is quite simple, it underscores the point that all protein crystals with 

non-zero B-factors must generate some amount of diffuse scattering, even if correlated 

motions are insignificant. Intuitively, this must be the case because the total amount of 

scattering for a collection of atoms is constant; when B-factors decrease the intensity of 

Bragg peaks, these extra photons have to go somewhere else. This independent-atom 

contribution (which may be pulled out of the sum in Equation 109) is present in all diffuse 

scattering patterns as a smoothly varying background.

Independent Rigid Groups: In general, we do not expect atomic motion to be completely 

independent. Atoms interact with their neighbors through covalent bonds, electrostatic 

forces, and short-ranged effects such as hydrogen bonds and van derWaals interactions. 

When interactions within a group of atoms are strong, correlated motions can be modeled 

assuming the atoms move together as a rigid body. For example, the atoms in a protein side 

chain might be assumed to move in this way. Even an entire domain or unit cell might 

undergo small collective rotations and translations in the crystal.

The theory of rigid-body motion is important in conventional crystallography, where it is 

sometimes applied during structure refinement. In that context, it is known as TLS 
refinement (T, L, and S stand for translation, libration, and screw motion), which was first 

introduced by Schomaker and Trueblood in 1968.59 Crystallographic refinement must invert 

Equation 106 using a limited number of observations – an under-constrained problem that is 

prone to over-fitting. Each atom’s ADP has 6 parameters, and unless the resolution of the 

data is very good, there will not be enough information in the data to determine the ADPs. 

TLS refinement solves this problem by imposing a rigid-body model to increase the data-to-

parameter ratio. A single TLS group has 21 vibrational parameters, of which 20 can be 

determined from Bragg data, so as long as the number of atoms per group is greater than 3, 

the data-to-parameter ratio increases. TLS refinement is often applied in protein 

crystallography,60 where it is common to define entire domains as TLS groups,61 making it 

possible to refine ADPs even when the resolution is poor.

Briefly, we derive the TLS model of rigid-body motion. For an atom belonging to a rigid 

body, the fluctuations in position of the jth atom are

(117)

where t is a translation vector for the group, ℛλ is a rotation matrix for the group, and r̄j is 

the position of atom j when the group is stationary (this may be slightly different from 〈rj〉, 
defined earlier). The rotations may be parameterized by a vector λ pointing along the 
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instantaneous rotation axis with a magnitude equal to the rotation angle. For small rotations, 

Equation 117 can be written

(118)

where the cross product matrix [r]× for a vector r = [x, y, z] is

(119)

If atoms j and k belong to the same group, their displacement covariance matrix can be 

written using the covariances of the translation vector, t and the rotation vector, λ, according 

to Equation 118,

(120)

To simplify the notation, three matrices are defined; T ≡ 〈t tT〉, L ≡ 〈λλT〉, and S ≡ 〈λtT〉. 
For a pair of atoms belonging to a TLS group labeled by the index α, Equation 120 is

(121)

where I3 is a 3 × 3 identity matrix, and Σα is a 6 × 6 positive semidefinite matrix,

(122)

In TLS refinement, the Debye-Waller factor (Equation 105) is replaced by

(123)

and the elements of T, L, and S are optimized to fit the Bragg data as closely as possible.

Meisburger et al. Page 34

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Rigid-body motion gives rise to diffuse scattering. In general, it is necessary to account for 

the correlation between motions of atoms j and k when they belong to separate groups. 

When atoms j and k are in groups α and β, respectively, these correlations are determined by 

matrices such as 〈 〉.62 The simplest assumption is that the groups are independent,5 so 

that Vjk = 0 for this atom pair. It follows that the diffuse scattering from the rigid groups is 

additive,

(124)

where  is the diffuse scattering calculated for atoms belonging to group α (Equation 

114),

(125)

Equation 125 takes a particularly simple form when the the motion is purely translational, 

because  is the same for every atom in the group. Then, the diffuse scattering from 

that group is

(126)

where 〈Fα(q)〉 is the average form factor of the group (including the Debye-Waller factors). 

Since in this case the Debye-Waller factors are the same for all atoms in the group, 

, they can be factored out of the average form factor,

(127)

Liquid-like Motion: One of the first diffuse scattering models developed for protein crystals 

was the liquid-like motion model, proposed by Caspar et al. in their pioneering study of 

crystalline insulin3 and later generalized.63,64 The three fundamental assumptions of the 

model are:
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1. Atomic displacements can be described by the harmonic approximation, with a 

variance-covariance tensor, Vnjmk, that is a function of the vector between the 

atoms j and k,

(128)

where 〈rnj〉 = Rn + 〈rj〉 is the average position of atom j.

2. Vnjmk decays to zero as the length of Δrnjmk increases.

3.
Each atom’s displacements are isotropic, so that 

With these assumptions, the functional form of Vnjmk can be defined as,

(129)

where Γ(Δr) is the correlation function, which equals 1 when Δr = 0. The diffuse scattering 

for the general liquid-like model is

(130)

In diffuse scattering studies to-date, various approximations to Equation 130 have been 

applied. Assuming that all atoms have the same displacements, , Caspar et al.3 

applied the first-order scattering approximation (Equation 112) to Equation 130 to obtain the 

approximation

(131)

Equation 131 can be written in a more intuitive form if the atoms in the crystal are assumed 

to be point-like, so that the unperturbed electron density can be approximated as a sum of 

delta functions, ρ0(r) ≈ Σnj Zjδ(r − rnj), which implies fj(q) ≈ Zj. With this approximation, 

the double sum in Equation 131 can be written,
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(132)

where (ρ0 ★ ρ0)(r) is the Patterson function of the unperturbed crystal with point-like 

atoms, and ℱ {···} denotes the Fourier transform. According to Equation 132, the 

correlation function acts as an envelope of the Patterson function, suppressing features at 

large distances. Applying the convolution theorem to Equation 132, we obtain

(133)

where Γ̂ (q) is the Fourier transform of the correlation function, Γ (r). Equation 131 for the 

diffuse scattering is

(134)

Note that the structure factor of the unperturbed crystal can be written as a sum of delta 

functions (Equation 92), as follows

(135)

Then, Equation 134 can alternately be expressed,

(136)

Equations 134 and 136 are the two most common representations of the liquid-like model.

The correlation function Γ(r) is usually modeled as a sum of exponentials, characterized by 

correlation lengths γl,
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(137)

The Fourier transform of Equation 137 is

(138)

Anisotropic correlation lengths can also be modeled,64

(139)

where λl is a 3 × 3 matrix that generalizes the correlation length in three dimensions (its 

eigenvalues being the correlation lengths along 3 orthogonal directions). The Fourier 

transform of Equation 139 is64

(140)

Normal Modes: The normal modes model is a logical extension of the harmonic 

approximation of disorder in a crystal. The protein atoms are assumed to vibrate collectively 

around their equilibrium positions in a harmonic potential. The instantaneous displacements 

of all N atoms in the crystal are represented by a vector u(t) of length 3N. The general 

solution to this physics problem is a sum of 3N normal modes, vα, with time-dependent 

coefficients, cα(t), such that

(141)

where M is matrix with atomic masses along the diagonal. The displacement covariance 

matrix is then

(142)
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Averaged over time in thermal equilibrium, the normal modes are uncorrelated, so 〈cαcβ〉 = 

0 unless α = β. Invoking the equipartition theorem of classical statistical mechanics, the 

matrix elements are

(143)

where ωα is the vibrational frequency of normal mode α. Thus, equation 142 can be written,

(144)

Equation 144 shows that the normal modes are eigenvectors of the mass-weighted 

covariance matrix with eigenvalues .

In the next section, the thermally excited normal modes (Equation 144) are used to derive 

the lattice vibration model of diffuse scattering, and the frequencies in this case are 

physically meaningful: they relate to the propagation of acoustic waves in the crystal 

through the dispersion relation. However, as discussed in Section 2.3.3, Equation 144 is not 

a good model for the collective motions of proteins at room temperature, since protein 

dynamics are generally not harmonic.58 Instead, the normal mode model is used as an 

orthonormal basis in which to represent the true conformational ensemble. Viewed in this 

way, the normal modes are useful as a convenient representation of the important 
conformational subspace of V.65 Thus, the true eigenvectors of V are not the normal modes, 

but they may be approximated by linear combinations of the normal modes derived from a 

harmonic potential. Assuming the eigenvectors of V are linear combinations of the first M 
normal modes, the displacement covariance matrix (Equation 142) is equivalent to

(145)

where 〈σασβ〉 is an M × M matrix of correlation coefficients, which need not be diagonal. 

Equation 145 was first proposed by Mizuguchi et al. 63 as a way to co-refine Bragg 

diffraction and diffuse scattering data; the intensities are calculated by combining Equation 

145 with Equations 106 and 114, and the coefficients 〈σασβ〉 are varied to improve the fit. 

Much like TLS refinement, normal mode refinement reduces the number of degrees of 

freedom in the ADPs when M is small. Compared with the independent rigid-body and LLM 

models for diffuse scattering, Equation 145 has the advantage that arbitrarily complex 

correlations may be included.
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Lattice Vibrations: The small-scale features in diffuse scattering patterns, which 

correspond to long-ranged correlations in the crystal, can be predicted using lattice vibration 

models. In these models, internal protein degrees of freedom are typically neglected, and 

only unit cell translational motions are considered. Then, the covariances are the same for 

pairs of atoms belonging to the same unit cell, Vnjmk = Vnm. The motions are also assumed 

to be small, so that the first-order diffuse scattering formula can be used,

(146)

A normal mode vibrational model is applied to calculate the covariance matrix, Vnm, using 

Equation 144,

(147)

where vnα is the component of normal mode α associated with the displacement of the 

atoms in unit cell n. The normal modes in this case are longitudinal and transverse 

displacement waves in the crystal,

(148)

where Qα is the wavevector of mode α, and 1α is a unit vector along the polarization 

direction of the wave (perpendicular to Qα for transverse modes, and parallel to Qα for 

longitudinal modes). The frequency ωα is a function of Qα according to the dispersion 

relation for the crystal. Using Equation 148 in Equation 147, the diffuse scattering is

(149)

(150)

where Equation 150 was derived from Equation 149 by replacing the lattice sum by a delta 

function (see Equation 92).
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When q is close to one of the reciprocal lattice nodes Gh, long-wavelength vibrations are the 

dominant contributors to the diffuse scattering (modes with small Qα). Equation 150 with 

Qα ≪ q is approximately66

(151)

where 1h is a unit vector in the direction of the lattice node Gh. For long-wavelength 

vibrations, a linear dispersion relation is expected with ω ≈ vQ, where v is the speed of 

sound. Therefore, Equation 151 describes a halo that is is sharply peaked underneath the 

Bragg reflection and decays as Q−2, a well-known result for thermal diffuse scattering. 

Equation 151 with ωα ∝ |q − Gh| is

(152)

It is interesting to note the similarity between Equation 152 for lattice dynamics and 

Equation 136 for liquid-like motions. If Γ is chosen with a correlation length that is much 

longer than the unit cell dimension, the intensity near a Bragg peak decays as Γ̂(q near Gh) 

≈∝ |q-Gh|−4 according to Equation 138. This decay is much steeper than would be expected 

for vibrational modes with a linear dispersion relation (Equation 152). Alternate functional 

forms for Γ have been devised with the property that Γ̂(q near Gh) ≈∝ |q-Gh|−2, so that 

diffuse scattering from lattice vibrations can be modeled approximately within the LLM 

formalism.64

Elastic Deformation: The characteristic Q−2 decay of the diffuse scattering near the Bragg 

peaks has been observed in diffraction images of RNase crystals, and the scattering was 

attributed to acoustic vibrations.67 This interpretation was later confirmed by lattice 

dynamics simulations.68 However, Bragg peak halos can also result from static disorder.69 In 

fact, the Q−2 decay that characterizes acoustic vibrational scattering is not unique to that 

model; a Q−2 decay can also be caused by lattice deformation around crystal defects, known 

as Huang scattering.69,70 The importance of Huang scattering for protein crystals has not yet 

been determined. However, we note that protein crystals tend to have a high defect density.71 

Thus, we urge caution when attributing Bragg peak halos to acoustic motions.

2.3.5 Interpretation of Data

Data Collection: Diffuse scattering measurements to date have been collected using setups 

designed for MX with minor modifications. In the basic MX setup, the crystal is held in a 

loop or capillary and placed in a well-collimated and monochromatic X-ray beam. An area 

detector is placed at an appropriate distance from the crystal in order to record the highest 

resolution reflections, while ensuring that neighboring Bragg peaks do not overlap. A 

beamstop is placed between the crystal and the detector. The position of the beamstop is 
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chosen to be as close as possible to the crystal in order to reduce scattering from air, but far 

enough away so that it does not block the low-angle reflections. During the X-ray exposure, 

the crystal is rotated continuously around a fixed axis. The optimal rotation range per X-ray 

exposure has been estimated to be approximately half the crystal’s mosaicity when modern 

detectors are used.72

In standard MX experiments, it is common for the crystal to be cryo-cooled to temperatures 

of ~ 100 K. The formation of ice is prevented by cooling rapidly, often with the aid of 

cryoprotectants introduced during crystal growth or after harvesting. Cryo-cooling mitigates 

radiation damage effects and facilitates the storage, transportation, and handling of 

crystals.73 Rapid cryo-cooling traps a dynamic molecule in a glass-like state, arresting large-

scale motion. Nonetheless, diffuse scattering can be observed from cryo-cooled 

crystals. 66,74 However, significant effects of cryo-cooling on conformational equilibria have 

been observed.75,76 In addition, differential contraction during cooling places strain on the 

crystal lattice, and can increase the apparent mosaicity of the crystal.77 When the mosaicity 

is large, it becomes difficult to separate Bragg peaks from the diffuse scattering. Diffuse 

scattering from cooling-induced lattice strain may also be significant. For these reasons, it 

makes sense to measure diffuse scattering at ambient temperatures when possible.

Before modern cryo-cooling techniques were developed, ambient temperature data 

collection was the norm. Today, ambient temperature data collection has seen a resurgence 

in popularity as crystallography is increasingly used to obtain dynamic information.76,78 In 

addition, the development of X-ray free electron lasers (XFELs) has enabled damage-free 

data collection without cryo-cooling; when the crystal is illuminated by an intense 

femtosecond pulse from an XFEL, diffraction occurs before the onset of radiation damage, a 

phenomenon known as diffraction before destruction.79

MX beamlines are designed for detecting Bragg peaks, which are recorded along with the 

crystal’s diffuse scattering as well as background scattering from the solvent, the sample 

holder, and air in the beam path. When integrating MX data, the scattering near each peak is 

subtracted, and therefore the physical origin of the background is not a concern. In diffuse 

scattering, however, it is important to completely understand and mitigate background 

scattering when possible. Modifications to the setup and data collection protocols include 

minimizing the amount of solvent around the crystal, choosing a low-background sample 

environment such as a helium tunnel,80 and measuring and subtracting the background 

scattering that remains.6

The X-ray detector is a key component in a diffuse scattering measurement. The ideal 

detector would have zero noise, high efficiency, uniform response, high dynamic range, and 

a sharp point-spread function that decays rapidly to zero. Pixel-array detectors (PADs), 

developed recently, are ideal detectors for both MX and diffuse scattering.81 Older 

technologies, such as charge-coupled devices (CCDs), image places (IPs), and X-ray film, 

have significant drawbacks. However, under certain conditions they can all been used 

successfully for diffuse scattering measurements. For example, although commercially-

available CCDs suffer from an artifact known as “blooming” 80,82 – where excess charge 

bleeds into pixels surrounding intense Bragg peaks, overwhelming the diffuse signal – 

Meisburger et al. Page 42

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



diffuse scattering has been measured using a CCD that was modified to reduce blooming at 

the expense of dynamic range.82

Data Processing and Visualization: A handful of software packages have been developed 

for diffuse scattering data processing. Lunus82–84 is the most comprehensive software 

package for protein diffuse scattering that is currently available. Custom software is also 

commonly used, as well as routines developed for materials science80 and XFEL data 

processing.85

Qualitative features in this diffuse pattern may reveal the types of disorder that are present. 

Therefore, visual inspection of the data is an important first step. However, diffuse patterns 

are not always obvious in diffraction images. Historically, very long exposures were used, 

compared with standard MX, to make the diffuse pattern clearly visible. With modern 

detectors, overexposing each frame is no longer necessary, however some amount of image 

processing or averaging may be required to observe the signal above the background and 

noise. For example, a mode filter can be applied to each diffraction image, where the 

intensity of each pixel is replaced by the most common value (the mode) among all pixels 

within the moving window.82,83

Every pixel on the detector can be mapped into the 3D reciprocal space of the crystal by 

indexing the Bragg peaks using standard MX software. Those pixels which fall within an 

appropriate range of a reciprocal lattice node are masked out, so that the remaining pixels 

contain only non-Bragg scattering. At this stage, one usually subtracts the instrumental 

background and corrects for geometric effects such as solid angle and polarization (Equation 

157). The corrected intensity values are proportional to the diffuse scattering of the crystal 

(Equation 96) plus isotropic sources of background such as solvent scattering and Compton 

scattering. The isotropic component of the diffuse scattering and the background can be 

subtracted by taking the average scattering in annular rings of constant |q|. What remains is 

the anisotropic component of the diffuse scattering, which is most relevant to correlated 

molecular motion.

Once the rotation images are processed to isolate the diffuse scattering, the next step is to 

merge the data in 3D. Several strategies for scaling, merging, and symmetry averaging have 

been developed (discussed in Section 4.3.1). Software packages for merging rotation data 

include Lunus82,84 and XCAVATE.80,86 Software for merging XFEL data in 3D has also 

been described.85 The 3D diffuse maps can be visualized using 2D slices through reciprocal 

space,85,86 Mercator projections of spherical surfaces of constant |q|,1,64,83 and 3D 

isosurface renderings.1,84,87

Modeling Diffuse Scattering: To interpret diffuse scattering data quantitatively, two 

approaches have been used: predictive modeling, and model fitting.

In the predictive modeling approach, a dynamical model is used to simulate the diffuse 

scattering through Equation 96, 109, or 112. Typically, two or more predictive models are 

compared with the data to determine which model gives the best agreement. This approach 

is suitable for models based on first-principles, such as molecular dynamics simulation, or 
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models which are fully-constrained by the Bragg data, such as uncorrelated rigid-body 

motions from TLS refinement. Given a structural ensemble represented by a set of Protein 

Data Bank (PDB) atomic coordinate files, the program phenix.diffuse 74 can be used to 

calculate 3D diffuse scattering maps using Guinier’s equation (Equation 96).

In the model fitting approach, the covariance matrix Vnjmk is approximated analytically 

using a small number of free parameters, and Equation 109 or 112 is fit to the data. The 

LLM model (Equation 134) is most often applied in this context, since it can be calculated 

efficiently using Fourier-based convolution (such as fftlt in Lunus84). Depending on the form 

of the correlation function, isotropic internal motions (Equation 138) or anisotropic lattice-

coupled motions (Equation 140) can be fit to the data. Effective normal modes (Equation 

145) have been proposed as an alternative to LLM for fitting more complex correlated 

motions.63

3 Solution X-ray Scattering

3.1 Allosteric Enzymes

Biology is a complex interplay of many competing processes, and thus, it is no surprise that 

the activities of countless enzymes are heavily regulated. A particularly important form of 

regulation is protein allostery. Much like a thermostat that controls the temperature of a 

room, allosteric enzymes are able to sense changes in the environment by coupling a signal, 

such as the binding of a ligand at one intramolecular site, to a change in activity at the 

catalytic site. The resulting change in activity may be mediated by structural changes, as we 

will discuss here, or they may involve changes in fluctuations, as will be discussed in 

Section 4.1. Allosteric enzymes play a major role in controlling the fluxes of metabolites 

and are thus often found at key junctions in biochemical pathways. These remarkable 

enzymes are also interesting from an evolutionary perspective, as certain structural motifs 

and regulatory strategies recur across different proteins and organisms.

In many of these enzymes, allosteric regulation involves large shifts in quaternary and 

tertiary structure upon changes in activity, and these gross conformational changes are 

perfect targets for investigations by SAXS. For example, these enzymes often exist as 

mixtures of species that are challenging to separate and structurally characterize. SAXS is a 

powerful method for quantitatively deconvoluting such dynamic equilibria and for 

determining changes in oligomerization state or subunit stoichiometry.88 In this section, we 

will discuss three examples of allostery with particular attention given to the role that SAXS 

has played in their characterization. In the first, we will examine common evolutionary 

strategies used in the regulation of aromatic amino acid biosynthesis and degradation. We 

will then discuss aspartate transcarbamoylase, an important protein in the pyrimidine 

biosynthesis pathway and a classic example of protein allostery that has been particularly 

well characterized by SAXS. Finally, we will discuss recent insights into the complex 

allosteric regulation of ribonucleotide reductases, the family of enzymes responsible for 

synthesizing the building blocks of DNA.

3.1.1 Allosteric Regulation of Aromatic Amino Acids—The production and 

derivatization of aromatic amino acids (AAAs) are major biochemical processes subject to 
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allosteric control. In addition to being essential for protein biosynthesis in all living cells, the 

AAAs, L-tryptophan (Trp), L-phenylalanine (Phe), and L-tyrosine (Tyr), are precursors for 

various natural products in plants and microorganisms as well as neurotransmitters in 

animals.89,90 The pathways responsible for AAA metabolism involve many enzymatic steps 

and multiple branching points, making regulation essential for maintaining the correct 

intracellular levels of each AAA. To that end, a variety of allosteric mechanisms have 

evolved in different organisms to control these pathways. Despite incredible diversity in the 

details of this regulation, however, certain strategies recur throughout these pathways. Here, 

we will discuss SAXS studies of allosteric enzymes involved in the biosynthesis of AAAs in 

plants and microorganisms as well as those involved in the digestion of AAAs in animals. 

Particular attention is given to a common regulatory motif known as the ACT domain.

The ACT domain was first observed in E. coli 3-phosphoglycerate synthase (PGDH) as a 

ligand-binding domain with a βαββαβ topology that is responsible for allosteric inhibition 

by the amino acid serine.91 A bioinformatics study based on iterative PSI_BLAST searches 

later revealed the prevalence of this motif in amino acid metabolism, leading to the 

classification of this family as the “ACT domain” after three of the members: aspartate 

kinase, chorismate mutase, and TyrA or prephenate dehydrogenase,92 where the latter two 

enzymes are directly involved in AAA biosynthesis. ACT domains and other ACT-like 

domains have since been found in a host of other enzymes often linked to the N- or C-

terminus of a separate catalytic domain.93 Despite their generally low sequence identity, 

ACT domains are identifiable by topology and most importantly, their tendency to self-

associate upon ligand binding. This interaction between ACT domains often leads to major 

structural rearrangements and is therefore key to eliciting allosteric responses.94 In recent 

years, SAXS has emerged as a particularly useful tool for characterizing these 

conformational changes.

3.1.1.1 Biosynthesis of Aromatic Amino Acids: The biosynthesis of the AAAs (Phe, Tyr, 

and Trp) begins with the shikimate pathway. Used by bacteria, fungi, and plants, this 

pathway is responsible for the production of chorismate (Figure 2, blue pathway), the 

common precursor for the AAAs and other aromatic compounds. Because this pathway is 

not found in animals, it is a potential target for the development of antimicrobial agents and 

herbicides.95,96 The first committed step of the shikimate pathway is the condensation of 

two primary metabolites from glycolysis and the pentose phosphate pathway, 

phosphoenolpyruvate (PEP) and D-erythrose 4-phosphate (E4P), to form 3-deoxy-D-

arabino-heptulosonate 7-phosphate (DAHP). The enzyme responsible for catalyzing this 

reaction and thereby directing the carbon flux into the shikimate pathway is DAHP synthase. 

Once chorismate is produced as the final product of the shikimate pathway, the enzymes 

anthranilate synthase (AS) and chorismate mutase (CM) respectively act as branching points 

for the Trp and Phe/Tyr biosynthetic pathways (Figure 2, orange and green pathways). The 

downstream dehydratase and dehydrogenase enzymes then act as branching points for Phe 

and Tyr biosynthesis (Figure 2, orange pathway). Many of these branch-point enzymes are 

under allosteric control by the AAAs (Figure 2, black dotted lines).

Currently, the AAA biosynthetic enzyme that is best characterized by SAXS is DAHP 

synthase. DAHP synthases are often tightly regulated as they serve as entry points into the 
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shikimate pathway from primary metabolism, where the main mechanism for the control of 

carbon flow is feedback inhibition of the enzyme by the three end-product AAAs.97 All 

DAHP synthases have a conserved (β/α)8 barrel core structure, which on its own is 

unregulated. Depending on the host organism and isoform, the enzyme can have additional 

structural elements that allow members of this family of enzymes to employ various 

regulatory mechanisms.

Most notably, Parker and colleagues have investigated DAHP synthases from various species 

by combining X-ray crystallography with SAXS data generated by in-line size exclusion 

chromatography (SEC). SEC-SAXS allows separation of components in solution by size 

prior to exposure to X-rays. In this way, the common problem of aggregation prevalent in 

many protein solutions is obviated, as high order species should elute earlier than the species 

of interest. Moreover, SEC-SAXS allows for a more robust background subtraction, as 

buffer exchange occurs directly on the column. As will be discussed in Section 3.1.1.2, SEC-

SAXS can also generate data that are amenable to mathematical deconvolution methods 

even in cases where multiple species cannot be resolved chromatographically. In the studies 

by Parker and colleagues discussed here, SEC-SAXS is used to generate high quality data 

that is then directly compared with theoretical scattering from crystal structures.

In one study, SEC-SAXS was utilized to investigate the type Iα DAHP synthase from 

Neisseria meningitides. Type Iα DAHP synthases contain the core structure common to all 

DAHP synthases and additionally have an N-terminal extension consisting of a β strand and 

two α-helices as well as an insertion of a two-stranded β-sheet.98 In Escherichia coli, there 

are three isoforms, each of which is sensitive to one of the three AAA end products. By 

contrast, the N. meningitides genome encodes for a single type Iα DAHP synthase, which is 

sensitive to all three AAAs, with Phe having the most potent inhibitory effect.99 The identity 

of a residue in the inhibitor-binding site plays an important role in determining the inhibitor 

selectivity. In the N. meningitides enzyme, mutating this residue, Ser213, to Gly (S213G) 

effectively changes the inhibitor selectivity from Phe to Tyr. Interestingly, the SAXS profiles 

were nearly superimposable for both the wild-type protein and the S213G mutant in the 

absence and presence of inhibitors, indicating that inhibition is not accompanied by 

conformational changes.99 The mechanism of allostery was thus proposed to involve a 

change in protein dynamics rather than structure.

By contrast, large conformational changes were observed in the type Iβ DAHP synthase 

from Thermotoga maritima (TmaDAHP synthase). TmaDAHP synthase is predominantly 

inhibited by Tyr and contains an N-terminal ACT domain flexibly linked to the catalytic 

core. Crystal structures from multiple groups establish the role of the ACT domain in both 

stabilizing and regulating the enzyme.100,101 A crystal structure of an “open” homotetramer 

was obtained in the absence of Tyr, where the ACT domains are not interacting and the 

entrances to catalytic sites are accessible100 (Figure 3A, inset). Removal of the ACT 

domains generated a dimeric form that was active yet completely unregulated by Tyr.101 

Consistent with this result, co-crystallization of the full-length TmaDAHP synthase with Tyr 

led to a “closed” structure, in which two molecules of Tyr are bound at the interface of two 

ACT domains interacting like clasped hands, with the β-sheets arranged face-to-face (Figure 

3B, inset). Allosteric inhibition by Tyr thus entails an overall conformational change in 
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which a pair of ACT domains dimerize across each side of the tetrameric assembly, 

obstructing entrance to the catalytic sites.101 The binding of ligands at the interface of 

multiple ACT domains is a hallmark of this domain’s unique form of allosteric control.94,101 

The formation of such a ligand-bound state requires only two opposing ACT domains that 

are flexibly linked to the enzyme, and thus this regulatory element is optimal for modular 

addition to a variety of proteins.

Using SEC-SAXS,101 Cross et al. further demonstrated that the crystallographically 

observed structural changes also occur in solution. First using CRYSOL,2 they showed that 

the experimental profile of TmaDAHP synthase obtained in the absence of Tyr (Figure 3A, 

black) was in remarkable agreement with the theoretical profile of the open structure (Figure 

3A, blue), whereas the theoretical profile of the closed structure showed a poor fit (Figure 

3A, orange). Conversely, the closed structure showed a much better fit to the experimental 

profile obtained in the presence of Tyr than the open structure (Figure 3B). Although the 

single-component fits to the experimental profiles were convincing, Cross et al. further 

estimated the fraction of each population in solution by fitting linear combinations of the 

theoretical profiles of the open and closed structures to the experimental profiles. Using the 

program OLIGOMER,102 they found that the scattering obtained in the absence of Tyr was 

consistent with ~90% of the protein adopting the open form and ~10% adopting the closed 

form. Upon addition of Tyr, the scattering becomes consistent with ~80% of the protein in 

the closed, inactive form. Although the usage of multi-component fits should be justified 

with additional evidence for the number of species in solution, such a quantitative analysis 

exemplifies one of the advantages of SAXS over other structural methods. This study also 

demonstrated that SAXS can differentiate between the open and closed states of this 

enzyme, motivating further studies that would be difficult with crystallography alone.

Parker and colleagues later adapted their SAXS-based approach to a number of TmaDAHP 

synthase constructs of interest. In one study, several mutants of TmaDAHP synthase were 

biochemically assayed, and their structural responses to the inhibitors Tyr and Phe were 

characterized via SEC-SAXS and OLIGOMER analysis.102 In this way, Cross and Parker 

were able to differentiate mutations that weakened inhibition by favoring the open state 

versus those that altered the binding affinity of inhibitors.103 In a particularly interesting 

study, Cross et al. generated a chimeric DAHP synthase by combining the catalytic domain 

of the normally unregulated Pyrococcus furiosus enzyme with the ACT domain of the T. 
maritima enzyme (Figure 4, inset). Not only was this chimeric protein inhibited by Tyr like 

the wild-type TmaDAHP synthase, but a similar structural response was observed by 

crystallography and SAXS in the presence of inhibitor (Figure 4). Thus, it was concluded 

that without any altering of the catalytic domain, transfer of an ACT domain was sufficient 

to induce allosteric control on a normally unregulated protein. This finding provides further 

evidence for the modularity and adaptability of the ACT domain.104

Like DAHP synthase, other enzymes in AAA biosynthesis are tightly regulated (Figure 2, 

dotted) and worth investigation via SAXS. Some of these have already been studied via 

SAXS.105,106 However, for many of these enzymes, these investigations have only just 

begun, and further exploration with more advanced SAXS techniques is likely to be fruitful 

in the coming years. A particularly promising area is in the investigation of protein-protein 
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interactions in the pathway, such as those of DAHP synthase and chorismate mutase (CM). 

In a recent example, complex interplay was reported between CM and DAHP synthase of 

Geobacillus sp. In this species, DAHP synthase exists as a fusion protein with an N-terminal 

CM domain and is allosterically inhibited by prephenate, the product of CM.107 SAXS 

studies revealed that a tighter association between the dimeric CM domains and the 

tetrameric DAHP synthase domains forms upon binding of prephenate, thus disrupting 

DAHP synthase function by occluding the active site.107 Namely, Guinier analysis showed a 

subtle decrease in the radius of gyration Rg from 36.5 ± 0.4 Å to 34.8 ± 0.6 Å in the 

presence of prephenate. Evidence for compaction was also seen in the Kratky plots (Figure 

5, blue to orange). Here, upon binding of prephenate, the main peak shifts to the right, 

indicative of a decrease in molecule size.

Another notable example of unique protein-protein interactions in AAA biosynthesis is the 

interaction between type II DAHP synthase of Mycobacterium tuberculosis (MtuDAHP 

synthase) and the cytoplasmic chorismate mutase (MtuCM).108–110 MtuDAHP synthase is 

unusual in that it is inhibited synergistically by combinations of AAAs, yet no structural 

changes are observed by SAXS, suggesting that inhibition of this enzyme may involve a 

change in dynamics.108,109 Furthermore, MtuDAHP synthase acts as an allosteric activator 

for MtuCM, which on its own is a poor catalyst. To determine if inhibition of MtuDAHP 

synthase can alter its interaction with MtuCM, Munack et al. examined the enzyme complex 

in the presence of AAAs using multiple techniques, including SAXS and SEC-coupled 

multi-angle light scattering (SEC-MALS). Interestingly, addition of Phe and Tyr led to the 

dissociation of MtuCM from MtuDAHP synthase and subsequent deactivation of both 

enzymes. 109 This result makes particular sense when one considers that chorismate mutase 

is the enzyme that acts on the end product of the shikimate pathway and is located at the 

branch point between the biosynthesis of Trp and Tyr/Phe (Figure 2). Notably, the 

dissociation of the complex was observed via SEC-MALS but not SAXS, which was 

performed on an equimolar 20 μM sample of MtuDAHP synthase and MtuCM. Specifically, 

the scattering from this sample closely resembled the theoretical scattering calculated from 

the crystal structure of the heterooctameric complex. The authors attributed the apparent 

lack of dissociation in the SAXS sample to the high protein concentration, which favors 

complexation even after addition of inhibitors. However, it is important to note that MtuCM 

is only 20 kDa, an order of magnitude smaller than the 207 kDa MtuDAHP synthase, and 

thus detection of dissociation is challenging with one experiment performed at a single 

protein concentration. Indeed, SEC-SAXS can be helpful in similar situations by enabling 

study at lower concentrations or by separating complexes from individual subunits.

3.1.1.2 Aromatic Amino Acid Hydroxylases: The three AAAs serve as important 

precursors to neurotransmitters in animals. However, because animals lack the AAA 

biosynthetic enzymes of the shikimate pathway, Phe and Trp must be obtained from diet, 

while Tyr can be obtained as a byproduct of Phe catabolism.90,111 A family of pterin-

dependent hydroxylase enzymes controls the levels of the three AAAs by directing them 

towards the synthesis of neurotransmitters, such as dopamine and seratonin (Figure 6). 

Interestingly, all eukaryotic enzymes from this family contain ACT domains. In particular, a 

regulatory ACT domain is found in mammalian phenylalanine hydroxylase (PheH), a non-
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heme Fe-dependent enzyme that uses tetrahydrobiopterin to convert Phe to Tyr. The ACT 

domain has long been known to be required for allosteric activation of the enzyme by excess 

levels of Phe.112 Proper regulation of PheH activity is essential for maintaining safe levels of 

Phe in the blood, and mutations in the gene encoding PheH cause the genetic disorder 

phenylketonuria. Because of its medical importance, PheH has been studied extensively 

using the tools of structural biology.113 Yet full-length crystal structures have been 

notoriously difficult to obtain, likely because of the protein’s flexible multi-domain 

architecture. Thus, SAXS has played a critical role in revealing the mechanism of allosteric 

activation.

Recently, Arturo et al. succeeded in determining the first crystal structure of the full-length 

rat PheH, revealing a homotetramer in an open but inactive state114 (Figure 7). SAXS was 

then used to probe for any conformational changes that accompany allosteric activation. In 

the absence of Phe, the SAXS profile for rat PheH resembles the theoretical profile based the 

crystal structure, where missing residues were modeled in CORAL.28 At saturating Phe 

concentration, however, the scattering changed significantly,114 providing evidence for a 

major conformational change upon activation. This change in shape corresponded to a 

redistribution of major distances in the pair distance distribution function, whereas the 

maximum dimension of the enzyme remained unchanged.

In the crystal structure of the inactive PheH, the ACT domains are far apart from one 

another, and no obvious binding sites for Phe are observed114 (Figure 7). A similar crystal 

structure of the full-length PheH was obtained by Meisburger et al.115 Based on structures of 

other enzymes with ACT domains, it was proposed that allosteric activation would involve 

dimerization of these domains.116 Notably, several key residues are conserved between the 

ACT domains of PheH and prephenate dehydratase (PDT), an enzyme from the shikimate 

pathway (Figure 2).117 In PDT, Phe acts as an allosteric inhibitor, and the ACT domains 

form a side-by-side dimer with two molecules of Phe bound at the interface.118 The same 

arrangement was recently observed for the ACT-domain fragment of PheH bound with Phe 

by Zhang et al. using NMR119 and subsequently by Patel et al. using crystallography.120 In 

the latter study, SAXS experiments were also performed to determine the effects of Phe. 

Although the SAXS data show that the truncated construct is prone to heavy aggregation, it 

was concluded that the dimeric form seen in the crystal structure is preferentially stabilized 

by Phe,120 in accord with prior NMR and analytical ultracentrifugation studies.119,121,122

The question of allosteric activation in full-length rat PheH was approached by Meisburger 

et al. with advanced SAXS methods.115 Two types of SAXS experiments were performed. 

First, a Phe titration established that changes in the SAXS profile occurred in concert with 

the known activation thresholds for the enzyme (Figure 8A). Here, singular value 

decomposition (SVD) showed that activation was consistent with a cooperative, two-state 

transition (Figure 8B). Importantly, a similar cooperative transition was observed even when 

an active-site mutation (R270K) was introduced to prevent Phe-binding in the active site. 

Together with other biophysical data, these SAXS titration experiments demonstrated that 

allosteric activation involves cooperative Phe binding to a site other than the active site. 

Secondly, SEC-SAXS was performed in place of the basic flow-cell setup, both in the 

Meisburger et al. Page 49

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



absence of Phe and with Phe in saturating amounts. In both cases, SEC alone was not 

sufficient to separate the tetramer from aggregates.

To obtain the scattering profile of tetrameric PheH, Meisburger et al. adapted an SVD-based 

technique previously used in the field of chemometrics to separate overlapping absorption 

spectra (Figure 9A–B).123 In general, separation by SVD is possible because the SAXS 

profiles of components in solution add linearly, and the combined dataset can be treated as a 

matrix that can then be decomposed into scattering components that co-vary. This 

decomposition, however, is not unique, and the resulting scattering profiles may be linearly 

combined to yield an equally valid solution. Fortunately, chromatography data has the 

property that components elute sequentially, and in favorable cases, this is sufficient to 

determine the components uniquely. Taking advantage of this property, Meisburger et al. 
used Evolving Factor Analysis (EFA) to confirm that the broad peak obtained from SEC-

SAXS involved the sequential elution of two, overlapping peaks, which could then be 

separated computationally.

With the aggregation-free SAXS profiles determined by EFA, structural modeling was 

performed in SASREF46 using the maximum number of spherical harmonics in order to 

accurately model the wide-angle region of the scattering. The EFA-derived SAXS profile 

obtained in the absence of Phe was well described by the predicted scattering from a 

structural model derived from the inactive PheH crystal structures, in which the dimer-of-

dimer interface was slightly more expanded in solution. In contrast, the EFA-derived SAXS 

profile of the Phe-bound state instead was consistent with a model in which the ACT 

domains were rotated to interface with their diagonal partners in the tetramer crystal 

structure, as seen in structures of the isolated domains119,120 (9C). In this conformation, the 

N-terminal tail of PheH that directly precedes the ACT sequence cannot occlude access to 

the active site as observed in the crystal structures of the inactive state.114,115,124

Together with crystallography,114,115,120,124 NMR,119 and other biophysical 

methods,119,121,122,125 SAXS has provided direct evidence for a structural change 

accompanying allosteric activation in PheH,114,115 while also informing our understanding 

of the transition between states.115 The degree of cooperativity observed in the Phe titration 

experiments115 suggested that the transition between an inactive tetramer and active 

structure required no dissociation, in contrast to a previously suggested model in which the 

tetramer must dissociate into dimers upon activation.116 This position is supported by the 

expanded conformation noted in solution compared to the restricted crystal structure,115 

which would lessen the steric clash thought to be an issue for the rotation of the four ACT 

domains during activation.

3.1.2 Aspartate Carbamoyltransferase—Discovered over 50 years ago, E. coli 
aspartate transcarbamoylase (ATCase) – also known as aspartate carbamoyltransferase – 

serves as a paradigm of enzymatic characterization that has drawn heavily on SAXS 

techniques.15,126 ATCase catalyzes the first step of the biosynthetic pathway of pyrimidines, 

the carbamylation of aspartate by carbamoyl phosphate (CP) to produce carbamoyl aspartate 

and inorganic phosphate (Figure 10). The enzyme first provoked interest due to its complex 

regulation involving both its amino acid substrate and the eventual nucleotide products of the 
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pyrimidine biosynthetic pathway.127 The enzyme preferentially binds CP first and displays 

cooperative binding of aspartate upon initial binding of CP.128 ATCase is further regulated 

by the purine nucleotide adenosine triphosphate (ATP), which acts as an allosteric activator, 

and by the downstream pyrimidine products, cytidine triphosphate (CTP) and uridine 

triphosphate (UTP), which act in tandem as allosteric inhibitors (Figure 10). Structurally, 

regulation of this enzyme involves a twisting motion that is readily resolved by SAXS.

The regulation of ATCase has been described in the formalism of the MWC or concerted 
mechanism put forth by Monod, Wyman, and Changeux.129 Two major structural states of 

ATCase have been described, where allosteric inhibitors favor a less active “tense” or T-

state, and activators favor the more active “relaxed” or R-state. In this model, ligand binding 

to any catalytic subunit shifts the equilibrium to favor the R-state over the T-state, and all 

subunits cooperatively transition between the two states with no intermediates. Numerous 

investigations have been made over the past several decades to elucidate the details of 

ATCase regulation, and SAXS has been at the forefront of this effort because of its unique 

suitability for probing the structural transitions of ATCase.

3.1.2.1 Major Conformations of ATCase: Seminal biophysical studies on the quaternary 

structure of E. coli ATCase showed that the enzyme is a heterododecamer consisting of two 

trimers of catalytic subunits and three dimers of regulatory subunits.130–132 ATCase is 

predominantly in the T-state in the absence of ligands or in the presence of allosteric 

inhibitors, whereas binding of substrates shifts the equilibrium of ATCase to the R-state. The 

R-state can also be stabilized by the ligand N-phosphonacety-L-aspartate (PALA), a 

bisubstrate analog that mimics the reaction tetrahedral intermediate and thus acts as a potent 

competitive inhibitor for the natural substrates. An early SAXS study showed that the 

addition of PALA to ATCase leads to a subtle increase in Rg from 45.9 ± 0.5 Å to 48.4 ± 1.0 

Å that is accompanied by a significant shift in the peak position of the pair distribution 

function,133 indicative of a “swelling” in the overall shape of the enzyme.

Crystallographic studies by Lipscomb, Kantrowitz, and colleagues126,134,135 have shown 

that the transition from the T- to R-state is indeed accompanied by an opening in structure. 

Overall, ATCase consists of two catalytic trimers, which are stacked such that the active sites 

face the interior, and three regulatory dimers, which act as posts connecting the trimers. 

Whereas the CTP-bound structure (representing the T-state) is relatively closed with limited 

access to the active sites (Figure 11A),128,136 the PALA-bound structure (representing the R-

state) is open and displays a 12° rotation of one catalytic trimer relative to the other trimer, 

concomitant with a rotation of each of the three regulatory dimers about their two-fold axes 

by 15°137 (Figure 11B). The opening of the structure caused by this twisting motion leads to 

an overall elongation of about 11 Å along the molecular three-fold axis.126

Consistent with the dramatic subunit rearrangements observed crystallographically, the 

scattering profiles of ATCase undergo significant changes in shape in the mid- to high-q 
region with the addition of PALA.133 However, the changes in scattering could not be easily 

interpreted until the development of CRYSOL by Dmitri Svergun and colleagues in the 

mid-1990’s, which had enormous impact on the growth of SAXS as a structural biology 

technique.2 Interestingly, ATCase served as one of its first test cases. Using coordinates from 
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a T-state structure of ATCase, Svergun et al. showed that the experimental scattering from 

ligand-free enzyme can be successfully simulated by accounting for contributions from a 

hydration layer.2 The R-state was examined in a subsequent study. Unexpectedly, the 

positions of the subsidiary maxima and minima observed in the experimental scattering of 

the PALA-bound ATCase could not be matched by the simulated scattering of the crystal 

structure, even with the addition of a hydration layer in the calculation.138 It was thus 

proposed that PALA-bound ATCase is slightly more open in solution than depicted in the 

crystal structure and that crystal-packing forces not present in solution prevent the 

heterododecamer from adopting a more open conformation. Recent explicit solvent MD 

simulations of ATCase are consistent with an R-state that is more open than is seen in the 

PALA-bound crystal structure. 139 It is for this reason that in the SAXS literature, the 

PALA-bound crystal structure is often referred to as the Rcryst-state, to distinguish from the 

solution R-state.

3.1.2.2 Evidence for a Concerted Mechanism: Along with biochemical studies, SAXS 

played an important role in demonstrating that ATCase undergoes a cooperative allosteric 

transition between the two states. Many advanced SAXS studies came from Vachette and 

colleagues. In one notable study, Fetler et al. performed a SAXS experiment in which 

ATCase was titrated with increasing concentrations of PALA, leading to a shift from the T- 

to R-state. By generating a set of curves at various points in the transition, several important 

observations could be made. First, clear iso-scattering points were visible in the data, 

suggestive of a two-state transition (Figure 12A). Furthermore, the transition reached 

saturation at substoichiometric amounts of PALA, indicative of cooperative binding (Figure 

12B). Moreover, SVD analysis could be performed in a manner similar to that described in 

Section 3.1.1.2 for the PheH titration study by Meisburger et al. Using this model-

independent method, it was confirmed that the titration of ATCase with PALA could be 

explained with only two states, implying a single, concerted transition between the T- and R-

states.140,141

Evidence for a preexisting structural equilibrium was demonstrated in a later study by Fetler 

et al. Here, a mutant ATCase was investigated in which Asp236 was mutated to Ala 

(D236A) in the catalytic chains of the enzyme, weakening a catalytic-regulatory 

interface.142 The overall effect of this mutation was to destabilize the T-state, and as a result, 

the [T]/[R] ratio was shifted to heavily favor the R-state at room temperature in the mutant, 

even in the absence of ligand.143 SAXS measurements at increasing temperatures revealed 

the [T]/[R] ratio to be temperature dependent in a reversible manner, thereby indicating 

thermodynamic equilibrium between the two states.

In another approach, Kantrowitz and colleagues combined SAXS, crystallography, and 

advanced protein preparation methods to provide evidence for a concerted mechanism of 

cooperativity. The active-site residue Arg105 was mutated to Ala (R105A) to disrupt binding 

of substrate or the substrate analog PALA. Co-crystallization of the mutant enzyme in the 

presence of excess PALA led to a crystal structure of the T-state with no density for PALA, 

thus demonstrating that this mutation prevents binding of this ligand, which in turn prevents 

the transition from the T- to R-state. A hybrid enzyme was then constructed consisting of six 

wild-type regulatory domains, one wild-type catalytic domain, and five mutant catalytic 
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domains. SAXS comparison of solutions with and without PALA revealed that while an 

ATCase enzyme with only mutant catalytic domains remained in the T-state (Figure 13B), 

the hybrid enzyme with a single wild-type catalytic domain can undergo a transition to the 

R-state (Figure 13C).144 Although there remains some debate over whether the same 

conclusion can be made for the wild-type holoenzyme,145,146 this elegant experiment by 

Macol, et al. showed direct evidence of a concerted transition, where only a single PALA 

molecule was necessary to shift the [T]/[R] equilibrium heavily to the R state.

3.1.2.3 Effect of Allosteric Nucleotide Effectors: SAXS has also played a major role in 

probing the effects of the allosteric effectors CTP, UTP, and ATP on the T- to R-state 

transition of ATCase. Based on the concerted model of cooperativity, it was predicted that an 

allosteric inhibitor of the enzyme would act by shifting the structural equilibrium toward the 

T-state, while an activator would shift it toward the R-state. In their 1995 study, Fetler et al. 
performed a PALA titration experiment in the presence of the pathway product CTP at 

saturating concentrations.140 Importantly, SVD analysis indicated a two-state transition and 

that CTP shifts the saturation point to higher [PALA], indicating that CTP acts an inhibitor. 

A later study by Cockrell et al. demonstrated the importance of Mg2+ as a cation for the 

nucleotide effectors.147 In this work, it was shown that although CTP on its own can inhibit 

the enzyme, activity is restored with addition of physiological levels of Mg2+. Instead, the 

highest degree of inhibition was observed with the combination of the pathway products 

CTP and UTP in the presence of Mg2+ (Figure 10). In support of this result, Cockrell et al. 
presented a crystal structure of the ATCase in a PALA-bound R-state conformation with 

CTP and UTP preferentially binding to two distinct sites in the regulatory domain, with the 

phosphate moieties coordinating a central Mg2+ ion.

In comparison, debates over the structural effects of the allosteric activator ATP have been 

more challenging to resolve. Again, Fetler et al. used SVD analysis to show that PALA 

titration in the presence of saturating ATP leads to a two-state transition. Surprisingly, 

however, no shift in the transition point was observed.140 In a second study, Fetler and 

Vachette revisited the effect of ATP, this time in the presence of Mg2+.148 Interestingly, 

addition of saturating levels of Mg2+-ATP to PALA-bound ATCase led to a subtle change in 

the scattering curve. Concomitant with a slight increase in the Rg, the subsidiary maxima 

and minima move slightly to lower q (Figure 14, orange to red). However, the scattering 

curve could not be explained as a linear combination of the profiles of the unliganded and 

PALA-bound enzyme. The subtle change in the SAXS profile was thus interpreted as Mg2+-

ATP causing a further expansion of the molecule along the three-fold axis than with PALA 

alone.148 Essentially, Fetler et al. argued that ATP activates ATCase by inducing a new R′-

state that is structurally distinct from the PALA-bound R-state.

The effects of nucleotide effectors were also examined by crystallography. In a study by 

Cockrell et al., crystals of ATCase co-crystallized with PALA were soaked with 

nucleotides. 147 The resultant crystal structures show no major differences in quaternary 

structure, thus seemingly at odds with an ATP-induced structural change as proposed by 

Fetler et al. Instead, these structures show that upon binding of inhibitors, the N-terminus of 

each regulatory domain interacts with its own chain, whereas the binding of activators 

instead causes the N-termini to interact with the adjacent regulatory chain, thus forming a 
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more stable interface. Cockrell et al. thus argued that activation by ATP and Mg2+ and 

deactivation by CTP, UTP, and Mg2+ are a result of the respective stabilization and 

destabilization of the R-state. In the same study, Cockrell et al. considered the scattering 

contribution of ligands to explain the changes in the SAXS profiles that Fetler and Vachette 

observed with Mg2+-ATP. Using their crystal structures, the theoretical scattering of the R-

state was calculated in FoXS.149 When the ATP and Mg2+ are removed from the calculation, 

Cockrell et al. found that the theoretical profile of the ATP-bound R-state structure is 

superimposable to that of the nucleotide-free R-state structure, as anticipated by the lack of 

major differences in their crystal structures. From this observation, it was suggested that the 

subtle changes in scattering observed by Fetler and Vachette148 were solely due to the 

scattering of the nucleotide, rather than a relaxation of the R-state in solution. However, no 

experimental scattering was presented in this study.

Indeed, as shown by Svergun’s seminal CRYSOL work with ATCase,138 the solution 

scattering of R-state has proved to be difficult to simulate from crystal structures, likely due 

to a more open structure in solution.139 Thus, a purely crystallographic argument may not 

take into account the added flexibility observable only via solution scattering. With the 

crystal structures from Cockrell et al.147 and SAXS profiles from Fetler et al.148 now 

available, this question can be revisited. Again, we find that the experimental scattering of 

the unliganded T-state (Figure 14, green) can be fit well with the predicted scattering of the 

crystal structure of ligand-free ATCase (Figure 14, gray). As noted by Cockrell et al., the 

predicted scattering of the PALA-bound structure with Mg2+-ATP (Figure 14, black dotted) 

is slightly greater than that of the structure with only PALA bound (Figure 14, black 

solid).147 However, neither of the predicted curves describes the experimentally obtained 

scattering of PALA-bound ATCase in solution with (Figure 14, red) or without (Figure 14, 

orange) Mg2+-ATP.

The debate sparked by these studies gives a pointed example of the surprisingly high-

resolution information available in SAXS profiles but also reveals the difficulty that can 

arise in interpretation (Figure 14). Future study on this topic combining both experimental 

SAXS and crystallographic data may prove particularly fruitful in settling the debate. 

Collectively, however, these studies have already provided remarkable insight into the local 

and global structural changes accompanying of the allosteric transitions of ATCase.

3.1.2.4 Transition Kinetics: Although steady-state SAXS can provide insight into 

thermodynamically stable states, transient intermediates cannot be detected. Time-resolved 

SAXS can be a valuable probe of such intermediates. A number of time-resolved studies 

enabled by Tsuruta and colleagues have shed light into the structural kinetics of ATCase. In 

a set of early experiments, the T- to R-state transition was initiated by rapidly mixing 

ATCase with substrates150 or substrate analogs151 utilizing a specialized stopped-flow cell 

with a deadtime of 10 ms.152 Because the transition was found to be too rapid, the reaction 

mixture was held at −5 to −11 °C with 30% ethylene glycol, and the scattering was sampled 

with 0.1–0.2 sec exposure times.151,152 The resultant scattering profiles were described 

sufficiently well by linear combinations of T- and R-state scattering profiles, and thus 

structurally distinct intermediates were not detected.151 Unfortunately, it was also known 
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that simple alcohols,153 and by extension ethylene glycol, can inhibit ATCase by stabilizing 

the T-state.

With the advent of 3rd generation synchrotron sources, higher X-ray flux allowed for shorter 

exposure times and in turn, enabled observation of transitions previously considered too 

rapid. The transition of ATCase between T- and R-state was thus revisited by West et al., 
once again utilizing a specialized stopped-flow mixer but this time without the presence of 

ethylene glycol and at temperatures ranging from 5 to 5 °C.154 Using a fast CCD detector, 

the scattering was sampled at 19-ms time intervals. Scattering profiles were then integrated 

over the mid-q region sensitive to the T- to R-state transition, and rates were determined by 

exponential fits to the resultant time courses. These fits suggested a biphasic nature of the 

transition in certain cases; however, the presence of multiple rates was interpreted as 

consequence of a multiple ligation states. Interestingly, the ATP was shown to increase the 

rate of the structural transition, whereas CTP and UTP slowed the transition. Furthermore, 

by using the natural substrates CP and aspartate, West et al. showed that the allosteric 

transition is not the rate-limiting step of enzyme catalysis (Figure 15), thus demonstrating 

how time-resolved SAXS can provide information that cannot be easily obtained from 

biochemical assays alone.

3.1.3 Ribonucleotide Reductases—Ribonucleotide reductases (RNRs) are an essential 

family of enzymes that convert ribonucleotides to deoxyribonucleotides, the building blocks 

of DNA, via a unique, radical-based mechanism.155 No other enzyme performs this process 

essential to DNA synthesis and repair, and thus RNRs are of vital importance to all forms of 

life. Their ubiquity in nature and requirement for cell replication make these enzymes prime 

targets for both antibiotic and anticancer therapies.156–158 Because RNRs are located at a 

critical junction point in nucleotide metabolism (Figure 16), these enzymes are tightly 

regulated both transcriptionally and at the level of cofactor assembly. Moreover, the 

allosteric regulation of RNRs is among the most complex examples in biochemistry, 

enabling these enzymes to sense and maintain the correct levels of nucleotides in the cell 

needed for genetic stability.159 Due to their complex mechanisms and importance in 

medicine, RNRs have captivated biochemists for over half a century.

Although RNRs share a common evolutionary lineage, they display diversity in quaternary 

structures and mechanisms of radical generation. RNRs are categorized into three major 

classes based on the metal-containing cofactors used to generate the catalytically essential 

radical species.155 Class III RNRs utilize S-adenosylmethionine bound to a [4Fe-4S] cluster 

and function only under anaerobic conditions, whereas class II RNRs are 

adenosylcobalamin-dependent. The most recently evolved class I RNRs utilize a dinuclear 

metal cofactor in an oxygen-dependent manner and are further subcategorized by the 

identity of the metal.160 In all RNRs, once the active-site radical is generated, nucleotide 

reduction proceeds through a conserved mechanism.161,162 Although the catalytic 

mechanism is conserved, accumulating evidence shows that allosteric regulation of activity 

in RNRs can involve dramatic changes in quaternary structure in an organism-dependent 

manner.88,163–168 SAXS has played a particularly important role in characterizing the 

transient active complex and the large conformational changes involved in the activity 
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regulation of class Ia RNRs. This review will focus on this subclass of enzymes, as they are 

the best characterized both biochemically and structurally.

3.1.3.1 Activity Regulation of E. coli RNR: The class I RNRs are particularly interesting 

as they require two separate proteins: an α subunit, which contains the active site, and a 

smaller β subunit, which harbors the metal center that generates the initial radical (Figure 

17A–B). This radical is then transferred from the metallocofactor in β to a conserved 

cysteine in the active site in the α subunit, generating a thiyl radical that initiates reduction 

of the ribonucleoside diphosphate substrate (NDP, where N is any of the four bases). 

Turnover thus requires the interaction of the two subunits. Class I RNRs are further 

subclassified by metal identity. The class Ia enzymes utilize a diferric tyrosyl radical 

cofactor and are the predominant RNRs found in eukaryotes and certain aerobic bacteria.

Another hallmark of the class Ia RNRs is the prevalent usage of two different types of 

allosteric sites in the α subunit. Substrate preference is coupled to the binding of a 

downstream nucleotide at an allosteric site known as the specificity site (Figure 17A), thus 

ensuring that deoxyribonucleotide pools are balanced. For example, in the class Ia RNR 

from E. coli, binding of the downstream product dTTP leads to preferred binding of the 

substrate GDP and disfavors the binding of a different substrate UDP, which is converted to 

dTTP later in its metabolic pathway (Figure 16). In many class Ia RNRs, the α subunit 

additionally contains at least one copy of an N-terminal “ATP cone” motif, which can house 

a second allosteric site, known as the activity site174 (Figure 17A, orange domains). Binding 

of ATP to this site increases the rate of reduction, whereas its deoxy form (dATP) acts as an 

inhibitor at this site. Together, the specificity and activity sites allow RNRs to sense the 

intracellular balance of ribonucleotides to deoxyribonucleotides and maintain the proper 

levels of DNA precursors.159

While no single RNR is truly representative of the diverse RNR family, the class Ia RNR 

from E. coli was one of the first discovered175 and is the best studied. Many biophysical 

studies have focused on elucidating the active and inhibited structures of this enzyme. Early 

analytical ultracentrifugation (AUC) studies by Thelander et al. first revealed the existence 

of two subunits, the aforementioned α and β, and revealed that these subunits were dimeric 

in solution.176 Thelander et al. further found that in the presence of the specificity effector 

dTTP, the dimers came together in 1:1 stoichiometry. These early AUC experiments were 

also first to show that saturating amounts of the allosteric inhibitor dATP led to higher order 

oligomers.176,177 However, the exact nature of these inactive oligomers remained unknown 

for several decades. Furthermore, while these early studies implied the formation of an 

active α2β2 complex, the RNR subunits proved challenging to capture together by 

crystallography. Originally thought to be the result of a weak subunit interaction (0.4 

μM),178 it is now known to be a consequence of the highly dynamic nature of the enzyme, in 

which multiple quaternary structures are interconverting.88,167,168,172 In contrast to 

crystallography, however, SAXS is particularly suited to the study of transient complexes in 

solution. Together with other biophysical techniques, SAXS studies have helped determine 

the mechanisms of activation and inhibition of the class Ia E. coli RNR.
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In a recent study, Ando et al. first used AUC to demonstrate that E. coli RNR exists as a 

mixture of multiple oligomerization states under activating conditions.88 Addition of dATP, 

by contrast, led to the stabilization of a single state corresponding to a large oligomer with a 

mass roughly twice that of an α2β2 complex. To structurally characterize this large oligomer, 

two types of titration experiments were performed utilizing SAXS. First, the allosteric 

inhibitor dATP was titrated to an equimolar mixture of the subunits under conditions where 

RNR is active. The SAXS profiles showed a significant change in shape as well as an 

increase in the forward scattering intensity I (0). SVD analysis and mass estimation by I (0) 

indicated that the structural change accompanying allosteric inhibition corresponds to a two-

state process in which the oligomer doubles in mass. The corresponding Kratky plots from 

this experiment show a single dominant peak indicative of a compact structure change into a 

“double-humped” curve at saturating dATP that is characteristic of a highly non-globular 

species (Figure 18A).

Ando et al. complemented this experiment with a subunit titration done in the presence of 

saturating concentrations of dATP. In this experiment, Rg was monitored at increasing 

concentrations of α, and the Rg was found to reach a maximum at equimolar amounts of the 

subunits (Figure 18B), supporting the formation of a 1:1 complex. The titration also revealed 

that the subunits on their own remained dimeric over a wide range of protein concentrations 

and that the inactive complex required both dimeric subunits to form. Together with single-

particle electron microscopy (EM) data and a low-resolution crystal structure of the inhibited 

complex, it was determined that dATP induces the formation of a ring-shaped α4β4 

complex.88 In this structure, each N-terminal ATP-cone domain of an α2 forms an interface 

with a lobe of a β2 (Figure 17D). In this structure, the β2 subunit is displaced away from the 

active site of the α2 subunit, thus inhibiting the enzyme by preventing radical transfer. In this 

study, SAXS was utilized to probe physiologically relevant concentrations of protein and 

dATP, providing convincing evidence that the α4β4 ring is not just an artifact of 

crystallization or high concentrations of protein.88

The two-state transition observed in the dATP titration was consistent with an α2β2 complex 

interconverting with the α4β4 ring. By performing a two-component fit to this dataset using 

different models of the α2β2 complex, Ando et al. showed that the active form of E. coli 
RNR is similar to a previously proposed model in which the two subunits are docked along 

their symmetry axes171,179 (Figure 17C). In this so-called “docking model” 

conformation,171 the active sites of the α2 dimer are brought in close proximity to the lobes 

of the β2 dimer, minimizing the radical transfer distance between the metallocofactor and the 

active-site cysteine. In a later study, an unnatural NH2Y730 was incorporated in the α subunit 

to trap the enzyme during turnover by stabilizing the radical at this residue rather than 

passing it along the radical transfer pathway.172 This trapped mutant was found via a 

combination of SAXS and single-particle EM to form the α2β2 previously observed in the 

interconverting mixture of wild-type RNR (Figure 19A). Based on activity, this compact 

tetramer is thought to be the active form of E. coli RNR that had proven elusive to 

crystallization. A time-dependent SAXS experiment further showed that this trapped mutant 

maintains the active α2β2 form even under strongly inhibiting conditions where the α4β4 

ring is favored in the wild-type enzyme (Figure 19B). This result thus led to the remarkable 

Meisburger et al. Page 57

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



conclusion that E. coli RNR can sense the presence of an on-pathway radical and remain 

locked in the compact α2β2 conformation during turnover.

Further study of E. coli RNR revealed an even more intriguing structure: concatenated α4β4 

rings. Co-crystallization of this enzyme with either the allosteric inhibitor, dATP, or with the 

mechanism-based inhibitor, gemcitabine (F2CDP), both led to lattices with an octamer in a 

single asymmetric unit. Visualization of two asymmetric units shows that the two octamers 

are in fact two α4β4 rings interlocked, like linked chains (Figure 17E). SAXS experiments 

were once again performed to explain this result. Importantly, SAXS showed that at 

physiologically relevant protein concentrations, F2CDP-inhibited RNR is largely α2β2 and 

that the formation of α4β4 ring was due to the higher protein concentrations needed for 

crystallization. This result is consistent with that the fact turnover, and hence, an active 

conformation, is required for mechanism-based inhibition. Furthermore, SAXS was used to 

show that concatenation of the α4β4 rings increased with titration of the crystallization 

precipitant. The crystallization precipitant contained 25% polyethylene glycol, a known 

crowding agent that can contribute to closer packing of the complexes. While it was still 

possible that cellular conditions lead to similar crowding, the SAXS titration experiment 

pointed to the interlocked structure being a result of crystallization conditions.167

3.1.3.2 Activity Regulation of Human RNR: Considering the structural homology of the 

subunits, one would expect all class Ia RNRs to follow a similar mechanism of dATP-

induced inhibition. Interestingly, however, studies of yeast, murine, and human RNRs all 

suggest that eukaryotic class Ia RNRs utilize a different mechanism than that used by E. coli 
RNR.163–165,180 In a recent study, a low-resolution crystal structure revealed that human 

RNR forms an α6 ring in the presence of dATP with the active site lining the inner hole 

(Figure 17F). As in E. coli RNR, the subunit interfaces are formed by the ATP-cone 

domains. SAXS titration experiments confirmed that this α6 ring forms in solution in the 

presence of dATP. In this state, radical transfer cannot easily occur as the ring is too small to 

accommodate a β2 subunit. Curiously, however, SAXS revealed that a similar α6 also forms 

in the presence of the allosteric activator ATP. While structurally similar to the dATP-

induced α6, SAXS and EM showed that the ATP-induced α6 can interconvert with a higher-

order filament-like structure at high ATP concentrations. Furthermore, upon titration of β2 

into the reaction mixture containing ATP, the scattering features characteristic of a ring, such 

as the subsidiary maximum at q ~ 0.07 Å, were lost. By contrast, the scattering features of 

the ring were retained when β2 was titrated into the reaction mixture containing dATP. Thus, 

SAXS titration experiments revealed that while human α forms a hexameric ring with either 

inhibitor or activator, the hexamer formed in the presence of dATP is more stable and resists 

conversion to active structures.168

3.1.3.3 Multiple ATP-cone domains: In the two different inhibition mechanisms 

illuminated above, the N-terminal ATP-cone domain is responsible for binding of both ATP 

and dATP as well as initiating the conformational change that leads to inhibited quaternary 

structures. This domain, commonly characterized by four conserved residues in the N-

terminal strands and first helix that form favorable contacts with the nucleotide effector, is 

an evolutionarily mobile regulatory domain found in all three classes of RNR.174,181 
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However, mounting evidence points to repeated gain and loss of the ATP cone throughout 

the evolutionary history of RNR, leading to the apparent variety of allosteric mechanisms 

observed today. A recent structure of the class I RNR from Pseudomonas aeruginosa in the 

presence of inhibiting dATP revealed an α4 ring composed of two symmetry-related 

dimers173 (Figure 17G). As in the α6 ring seen in human RNR, this ring occludes access of 

the β subunit to the active site. To determine whether this unusual ring forms in solution, 

SAXS was performed on the α subunit in the presence and absence of the nucleotides dATP 

and dGTP. The scattering profiles obtained with dATP or dGTP differed significantly from 

that obtained with no nucleotides present, where the dATP-induced scattering aligned 

closely to the curve predicted for the crystal structure of the α4. What is most notable about 

this structure is that the P. aeruginosa RNR has two ATP-cones rather than one. Interestingly, 

the crystal structure reveals that one cone domain binds two dATP molecules while the other 

is nonfunctional. The non-functional domain acts solely as a spacer between the catalytic 

core and the functional N-terminal ATP cone, enabling the dATP-bound domains to reach 

across the tetramer interface and form a compact α4 ring structure. Removal of the 

functional ATP-cone leads to a scattering profile that is more consistent with an α2. The 

non-functional domain is thought to have lost function due to evolutionary atrophy under 

conditions in which regulation by dATP was unnecessary. It is further thought that when 

regulation again became beneficial later in the enzyme’s history, a new ATP cone was 

incorporated rather than reversion of the original one to a functional state.173

In all class I RNRs examined thus far by SAXS, inhibition by dATP leads to a quaternary 

structure in which radical transfer is sterically prevented. As class I RNRs can have up to 

three ATP-cone domains,174 it is likely that further study of activity regulation in these 

enzymes will involve quaternary structures not yet seen. In a notable example, strong 

inhibition by dATP has been reported for the class Ib RNR from Bacillus subtilis, which 

lacks the ATP-cone motif.182 How dATP may alter the structure of this enzyme is thus of 

particular interest. SAXS will undoubtedly play a major role in these investigations.

3.1.4 Conclusions—In this section, the use of SAXS as a primary and complementary 

means toward the study of allosteric enzymes has been examined in detail. In all three case 

studies explored, complex intra- or inter-enzyme interactions occur on length scales readily 

observed via SAXS, and thus solution scattering techniques are ideal for biophysical 

characterization. The results of these studies have considerably broadened our understanding 

of allosteric mechanisms and informed the design of future biophysical studies. However, 

we have also noted the difficulties that can arise in interpretation of SAXS studies of 

complex enzyme systems, whether due to problems of aggregation or discrepancies between 

crystallographic and solution data. While interpretation will continue to require attention to 

detail and awareness of potential pitfalls, the case studies discussed in this section exemplify 

the power of the technique for deconvoluting the intricate allosteric mechanisms that have 

evolved in nature. In the next section, we will turn to SAXS-based investigations of another 

type of enzyme system: large, multi-modular proteins.
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3.2 Flexible Multi-Modular Enzymes

Perhaps one of the most potent uses of SAXS is in investigating the architecture and motions 

of multi-modular proteins. Of particular interest recently are large, multifunctional enzymes, 

such as polyketide synthases (PKSs) and non-ribosomal peptide synthetases (NRPSs) that 

produce secondary metabolites in an assembly-line fashion.183–185 Secondary metabolites 

are molecules that are not essential to the normal functions of an organism. Instead, they 

often serve to further the organism’s competitiveness in its environment, often by interacting 

with other organisms. Because of their unique roles in nature, these complex molecules have 

served as an important source of antibiotics such as penicillin, erythromycin, and 

vancomycin, among others.183 Polyketides and non-ribosomal peptides are particularly 

fascinating as they are constructed one monomer unit at a time, in a manner reminiscent to 

the way in which proteins are made linearly from amino acids by the ribosome. In addition 

to polymerization, the biosynthesis of these complex secondary metabolites involves 

extensive modifications of the monomer units, including racemization, formylation, 

cyclization and many others. Importantly, unlike the biosynthesis of polypeptides, the 

“blueprint” for the product comes not from the genetic code but instead from the architecture 

of the biosynthetic enzymes. PKSs and NRPSs are thus extraordinarily large,185 consisting 

of multiple modules, each responsible for the installation and modification of one monomer 

unit of the final product. The modules themselves contain multiple functional domains, and 

hence, major domain motions are expected in order to shuttle the covalently tethered 

substrate from one active site to the next.

Although these megasynthases have great potential for bioengineering applications, their 

size, complexity, and inherent flexibility have made them difficult to study by traditional 

structural methods. Thus far, crystallographic investigations of these enzymes have largely 

focused on gaining mechanistic insight into the reactions catalyzed by individual domains. 

By comparison, visualization of multiple domains and modules working in concert has been 

very challenging. To date, only a handful of high-resolution structures of intact modules 

have been solved via crystallography or cryo-EM,186–188 and none have been solved for any 

megasynthase in its entirety. With crystal structures of many of the prototypical domains 

now available, the time is ripe for the investigation of multiple domains and modules 

working together. Here, we will discuss recent advances in the use of SAXS to examine 

PKSs and NRPSs with particular attention given to investigations of full module 

architectures.

3.2.1 Polyketide Synthases—Found in bacteria, fungi, and plants, polyketide synthases 

(PKSs) are responsible for the biosynthesis of small molecules derived from acyl-coenzyme 

A (CoA) precursors, such as the well-known antibiotics, erythromycin A and tetracycline. 

PKSs are broadly classified into three types based on domain organization and usage.189 

Here, we will focus on the type I PKSs for which much of the structural work has been done 

thus far. The type I enzymes are large multifunctional enzymes, which are organized into 

individual operational units called modules, each responsible for the incorporation of an acyl 

monomer unit in the final product. The polyketide products are assembled in an analogous 

way to fatty acids, whose molecular assembly machinery, fatty acid synthases (FASs), are 

thought to be evolutionarily related to PKSs.190 For type I PKSs, a basic elongation module 
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contains three distinct domains: a ketosynthase (KS) domain, an acyltransferase (AT) 

domain, and an acyl-carrier protein (ACP), also called a thiolation (T) domain. The apo-ACP 

is post-translationally modified to form the holo-ACP with a 4′-phosphopantetheine (Ppant) 

“arm,” which tethers the growing proto-product via a thioester bond. Additionally, many 

PKS modules contain tailoring domains, which are not necessary for the extension of the 

polyketide chain but instead introduce important structural modifications to the 

product.183,190,191

The assembly-line strategy of PKSs can be generalized into three steps: initiation, elongation 

and termination. During initiation, the first acyl unit is covalently attached onto the first ACP 

domain typically by the initiation module’s AT domain. This initiated chain can then be 

transferred to the first elongation module. Type I elongation modules contain the same basic 

KS-AT-ACP architecture, with the elongation process proceeding in a relatively 

straightforward fashion (Figure 20). First, the AT domain of the elongation module binds a 

new acyl unit and acts to catalyze its transfer to the ACP domain. Next, the KS domain of 

that module accepts the growing chain from the previous module and subsequently catalyzes 

a carbon-carbon bond-forming reaction, resulting in the addition of the next acyl unit. The 

growing chain can then be transferred to the next elongation module or be released by a 

thioesterase (TE) domain, where chain termination can involve cyclization.190

While the individual domains of PKSs can now be readily classified by bioinformatics 

methods and appear to be relatively conserved, how the architecture of the domains within 

PKS modules yields the incredible diversity of their products remains poorly 

understood. 183,190 In particular, prediction of the end product based on structure and 

bioinformatics has been largely unsuccessful. In recent years, SAXS has emerged as a useful 

complementary tool to high-resolution structural data in many studies of these enzymes.

3.2.1.1 Erythromycin Biosynthesis: 6-Deoxyerythronolide B synthase (DEBS) has served 

as the prototypical PKS since the genes encoding this enzyme were first characterized in the 

early 1990’s.190,191 DEBS is responsible for the biosynthesis of 6-deoxyerythronolide B, a 

macrocycle, which acts as the primary precursor to erythromycin A, one of the most widely 

deployed and well-known antibiotics. The DEBS pathway involves the incorporation of a 

propionyl-CoA initiation unit and 6 methylmalonyl-CoA elongation units into the cyclic end 

product, using 6 equivalents of an NADPH cofactor (Figure 21).191,192 DEBS is organized 

as a 2 MDa α2β2γ2 homodimeric assembly of three multi-modular proteins, DEBS1, 

DEBS2, and DEBS3 (Figure 21A). Previous studies on DEBS3 indicated a high degree of 

flexibility between modules, as well as additional flexibility between the individual 

domains.193–195 While crystal structures representative of every component of DEBS had 

been solved,196–200 their relative orientations were not known. In a major undertaking, 

Khosla and colleagues used crystallographic data and SAXS to build rigid-body models 

depicting the relative domain orientations within a minimal PKS construct as well as the 

relative orientations of modules within DEBS3.192

In the aforementioned study, Edwards et al. first set out to determine whether known crystal 

structures of DEBS fragments were consistent with their solution scattering. Four different 

fragments were examined by SEC-SAXS, and several hundred frames were collected during 
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each SEC-SAXS run. To determine sample homogeneity, the Rg values determined from 

Guinier analysis and the peak position of the Kratky plots were plotted as a function of 

frame number. Solution samples of the TE domain, the KR domain from module 1 (KR1), 

and the holo-ACP domain from module 3 (ACP3) were shown to be monodisperse by this 

method. Furthermore, the resulting scattering profiles showed excellent agreement with the 

theoretical scattering from high resolution structures (Figure 22). Because there is no crystal 

structure of ACP3, the SAXS data for this domain were fit to the crystal structure of the 

ACP domain from module 2 lacking the Ppant arm (apo-ACP2). In these fits, terminal 

regions missing from the crystal structures were modeled in CORAL.28 Importantly, the TE 

domain was shown to form a homodimer (Figure 22, red curve), and the KS-AT didomain 

from module 3 (KSAT3) eluted as a mixture, with the higher oligomer species resembling 

the dimeric crystal structure (Figure 22, green curve). These domains were later shown to 

form the homodimer interface of the DEBS3 module. Together, these results indicated that 

the solution states of these DEBS fragments are well represented by existing high-resolution 

structures, thus justifying their use as rigid bodies in modelling DEBS modules.

One of the challenges of modeling flexible proteins is that they are likely to sample multiple 

conformations in solution. In certain cases, rigid-body modeling may not be appropriate, and 

instead, ensemble modeling may be a better approach. A number of criteria have been 

proposed to investigate the overall flexibility of a protein from SAXS data.201 Edwards et al. 
concluded from several of these criteria, namely baseline convergence of the Kratky high-q 
region, a q−4 dependence in the mid-q region, and an Rg value much less than would be 

expected from an unfolded protein of similar size, that both the minimal PKS construct and 

DEBS3 were largely conformationally constrained and could be reasonably approximated by 

rigid-body modeling.

Following this analysis, overall architecture determination from SEC-SAXS data was 

performed on a catalytically competent, minimal PKS construct consisting of module 3 from 

DEBS2 linked to a C-terminal TE domain (Figure 21B, middle).202 Multiple rounds of 

rigid-body modeling in CORAL were performed with two-fold symmetry imposed and then 

clustered in DAMCLUST.28 Two major clusters with similar architectures emerged from this 

analysis that were highly consistent with the SAXS data. A representative structure from the 

best-fitting cluster is shown in Figure 23A and consists of a ring-like structure, where the 

TE, KR and ACP domains lie on top of the KS-AT didomain. To support their modeling, 

Edwards et al. also repeated this analysis for fragments of the minimal PKS, namely module 

3 on its own (Figure 23B) and a module 3 construct lacking the ACP domain. The domain 

arrangements in the resultant rigid-body models showed remarkable agreement with that of 

the minimal PKS construct (Figure 23A–B).

Likewise, SEC-SAXS data were obtained on the homodimeric DEBS3 and rigid-body 

modeling was performed with two-fold symmetry imposed. Components for modules 5 and 

6 and the TE dimer were oriented collinearly in the starting model based on the elongated 

appearance of an ab initio shape reconstruction performed in DAMMIN. Two major clusters 

of rigid-body models emerged from this analysis, where the individual domain arrangements 

within each module (Figure 24) were similar to those observed for the single-module 

minimal PKS construct (Figure 23A). The primary difference between the two clusters was 
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the angle between the two modules, suggestive of flexibility in this region. Importantly, the 

overall architecture of DEBS3 observed in both clusters is consistent with a previous model 

based on limited proteolysis and AUC experiments.193 Corroborating data are in many cases 

essential to increase the robustness of SAXS data analysis, as SAXS data can be very easy to 

misinterpret or over-analyze.

Interestingly, the SAXS-derived models suggest that, even though the ACP domains must 

undergo fairly large motions to interact with the various other domains, the relative 

orientation of the other domains allows for these ACP motions without major changes to the 

overall module architecture. Though it should be noted that these studies were done in the 

absence of substrate, rigid-body modeling suggests that the architecture is at least relatively 

consistent with a catalytic state, given that the ACP domains of both module 3 and DEBS3 

modules can be positioned near each active site without changing the overall architecture of 

either. Ongoing biochemical studies203 are anticipated to shed further light on the influence 

of protein-protein interactions in governing domain motions during catalysis.

In addition to the SAXS models described above, medium-resolution structures of a full type 

I PKS module in multiple catalytic states have been solved by cryo-EM.186,188 These studies 

by Skiniotis and colleagues show the structure of module 5 from the pikromycin synthesis 

pathway, PikAIII, which is closely related to DEBS. The EM-derived model of PikAIII 

module 5 reported by Dutta et al. (Figure 23C) displays a surprisingly different architecture 

than the SAXS-derived model for DEBS module 3 (Figure 23B).188 Most notably, the KS-

AT didomain adopts a different arrangement in the cryo-EM model, leading to an arched 

structure where the AT domains fold down from a central KS dimer. In an accompanying 

study, Whicher et al. were also able to follow the localization of the ACP domain to each 

different catalytic domain during substrate turnover.186 These EM structures suggest that the 

movement of the ACP domain does not require changes to the overall architecture of the 

module, consistent with what was proposed in the DEBS model.

The different conformations of the KS-AT didomain seen in the EM model of the PikAIII 

module188 and the SAXS model of the DEBS module192 has raised questions on data 

interpretation. Specifically, it has been noted that the SAXS-based rigid-body modeling of 

the DEBS module was done with the KS and AT domains as a single rigid body (Figure 

23B), which would necessarily lead to a different model than that observed by EM.191 

Although the PikAIII model was also constructed by fitting the EM map (EM Databank 

entry 5647) with crystal structures of DEBS components, the KS and AT domains were 

treated as separate rigid bodies188 (Figure 23C). Using CRYSOL,2 it is possible to determine 

if the overall architecture of the EM model can better explain the SAXS data obtained by 

Edwards et al. for the DEBS module 3. By plotting the fits in Kratky representation to 

emphasize differences in the mid-q region, we find that the domain arrangement of the 

SAXS model (Figure 23D, blue) yields a better fit to the pronounced secondary peak in the 

data (Figure 23D, black) than the EM model (Figure 23D, pink). Thus, the discrepancy 

between the EM and SAXS models may reflect an actual difference between the PikAIII and 

DEBS modules in question. It is noted that the SEC-SAXS data on the DEBS module 3 

indicated a monomer-dimer mixture, which can be problematic for data interpretation. 

However, the set of scattering profiles that were averaged for rigid-body modeling appeared 
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to represent a single species, as determined by the peak positions of the Kratky plots.192 The 

use of EFA (described in Section 3.1.1.2) may be useful in a future study to further confirm 

sample homogeneity.

3.2.1.2 Virginiamycin Biosynthesis: Although the majority of PKS studies thus far have 

focused on cis-AT PKSs like DEBS, efforts to characterize more recently identified systems, 

such as type I PKSs with trans-AT architectures, are ongoing. Unlike the cis-AT enzymes, 

which contain AT domains within each module, trans-AT PKSs utilize a standalone AT 

domain that interacts iteratively with each module.191 Other notable features of these trans-

AT enzymes include the involvement of trans-acting enzymes. One such trans-AT system is 

the biosynthetic pathway of the antibiotic virginiamycin, which consists of 7 PKS modules 

and, interestingly, 2 NRPS modules organized into three proteins: VirA (modules 1–5), 

VirFG (modules 6 and 7), and VirH (module 9).

Recently, Weissman and colleagues undertook a SAXS investigation of module 5 from VirA, 

which contains an N-terminal KS domain, a 298-residue linker region, two sequential ACP 

domains, and a putative dimerization (DD) motif at the C-terminus.204 This module is 

known to interact with multiple different catalytic partners, including the upstream and 

downstream domains of modules 4 and 6, the standalone AT VirI, the phosphopantetheinyl 

transferase VirK, the proofreading TE VirJ, and the VirC-VirE β-methylation cassette, and 

thus, serves as a good model system for examining protein-protein interactions within PKSs. 

Unlike the better characterized DEBS, few high-resolution structures of the trans-AT PKS 

domains exist. Hence, the authors took a ‘dissect and build’ approach, where fragments of 

VirA of varying length were studied by combining homology modeling, NMR, and SAXS.

Notably, VirA module 5 contains a long 298-residue linker region between the KS and ACP 

domains. In a cis-AT PKS elongation module, this region would contain the so-called KS-

AT linker, which adopts an αβ fold, the AT domain, and another region known as the post-
AT linker, which wraps back to interact with the KS domain. Based on sequence alignments, 

Weissman and colleagues assigned three regions to the 298-residue linker, with the first two 

regions having sequence homology to the DEBS KS-AT linker and the post-AT linker, and 

the third 159 residue region thus referred to as the post-post-AT linker. As such, a construct 

consisting of KS and the two following linker regions was examined by SEC-SAXS. In the 

absence of structures from VirA, dimeric homology models were generated for this construct 

using other PKS structures, including that of DEBS, as templates. The theoretical scattering 

of these homology models showed surprisingly good agreement with SEC-SAXS data, a 

significant result given that DEBS is a cis-AT PKS while VirA is a trans-AT PKS. 

Additionally, the linker region appeared to have some degree of conformational flexibility in 

solution. Improved fits to the data were obtained with rigid-body refinement in SASREF, 

allowing for flexibility between the KS domain and the KS-AT linker. It was thus concluded 

that the KS-AT linker can rotate relative to the KS domain, a hypothesis that may have 

importance for the docking of a trans-acting AT protein.

Other results from this study indicate a highly extended structure for the full module. First, a 

construct consisting only of the tandem ACP domains resulted in a pair-distance distribution 

function with a bimodal shape and a relatively large Dmax, indicative of an extended 
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dumbbell-shaped molecule. Additional constructs containing the KS domains, the 

intervening linker region, and the tandem ACP domains resulted in pair-distance distribution 

functions with a strong peak at ~40 Å and a tail that extends to large Dmax values, consistent 

with a central KS-domain dimer and extended arms. Here, the post-post-AT linker was 

hypothesized to be similar to intrinsically unfolded proteins, while still adopting a compact 

conformation. The extendedness of the arms protruding from the KS dimer was instead 

attributed to the tandem ACP-domains. Interestingly, the presence of the putative C-terminal 

DD motif did not lead to the closing of the structure, and it was thus suggested that the 

natural dimerization partner for this motif may be the N-terminal region of the next module 

in VirEG.

Overall, the SAXS experiments in this particular study yielded insight into the foldedness of 

the various linker regions between domains as well as the nature of interactions between 

PKS domains. Moreover, the unexpected architecture of the full module construct highlights 

the limitations of our predictive abilities and the importance of directly studying the protein-

protein interactions between PKS domains and modules. SAXS, especially in conjunction 

with other techniques like AUC and NMR, can be an invaluable tool for studying these 

interactions. However, much of the structural modeling in this study was done in real space, 

in which rigid-bodies were fitted into ab initio shape reconstructions. Future studies will 

benefit from ensemble minimization approaches, where the flexible regions are modeled 

computationally, and the resultant ensembles are fitted to SAXS data in reciprocal space.

3.2.1.3 Modifying Regions of Polyketide Synthases: In addition to providing insight into 

the structural organization of PKS condensing domains (KS-AT-ACP),192,204 SAXS has 

been used to examine the architecture of the so-called modifying regions of PKSs, which 

can consist of ketoreductase (KR), dehydratase (DH), and enolreductase (ER) domains. In 

one recent example, Maier and colleagues used crystallography and SAXS to investigate the 

mycocerosic acid synthase (MAS), a PKS that iteratively elongates starter fatty acids with 

methyl-malonyl-CoA units to produce key components of the mycobacterial cell 

envelope.205 MAS contains a complete set of modifying domains, which is flexibly linked to 

the condensing region. A crystal structure of the modifying region revealed a closed dimer in 

which the DH and ER domains form the dimer interface. SAXS was used to show that this 

closed domain architecture not only exists in solution but is also consistent with scattering 

data obtained from modifying regions of two other PKSs.

3.2.2 Non-ribosomal Peptide Synthetases—Solution scattering experiments have 

also been performed on members of another class of modular assembly-line proteins, non-

ribosomal peptide synthetases (NRPSs). NRPSs function in a conceptually similar way to 

type I PKSs, in that they employ a modular architecture where each module contains 

multiple domains that perform specific reactions. However, instead of acyl-CoA building 

blocks, NRPSs use amino acids to build their products. In fact, the variety of precursor 

amino acids is astounding. While ribosomal peptides are comprised of just the 20 

proteogenic amino acids, NRPSs have been found to incorporate upwards of 500 different 

non-canonical amino acids into their products.206
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Like PKSs, NRPSs contain several core domains that are necessary for chain extension and 

are present in every module. Those domains are the thiolation or peptidyl carrier protein (T 

or PCP) domain, the adenylation (A) domain, and the condensation (C) domain. 

Additionally, the final module of an NRPS will contain a thioesterase termination (TE) 

domain, which will release the product. The basic synthetic cycle of a minimal NRPS 

domain is shown in Figure 25. First, a conserved serine residue on the T domain is thiolated 

by the attachment of a Ppant arm from CoA. Then, following adenylation of the amino acid 

building block by the A domain using ATP, the amino acid is covalently linked via a 

thioester bond to the T domain. The C domain then catalyzes a peptide bond-forming 

reaction between two T-domain-bound amino acids, resulting in the extension of the 

growing peptide chain. When the product is complete, it is then either released or cyclized 

and released by the TE domain.185,206 Again, like PKSs, many NRPSs contain modifying 

domains that perform reactions such as formylation (F), reduction (R), or epimerization (E).

3.2.2.1 Linear Gramicidin Biosynthesis: Structural characterization of NRPS modules has 

lagged behind compared to FASs or PKSs. The first crystal structure of a full-length NRPS 

module was solved in 2008 and depicted the final module involved in the biosynthesis of 

surfactin (SrfA–C), with C, A, PCP, and TE domains.207 Due to extensive interactions 

between the C and the A domains, this structure suggested that these two domains may form 

a single “catalytic platform” around which the PCP domain can simply move in order to 

access the C and A domain active sites. More recent whole-module crystal structures 

indicate that additional domain motions may be necessary to move the intermediate product 

between the different domains during synthesis.187,208 By using mechanism-based 

inhibitors, Drake et al. solved three different crystal structures that represented a four-stage 

catalytic cycle of a minimal NRPS module, corroborated by single-particle EM data.208 In 

the other study, Reimer et al. presented four different crystal structures of LgrA, the 

initiation module of the linear gramicidin synthesis pathway.187 In addition to the minimal 

set of NRPS domains, this module contains a modifying formylation (F) domain. In a 

manner reminiscent to that seen in SrfA-C, the modifying F domain in LrgA makes 

extensive interactions with the A domain (Figure 26A, orange and blue) forming a platform. 

These crystal structures additionally reveal large domain motions undertaken by both the 

PCP (Figure 26A, green) and the so-called Asub domain, the C-terminal portion of the A 

domain (Figure 26A, light blue).187

To verify the presence of an extended F-A platform, SAXS was performed on the full-length 

module in solution. The theoretical scattering curves calculated from structures representing 

the thiolation and formylation states agree well with the experimental data, particularly at 

low-q (Figure 26B). Furthermore, the authors modeled flexibility in the structure via the 

Ensemble Optimization Method (EOM), where a large pool of conformations is generated, 

and a minimal subset of the ensemble is selected by fitting to experimental SAXS data.51 In 

this case, EOM yielded a minimal ensemble with ~ 60% of the conformations similar to the 

formylation-state crystal structure and the remainder being similar to the thiolation-state 

structure. Overall, the SAXS analysis is consistent with the crystallographic module 

structure, in which the F and A domains form a stable catalytic platform for the smaller and 

highly mobile PCP and Asub domains.
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3.2.2.2 Ligand-binding to NRPS Domains: In addition to the work discussed previously, 

SAXS has been used to examine individual NRPS domains. For instance, in two studies 

from Gokhale and colleagues, SAXS was used to probe conformational changes associated 

with cofactor binding to NRPS R domains.209,210 In the first study, the authors observed 

decreases in the Rg, and Dmax in response to NADPH binding to an R domain from a 

mycobacterial NRPS,209 suggestive of a compaction. Additionally, a later study using 

solution NMR and SAXS showed that R domains from two different mycobacterial NRPSs 

proceed by a random bi-bi reaction mechanism, unlike other similar short-chain de-

hydrogenase reductases. The SAXS data taken here again indicate a compaction in response 

to NADPH binding as well as a more subtle closing in response to binding of the other co-

factor, lauroyl-CoA.210 These findings are corroborated by their solution NMR data, which 

reveal clear changes in chemical shifts in response to the NADPH binding and more subtle 

changes upon lauroyl-CoA binding.

3.2.3 Conclusions—The studies highlighted in this section showcase the potential of 

SAXS as a technique to structurally characterize large multi-modular enzymes that are 

challenging to crystallize. In particular, PKSs and NRPSs are prime examples of how 

solution scattering studies can help elucidate the chemical mechanisms of multifunctional 

enzymes, as well as provide critical insight into their domain architecture, flexibility, and 

inter- or intra-protein interactions. 187,192,204 At the same time, solution scattering studies of 

these megasynthases are still in a nascent stage. These flexible systems present unique 

challenges, and interpretation of SAXS data from these systems remains difficult without 

high-resolution structures of the components. To go beyond modeling the overall 

architecture and begin investigating domain motions within these megasynthases, 

mathematical deconvolution analyses and advanced forms of the solution scattering 

techniques, such as time-resolved SAXS, will likely be important. The methods used to 

study PKSs, NRPSs, and other flexible systems not discussed in this review211–214 are 

constantly improving,215,216 and the use of SAXS in conjunction with other solution 

techniques such as NMR and FRET is becoming increasingly common. Future 

investigations of dynamic enzymes with SAXS in combination with other techniques will 

continue to improve our understanding of the forces that govern how these extended systems 

function and will ultimately inform our ability to reliably manipulate and engineer them for 

a wide range of applications.

4 Diffuse Scattering

4.1 Introduction

One of the greatest achievements of X-ray crystallography thus far has been in relating how 

the spatial arrangement of atoms in a protein gives rise to its activity. For example, 

crystallography was instrumental in our understanding of how protein activity can be 

allosterically regulated by ligand-induced changes to structure.217,218 However, a protein is a 

network of many residues, and in many cases, we do not fully understand how distant sites 

within a protein communicate. Clearly, protein motions are required to transduce signals 

from one site to another, and in fact, it is known that distant sites can communicate without 

an overall change in structure, in an entropically driven phenomenon known as “dynamic 
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allostery”.219,220 To understand how allosteric sites couple to the active site of enzyme or 

how multiple active sites coordinate in a multifunctional enzyme, it is critical that we obtain 

information beyond the average conformation. Although Bragg diffraction can provide 

insight into whether deviations from the average conformation can occur, it cannot provide 

information on how those motions are coupled. This information exists elsewhere in crystal 

diffractions images, in the so-called diffuse scattering background. By combining Bragg 

diffraction and diffuse scattering, the future of crystallography has the potential to yield 

insight into the correlated motions that govern protein catalysis and allostery. Here, we will 

review what has been done and what remains to be resolved in this relatively young field.

Crystal lattices give rise to sharp Bragg peaks in diffraction images, and crystal structures of 

the repeating molecule are derived from the intensities of these peaks. Conversely, scattering 

of X-rays away from the Bragg peaks occurs when molecules in a crystal are displaced from 

their average positions, and the resultant scattering pattern reveals how these displacements 

are correlated. In materials science, diffuse scattering arising from crystalline samples is 

commonly used to characterize correlated disorder resulting from diverse phenomena, from 

packing defects to electronic structure.221 The potential for protein diffuse scattering was 

first explored in the late 1980s and early 1990s with pioneering studies from the labs of 

Donald L.D. Caspar on lysozyme222 and insulin3 (Figure 27), Jean-Pierre Benoit and Jean 

Doucet on DNA223 and lysozyme,7,224,225 and George N. Phillips Jr. on cardiac 

tropomyosin226,227 and yeast initiator tRNA228 (Figure 28). These studies showed that 

diffuse scattering measurement from biological crystals is feasible, documented the variety 

of patterns which can be observed, and established modeling strategies — such as liquid-like 

motions (LLM), normal modes, and rigid-body motions — that are still used today. These 

early studies are described in several reviews from the period.6,229–231

With the recent development of pixel-array detectors, biological diffuse scattering is gaining 

attention once again.81 In Section 4.2, we will discuss evidence of motions that can occur in 

crystals, and we specifically highlight pioneering studies on the diffuse scattering of 

lysozyme, an illuminating and somewhat controversial test case that was revisited several 

times as the field developed. In Section 4.3, we review the next phase in diffuse scattering 

research, which began with work of Michael Wall and Sol Gruner in the development of a 

custom CCD-based X-ray detector and methods to measure and compare three-dimensional 

diffuse scattering maps with theoretical models.83 Diffuse scattering is also highly sensitive 

to all types of disorder, whether or not the disorder has a dynamic origin. Studies of such 

correlated disorder in protein crystals are reviewed in Section 4.4. Finally, in Section 4.5 we 

will discuss open questions and future goals for the field of biological diffuse scattering.

4.2 Pioneering Studies

4.2.1 Protein Motion in Crystals—Constraints imposed by the crystal lattice might be 

expected to suppress protein dynamics. However, the dynamic motions important for protein 

function can often occur in the crystal. Importantly, many dynamic enzymes retain activity 

when crystallized.232 In this section, we review the evidence – from Bragg diffraction, 

Mössbauer spectroscopy, NMR, and MD simulation – that protein crystals are dynamic.
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Although Bragg diffraction is normally used to determine atomic coordinates, one of the 

parameters determined along with the position of each atom is a measure of how blurry the 

atom’s electron density appears. Commonly, the blurriness is represented by a single 

number, the root mean square (RMS) displacement, u, of each atom, which appears in the 

thermal B-factor, B = 4π2 〈u2〉 (see Section 2.3.3). B-factors tend to vary among atoms in a 

protein, and although this can arise from various effects, it is often interpreted in terms of 

molecular motion.233,234

Crystallographic refinement schemes incorporate different assumptions about the nature of 

correlated displacements in order to reduce the number of degrees of freedom in the model, 

a particularly important consideration when refining low-resolution data. Rigid-body, or 

TLS (for Translation, Libration, Screw),59 refinement is the most commonly used method of 

this type (see Section 2.3.4). TLS has been used to infer collective motions of 

macromolecules including lysozyme,235 calmodulin,236,237 GroEL238 and 70S ribosome.239 

An alternative to TLS is to parameterize atomic displacements using low-frequency normal 

modes for the purposes of crystallographic refinement, which affords a more direct 

dynamical interpretation. Normal mode refinement has been applied in a handful of 

cases.65,240–242 However, several authors have cautioned against interpreting the TLS or 

normal mode models as evidence of collective motions, because the Bragg data does not 

depend on the covariances of atomic displacements (Vnjmk in Section 2.3).5,229 In other 

words, models describing different collective motions may fit Bragg data equally well.

Although B-factors are often interpreted as indications of molecular motions, they also 

contain contributions from lattice-coupled motions. Protein crystal lattices have been shown 

to support acoustic phonons, or displacement waves.243 The relative contributions of lattice-

coupled motion and internal motion have been determined for myoglobin crystals, using 

narrow-bandwidth Mössbauer radiation to separate the elastic and inelastic components of a 

3.63Å Bragg reflection.244 At room temperature, lattice-coupled motion on a < 100 ns time-

scale of 〈u2〉 = 0.02Å2 accounted for only a small fraction of the total displacement, 〈u2〉 = 

0.16Å2, given by the crystallographic B-factor. In a different study of myoglobin crystals, 

Mössbauer spectroscopy was used to monitor the RMS displacement of heme 57Fe as a 

function of temperature.245 At low temperature, the RMS displacement rose gradually, as 

expected for lattice-coupled motions. However, above ~ 200 K, the RMS displacement rose 

sharply in an apparent dynamical transition.245 These results suggest that relatively fast and 

short-range correlated motions dominate in protein crystals at room temperature.229

Protein motions in crystals have also been measured by solid-state NMR spectroscopy. In 

crystals of 2H-labeled lysozyme and ribonuclease, the peptide planes were found to rotate 

stochastically by 12–15 degrees at room temperature.246 More recently, magic-angle 

spinning (MAS) NMR has been used to characterize the slow rotational dynamics in three 

crystal forms of [2H, 13C, 15N]-labeled ubiquitin.247 The spin relaxation rate constant, 15N 

R1ρ, was shown to be sensitive to the slow reorientation of peptide planes and was 

interpreted in terms of an overall rocking motion of several degrees with a time-scale of 0.1 

– 100 μs. This interpretation of the NMR data was also supported by X-ray diffraction and 

molecular dynamics (MD) simulations.
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MD simulations and crystallography have had a synergistic relationship. For example, MD 

simulations of protein crystals have been used to better understand X-ray crystallographic 

structures, including the effect of the crystal lattice on protein structure and dynamics248,249 

and the contribution of disorder to the so-called “R-factor gap” in crystallographic 

refinement statistics.250 Conversely, crystallographic data have also been use to evaluate 

MD-simulated force fields.251–256 Most recently, a 3 × 2 × 2 supercell of triclinic lysozyme 

was simulated using a microsecond-scale all-atom molecular dynamics simulation.256 In this 

study, a comparison of four force fields revealed that the more modern force fields did a 

better job reproducing the experimentally determined atomic positions and B-factors. 

However, the most accurate simulations still show room for improvement.

4.2.2 Lysozyme—Lysozyme was the first enzyme to have its three-dimensional structure 

determined by X-ray crystallography257 and has since served as an important model system 

for investigating the role of dynamics in enzyme function. In nature, lysozyme is involved in 

fighting bacterial infections by degrading the protective peptidoglycan cell wall of gram-

positive bacteria. Structures of lysozyme depicting small sugars bound to the active site have 

led to the now-classic model of catalysis, in which enzymes catalyze a reaction by 

stabilizing the intermediate.258 These structures revealed a “hinge-bending” motion of the 

two lobes of the active-site cleft. Understanding lysozyme’s hinge-bending motion became 

an early goal for the nascent field of molecular mechanics.259 Shortly thereafter, it was 

realized that lysozyme’s internal dynamics might be revealed by X-ray crystallography from 

an analysis of B-factors variations among different regions of the protein.233

As discussed above, analysis of an enzyme’s internal dynamics is complicated by the fact 

that atomic displacements in a crystal are compounded by external motions, such as 

translations and rotations of the entire molecule within the lattice. In the context of small 

molecule crystallography, Schomaker and Trueblood derived the functional form of the B-

factors that would result from such rigid-body motions in terms of three tensors, T 

(translation), L (libration), and S (screw), which describe the covariances of rotation and 

translation.59 This so-called TLS model was first applied to protein crystallography by 

Sternberg et al. who showed that the B-factors of tetragonal lysozyme crystals could be 

described largely by TLS motions of pairs of molecules in the unit cell.235 However, 

whether global rigid-body displacements were solely responsible for the variation in atomic 

B-factors was impossible to prove from Bragg diffraction data alone.

To tease apart internal and external motions, researchers examined the patterns of diffuse 

scattering in X-ray images of lysozyme crystals. Between 1987 and 1998, several groups 

measured the diffuse scattering of triclinic, tetragonal, and orthorhombic lysozyme crystals 

and developed a variety of dynamical models to analyze the diffuse patterns. The first 

diffuse scattering analysis of lysozyme was performed by Doucet and Benoit on the 

orthorhombic crystal form.224 Diffraction images recorded on X-ray film showed diffuse 

streaks between Bragg reflections along the reciprocal lattice planes perpendicular to a* and 

c*, indicating that correlated motions occur along the a and c directions in the crystal (Figure 

29A). Examining the packing relationships in the crystal lattice, they found that “rows” of 

symmetry-related molecules could be identified along each of the crystalline axes. 

Intramolecular contacts along the a and c directions were extensive, while contacts along the 
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b direction were relatively minor, explaining the strong anisotropy of the diffuse streaks. 

Finally, they simulated the diffuse scattering produced by small correlated displacements of 

pairs of molecules along a and c and were able to reproduce the streaked features they 

observed (Figure 29B).

Although the work of Doucet and Benoit supported a picture of a protein crystal as an elastic 

solid composed of relatively rigid protein units, this view was thoroughly challenged by 

subsequent studies. Clarage et al. collected diffuse scattering images from tetragonal and 

triclinic lysozyme crystals, which displayed striking cloudy patterns that were not confined 

to reciprocal lattice planes222 (Figure 30). Similarly cloudy patterns were observed from 

insulin crystals several years earlier, which were interpreted using a liquid-like correlation 

function that decays exponentially with distance.3 A key advantage of this liquid-like motion 

(LLM) model is that only two parameters need to be optimized: the RMS amplitude and the 

correlation length. Clarage et al. found that the cloudy diffuse patterns in both tetragonal and 

triclinic lysozyme crystals could be modeled using a correlation length of 6±1 Å, which is 

similar to the value obtained for insulin3 and compares roughly with the size of an amino 

acid residue. The RMS displacements for the best-fit model were 0.49Å (tetragonal) and 

0.33Å (triclinic). An LLM model was also used to describe the halos surrounding the Bragg 

peaks, which are sometimes referred to as thermal diffuse scattering, or TDS. For both 

crystal forms, the optimal LLM parameters for these halos were a correlation length of 

50±5Å and an RMS displacement of 0.11 Å. Clarage et al. estimate that internal motions 

accounted for 95% of the motion in tetragonal lysozyme and 90% of the motion in triclinic 

lysozyme.

However, the conclusion of Clarage et al. that the RMS displacements derive mainly from 

internal motions relies on the LLM model, whose key assumptions are perhaps overly 

simplistic. The LLM model assumes that correlated motions are always co-linear, neglecting 

the possibility of more complex motions such as rigid-body rotations. In addition, LLM 

assumes that all pairs of atoms in the protein obey the same pair correlation function, 

independent of their position. Both assumptions are clearly at odds with the distribution of 

B-factors in tetragonal lysozyme, which vary significantly throughout the protein and show 

evidence of rigid-body rotations.233,235

In a later study, Pérez et al. collected new diffuse scattering data for tetragonal lysozyme 

(Figure 31A) and simulated the diffuse scattering (Figure 31B) that would result from 

independent translations and rotations of each copy of protein about its center of mass, of 

which there are 8 per unit cell. Although neither isotropic translations (iso-T) nor rotations 

(iso-L) accounted for the cloudy diffuse pattern on their own, an equal mixture of 

independent rotation and translation (iso-TL) achieved satisfactory, qualitative agreement. 

Additionally, the iso-TL motions reproduced most of the trends in the measured B-factors. 

Thus, Pérez et al. argued that since rigid-body motions can account for both diffuse 

scattering and Bragg diffraction, a rigid-body interpretation of tetragonal lysozyme 

dynamics should be preferred over that of the LLM model.7

Since the interpretation of diffuse scattering can be ambiguous, it is most powerful when 

used to test the predictions of self-contained, realistic models. Lysozyme was the first 
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system where diffuse scattering was applied in this way. Faure et al. tested the predictions of 

normal mode (NM) and molecular dynamics (MD) simulations using the cloudy diffuse 

scattering from orthorhombic lysozyme, which became visible once image plate detectors 

replaced X-ray film225(Figure 32A). Both simulation methods reproduced some of the 

diffuse features, although the NM simulation was found to agree slightly better (Figure 32B–

C). Interestingly, the hinge-bending motion was among the 15 low-frequency modes used to 

calculate the diffuse scattering. It is important to note that these simulations were rather 

crude by current standards; neither simulation accounted for the crystal lattice or solvent. 

More rigorous MD simulations were performed later by Héry et al.; diffuse scattering 

calculated from a 1 ns all-atom MD simulation of an orthorhombic lysozyme unit cell 

showed fair agreement with the data of Faure et al..260 It is important to note, however, that 

none of these studies used a quantitative figure of merit, and so statements of relative 

agreement are difficult to judge.

Summary: These early studies on lysozyme demonstrated the feasibility of measuring 

diffuse scattering from macromolecules and established that the scattering derives from 

correlated motions, which cannot be measured by conventional Bragg diffraction. Although 

in some cases it was possible to interpret diffuse scattering in terms of internal dynamic 

motions, the evidence for ignoring external motions was by no means conclusive. In 

particular, diffuse scattering from tetragonal lysozyme could be explained equally well by 

the seemingly opposite LLM and TLS models.7,222 Interpretation in these early studies was 

limited to qualitative visual comparisons, largely because methods to separate Bragg peaks 

and diffuse scattering had not yet been developed. This limitation meant that accurate 

reciprocal space values were not available, and by extension, the quality of fit between 

between experiment and theory could not be evaluated rigorously.260

Although the X-ray equipment and computational methods utilized are crude by current 

standards, early diffuse scattering work remains highly relevant. Diffuse scattering was 

upheld as a check on the increasingly common use of Bragg data to infer correlated 

motions.229,261 This use of Bragg data has dramatically increased in popularity and 

sophistication, and remains a strong motivation for diffuse scattering studies.4,5 Dynamical 

models developed to explain diffuse patterns -- including LLM, TLS, NM, and MD -- 

remain in use. Finally, the observation that the same diffuse patterns can sometimes be 

explained with very different models has led to a debate about the proper interpretation of 

diffuse scattering that has yet to be resolved.

4.3 Diffuse Maps for Dynamic Enzymes

4.3.1 Three Dimensional Diffuse Scattering Maps—In early diffuse scattering 

studies, analysis was performed on single diffraction images which were recorded on X-ray 

film or image plates. The next phase in diffuse scattering research began when methods were 

developed by Michael Wall, while a student in Sol Gruner’s lab, for measuring three-

dimensional diffuse scattering maps using a custom CCD-based X-ray detector that was 

optimized for these measurements.83 The maps allowed for quantitative comparisons to be 

made between experiment and theory. Subsequent 3D mapping experiments focused on 

using the diffuse maps to discriminate between alternate models of protein dynamics.
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Briefly, we describe the method for mapping diffuse scattering throughout reciprocal 

space.1,82,83 A series of X-ray diffraction patterns is acquired for many different crystal 

orientations, as in standard crystallography. Each image is then processed to filter out the 

Bragg reflections using a mode filter, a technique previously used to “de-star” telescope 

images, where the value at each pixel is replaced by the mode (most common value) within a 

small patch centered on that pixel. Then, the intensity of the scattering around each Bragg 

peak is averaged, and this value is taken to represent the intensity of the scattering 

underneath the Bragg reflection (at integer values of h, k, and l). After this initial step, the 

diffuse intensities are stored in a table and processed in a similar way to Bragg data. 

Importantly, processing of diffuse scattering in this way allows for comparisons of 

experimental data to model predictions, such that meaningful R-factors or correlation 

coefficients can be calculated.

Complete 3D diffuse maps are available for several proteins. Notably, Staphylococcal 

nuclease1 and calmodulin64 were measured using a specialized CCD detector.82 For nearly 

two decades, these were the only datasets available, likely because commercially-available 

CCDs suffered from blooming artifacts, which causes intense Bragg peaks to bleed into 

surrounding pixels. Recently, interest in protein diffuse scattering has revived,4 in part 

because pixel array detectors (PADs) are now available. These detectors have a negligible 

point-spread function,262 making it possible to measure weak diffuse signals and strong 

Bragg peaks simultaneously. 81 Recently, complete 3D diffuse maps were reported for two 

new proteins: bovine trypsin84 and human cyclophilin A (Cyp A).84 These 3D diffuse maps 

have been compared quantitatively to several dynamical models, including LLM,1,64,84 

MD,87,263 TLS,74,84 and elastic networks.84

4.3.2 Staphylococcal Nuclease—Staphylococcal nuclease (SNase) is an extracellular, 

Ca2+-dependent enzyme that catalyzes hydrolysis of the phosphodiester bond in RNA and 

DNA. SNase has been an important model system for studying protein folding and stability, 

beginning with the work of Anfinsen,264 and more recently with the aid of high-pressure 

structural techniques such as pressure-jump SAXS265 and high-pressure NMR.266 The 

crystal structure of the enzyme bound to Ca2+ and the inhibitor thymidine 3′, 5′-

bisphosphate (pdTp) was first reported in 1971267 and eventually led to a complete 

description of the catalytic mechanism.268

Diffuse scattering measurements of SNase crystals were reported by Wall et al. in 1997.1 

The data were collected from room temperature crystals sealed in thin glass capillaries 

(Figure 33A). The diffraction images were processed as described in Section 4.3.1 to obtain 

the diffuse scattering at integer multiples of the reciprocal lattice vectors. The spherically 

symmetric component of the scattering, which included contributions from air and solvent, 

was subtracted from the map. The data quality was then assessed by calculating the linear 

correlation and R-factors for symmetry-related regions prior to averaging. The resulting 3D 

maps were visualized in 3D as isosurfaces (Figure 33C), or in 2D by mercator projections of 

spherical shells (Figure 33D).

Wall et al. considered various models of motion, including rigid-body displacements,83 and 

found that an LLM model with a correlation length of 10Å and RMS displacement of 0.36Å 
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provided the best fit with the data1(Figure 33D). The correlation between this model and the 

data was 0.595 – less than the experimental precision (Csym = 0.93) – suggesting that better 

models could further improve the fit. Molecular dynamics is an obvious candidate. However, 

MD simulations of diffuse scattering require a significant amount of time to converge.269 A 

10 ns simulation of the SNase unit cell achieved good agreement with the isotropic 

component of the diffuse scattering,263 which depends only on very short-range correlations. 

However, the anisotropic component of the diffuse scattering requires the full positional 

covariance matrix, which had not yet converged by the end of the 10 ns simulation. With 

more recent advances in computing, a 1.1 μs simulation of the SNase unit cell was 

achieved87 (Figure 34A). Again, the correlation of the simulation with the data was excellent 

for the isotropic component of the scattering (Figure 34B). However, agreement with the 

anisotropic component was limited (Figure 34C–F), with an overall correlation coefficient of 

0.40. These results highlight the need to improve the accuracy of the MD model and 

computational power, and the potential role that diffuse scattering can play in validation of 

force fields.

4.3.3 Calmodulin—Calmodulin (CaM) is a eukaryotic Ca2+-binding protein that interacts 

with a wide range of protein targets, conferring Ca2+ sensitivity for regulation and signaling. 

CaM has a dumbbell-like architecture, with a flexible linker joining N- and C-terminal 

domains, or “lobes”. The lobes are similar in sequence and overall fold; each includes a pair 

of helix-turn-helix motifs (EF-hands) that bind two Ca2+ ions with micromolar affinity. Ca2+ 

binding induces a conformational change in the lobes, exposing a hydrophobic patch to 

solvent.270 This patch is buried again when CaM binds its target. Because the linker between 

the N- and C-terminal lobes is flexible, CaM can interact with its targets in a variety of 

conformations, from compact to extended.271

In neurons, CaM confers Ca2+ sensitivity to CaM-dependent protein kinase II (CaMKII). 

The dynamics of Ca2+-dependent activation of CaMKII are thought to be responsible for the 

long-term potentiation of synaptic connections, which is important for learning and memory. 

In the brain, CaM activates CaMKII by binding a short autoregulatory peptide, which 

permits auto-phosphorylation by CaMKII to promote activity in the absence of Ca2+.272 The 

structure of bovine brain Ca2+-CaM bound to the autoinhibitory peptide of CaMKII (alpha 

isoform) was determined by X-ray crystallography,273 and CaM was shown to bind the 

peptide in a compact conformation. Electron density was missing for residues 74–83 of the 

linker, suggesting that this region is highly flexible.

To investigate the motions of CaM in the crystal, Wall et al. performed multi-conformer 

refinement of the Bragg data and analyzed the diffuse scattering.64 The diffuse pattern 

showed weak cloudy features and intense streaks (Figure 35A). These features were then 

separated by sampling the cloudy pattern in the region of systematically absent reflections of 

the C2221 space group, where streaks did not extend. The cloudy pattern was then mapped 

in 3D and fit using an isotropic LLM model, with RMS displacement of 0.38Å and 

correlation length of 4.8 ± 1.0 Å, which is somewhat shorter than the typical correlation 

length of 6 – 10Å observed for crystals of SNase, lysozyme, and insulin.
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In this study, Wall et al. also mapped the streaked diffuse patterns at high resolution in 3D64 

(Figure 35C), the first such map for a protein crystal. Computer memory limitations 

restricted the map to a cube in reciprocal space with 8 reciprocal cells on each side. The data 

were fit using an anisotropic form of the LLM model (Figure 35B,D). The optimal 

parameter values of the model indicated 0.4Å motion with a correlation length of 135 Å, 

oriented along a diagonal direction in the a–b plane that aligns with a continuous end-to-end 

packing direction in the crystal. Interestingly, the multi-conformer refinement of the Bragg 

data also showed a preference for displacements in this direction. The authors suggested that 

the short correlation length in the perpendicular direction was partly caused by the linker, 

which is too flexible to make rigid lattice contacts.

4.3.4 Glycerophosphodiesterase—Glycerophosphodiesterase (GpdQ) is an example 

an enzyme whose collective motions had been inferred from TLS refinement of Bragg data, 

and later tested using diffuse scattering. GpdQ employs a binuclear metal center to catalyze 

the degradation of glycerophosphodiesters as part of the phospholipid remodeling and 

synthesis pathways. GpdQ is unique among known metallo-phosphodiesterases in that it 

displays broad substrate specificity,274 which has made this enzyme the subject of 

bioengineering efforts for the bioremediation of organophosphate pesticides, including EA 

2192, a highly toxic degradation product of the nerve agent VX.275,276

The first crystal structure of Zn-bound GpdQ from Enterobacter aerogenes, solved at 2.92Å 

resolution,277 depicts a domain-swapped dimer in the asymmetric unit, which is cross-linked 

by an inter-chain disulfide bond. In this structure, the physiologically relevant hexameric 

form is generated from symmetry-related dimers about the 3-fold crystallographic axis. The 

domain-swapped “cap” domain sits over the active site and is suggested to play a role in 

determining substrate specificity in this enzyme family. Interestingly, the active site cleft 

formed by the “cap” was too narrow to accommodate the leaving group of the particular 

substrate used in activity assays, suggesting that breathing motions were required as part of 

the catalytic cycle.277 In support of the presence of such motions, the strong diffuse 

scattering in the diffraction images was noted278 (Figure 36A). Additionally, TLS 

refinements with 1–6 groups per dimer improved the R-factors significantly.277

To model the collective motions of GpdQ, Jackson et al. calculated the normal mode 

spectrum for an elastic network.277 When dimeric GpdQ was modeled, the low frequency 

modes did not result in cleft opening. However, when hexameric GpdQ was modeled, the 

lowest frequency mode showed a rocking motion about the hexamer interface, which opened 

the active site cleft. Later, directed evolution experiments showed that mutations at the “cap” 

domain interface, including the cysteine involved in cross-linking, led to increased activity 

toward an unnatural substrate,279 which is consistent with the hypothesis that dynamics of 

the cap domain are important in substrate discrimination. However, the only direct evidence 

for the existence of collective motions of GpdQ comes from the crystallographic B-factors 

derived from TLS refinement.

It has been strongly argued that the existence of biochemically relevant collective motions 

should not be inferred from TLS parameters, unless they correctly predict the diffuse 

scattering present alongside the Bragg data used in refinement.5 Unfortunately, the mapping 
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of TLS matrices to diffuse scattering is not straightforward. As discussed earlier in Section 

4.2.2, the diffuse scattering of tetragonal lysozyme has been modeled previously using 

isotropic T and L matrices,7 but methods making use of the full T, L, and S matrices to 

model diffuse scattering were not described until recently.280 Given a PDB file containing a 

structural model refined using TLS, the algorithm generates a representative ensemble.280 

This ensemble can then be used to predict the diffuse scattering with Guinier’s formula 

(Equation 96).74

To compare the diffuse scattering of GpdQ with predictions from TLS refinement, Van Ben-

schoten et al. first processed individual X-ray images to remove the Bragg peaks (Figure 

36B). Three different TLS refinements were performed with 1–6 groups per asymmetric 

unit, treating either the dimer (1 group), the monomer (2 groups), or each subdomain (6 

groups) as separate rigid bodies (Figure 36C–E). The isotropic component of the simulated 

and measured diffuse scattering were then compared directly. Remarkably, none of the TLS-

derived ensembles showed significant agreement with the experimental curves (Figure 36F). 

The underlying reason is not yet clear. It may be that the dynamics of GpdQ are not well-

described by rigid-body motion. However, we note that rigid body motion alone is unlikely 

to account for the isotropic component of diffuse scattering without also modeling the non-

rigid thermal motion of protein and solvent. In addition, it is also worth noting that the 

determination of TLS parameters from Bragg data is highly ambiguous, making it rather 

unlikely that the results correspond to a physically meaningful model.280 For example, the 

GpdQ ensembles generated from the 6-group TLS refinement are clearly unphysical.280 This 

study highlights the gap between what currently can be inferred from TLS parameters, and 

what is actually needed to predict diffuse scattering profiles accurately.

4.3.5 Cyclophilin A—The dynamics of human cyclophilin A (CypA) have been the 

subject of a number of investigations performed with X-ray diffraction, diffuse scattering, 

and other biophysical techniques. CypA is a peptidyl prolyl cis-trans isomerase, which 

catalyzes the interconversion of the cis and trans isomers of peptide bonds involving a 

proline. Due to the high-energy barrier of ~ 20 kcal/mol, this isomerization occurs on the 

timescale of seconds in solution and can therefore limit the rate of protein folding.281 The 

roles of CypA in the cell are diverse and include important cell signaling functions. The drug 

cyclosporin A, a cyclic non-ribosomal peptide, induces an immunosuppressive response by 

forming a ternary complex with CypA and calcineurin, inhibiting the phosphatase activity of 

calcineurin and blocking its ability to regulate the transcription of cytokine genes.282,283 

CypA also modulates HIV-1 infection, and the enzyme from the host is packaged within the 

viral capsid.284,285

The equilibrium ensemble of CypA has been visualized independently by Fraser and 

colleagues using X-ray crystallography. Fraser et al. first presented multi-conformer fitting 

to the low-level electron density,78 and later this technique was combined with filtering of 

steric clashes to infer networks of correlated motion.286 These studies motivated a 

subsequent diffuse scattering study,84 which aimed to validate these models and characterize 

more subtly correlated motions in CypA.287 In particular, diffuse scattering data were 

reported for crystals of substrate-free CypA, in space group P212121 with one protein per 

asymmetric unit.84 X-ray images were recorded using a pixel-array detector with the crystal 
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at 273 K using a standard crystallography setup. The diffuse intensity was extracted and 

symmetry-averaged (Figure 37A–B) as in the previous 3D diffuse mapping studies of SNase 

and calmodulin64,82,83 and reported alongside diffuse scattering maps for P212121 crystals of 

bovine trypsin in complex with the inhibitor benzamidine.

The 3D diffuse maps of CypA over a resolution range of 31.2–1.45Å were then compared 

with three classes of models: TLS ensemble models, LLM, and the normal modes of an 

elastic network (EN). TLS models with either 1 or 8 groups per protein were refined against 

the Bragg data. None of the diffuse maps predicted by TLS showed significant agreement 

with the experimental maps. The isotropic LLM model gave an improved fit to the data 

(correlation of 0.518, Figure 37C,F) with a correlation length γ = 7.1Å and RMS 

displacement σ = 0.38 Å. An EN derived from the CypA unit cell with periodic boundary 

conditions was introduced as a third model. Agreement with the normal modes of the EN 

was less compelling (correlation of 0.41, Figure 37E,F); however, unlike the LLM model, 

the EN was able to account for the crystallographic B-factors.84

Although the LLM model exhibited the highest global correlation with the diffuse scattering 

of CypA and trypsin,84 the global correlation was lower than for previously measured 

proteins SNase1 and calmodulin.64 Several issues may be at play. The first is that the LLM 

model is expected to be less accurate at high resolution, since it is a first-order expansion of 

the diffuse intensity.63 It thus follows that the model performs more poorly when describing 

the 1.45Å CypA and 1.46Å trypsin maps than describing the 2.5Å SNase and 2.1Å 

calmodulin maps. Another issue may be the differing qualities of the 3D diffuse maps. For 

the CypA and trypsin datasets, which were collected using a standard crystallography setup, 

the correlation coefficient for symmetry-related measurements84 was significantly lower 

than that obtained for SNase using a specialized setup.64,83 These results highlight that 

obtaining the highest quality data is the first important step in diffuse scattering analysis.

It remains to be seen whether diffuse scattering from CypA supports the correlated motions 

inferred from the low-level electron density by the multi-conformer approach. A critical 

assumption of the multi-conformer approach is that the average electron density reports 

internal conformational heterogeneity, rather than deviations of the entire molecule from its 

average position in the lattice. Diffuse scattering of CypA was more consistent with LLM 

than rigid-body TLS models, lending support to the assumptions inherent in the multi-

conformer approach. A more direct test of the contact network analysis could be achieved by 

calculating the diffuse scattering directly from multi-conformer models, instead of fitting the 

LLM. Such a calculation has not yet been reported for CypA but could potentially illuminate 

the extent to which contact network models accurately represent correlations present in the 

ensemble.287

The introduction of EN models for diffuse scattering analysis is a logical step toward the 

eventual goal of combining Bragg and diffuse data during crystal structure refinement. ENs 

derived from a unit cell with periodic boundary conditions can give a similar exponential 

decay of the atom-atom correlation function as the LLM,288 suggesting that the EN 

approach could give similar levels of agreement with diffuse scattering data, while 

addressing critical limitations of the LLM, including interpretability. Whereas the 
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correlation length of LLMs is only distantly related to the functional motions of interest, 

ENs allow for visualization of the low frequency normal modes.289 Normal mode refinement 

of Bragg data has been applied to several proteins,65,240–242 and a procedure for 

simultaneously fitting normal modes to Bragg and diffuse scattering has been described.63,65 

Thus, ENs are a good candidate for a simple model that can be refined to all available X-ray 

data in order to visualize the breathing motions of proteins.

4.4 Correlated Disorder

4.4.1 Gag Polyprotein—Diffuse scattering is produced by deviations from the strict 

periodic structure of a perfect crystal and it arises irrespective of whether the disorder has a 

dynamic origin. Correlated disorder in crystalline materials has been characterized 

extensively by diffuse scattering.221 Geometric frustration is one such non-dynamic 

phenomenon that gives rise to crystal disorder, which results from the mismatch between the 

local symmetry of the repeating object in the crystal and the symmetry of the lattice. Such 

frustration is exemplified by the antiferromagnetic Ising model on a 2D triangular lattice. In 

this system, neighboring spins prefer to align in opposite directions, but they are frustrated 

on a triangular lattice because they cannot all be anti-aligned with their neighbors (Figure 

38). This frustration leads to a situation where the ground-state orientation of the spins is not 

periodic, but the spins are still correlated with one another over significant distances. The 

diffuse patterns from these materials show characteristic honeycomb-shaped ridges between 

the Bragg peaks.221

Diffuse scattering resulting from geometric frustration was recently observed from crystals 

of the N-terminal 154 residues of the gag protein from feline foamy virus (FFV).86 The 

protein crystallized in the space group P6122 with one monomer per asymmetric unit. 

Distinctive diffuse rings were observed around certain Bragg peaks in the diffraction images 

(Figure 39A). When the diffuse data were mapped at high resolution in 3D (Figure 39B), the 

rings were found to lie only in certain planes in the reciprocal lattice (l = integer), in a 

pattern that repeated roughly every 5 planes. 2D slices through reciprocal space resembled 

diffuse patterns produced by an Ising model on a triangular lattice (Figure 39C–D). In a 

manner analogous to the Ising model described above, the geometric frustration occurring in 

the protein lattice can be understood by considering two possible arrangements of molecules 

in the asymmetric unit, A and B, which prefer to pack as AB or BA rather than AA or BB 

(Figure 38).

Because of the disordered packing arrangement in the gag FFV crystals, the structure could 

not be determined from the Bragg data by conventional means. Remarkably, however, initial 

modeling suggests that the extra information contained in diffuse scattering might be used to 

solve the structure. Reverse Monte-Carlo (RMC) simulations were able to identify the 

solvent channel and produce some interpretable electron density, assuming that the 

arrangements A and B differ by a fractional translation of 0.2 l.290

4.4.2 70S Ribosome—The ribosome is a dynamic RNA-protein machine that synthesizes 

polypeptides from genetic information encoded in mRNA. The prokaryotic (70S) ribosome 

is composed of two subunits: the small (30S) subunit, which, binds the mRNA, and the large 
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(50S) subunit, which contains the peptidyl-transferase center. Each amino acid is delivered 

by a specific tRNA, whose anti-codon sequence matches the mRNA template codon. As an 

amino acid is added to the polypeptide chain, the tRNAs translocate through three sites in 

the ribosome (A, P, and E). EM studies revealed that the two subunits rotate relative to one 

another during translocation in what is described as a “ratchet-like” motion.291

TLS refinement has also been used to infer dynamical information from crystal structures of 

Thermus thermophilus 70S ribosomes.239 Interestingly, the libration axes of the subunits 

were consistent with the ratcheting motion observed in the earlier EM studies. However, if 

the rigid-body motions implied by the TLS refinement actually occur in ribosome crystals, 

diffuse scattering should be present in the diffraction images. In particular, Peter Moore has 

argued that biochemical conclusions derived from TLS should be supported by an analysis 

of the diffuse scattering.5 The diffuse scattering from crystals of the 70S ribosome was thus 

later revisited by Polikanov and Moore.66

It can be especially illuminating to analyze the diffuse scattering from a diffraction image 

that is oriented with one of the crystal axes parallel to the X-ray beam. The symmetry of the 

scattering pattern is immediately apparent, and symmetry-related regions of the image can 

be averaged to improve the signal-to-noise, as was previously demonstrated for myoglobin 

crystals in the P6 space group.269 Polikanov and Moore searched through ~ 350, 000 

diffraction images from cryo-cooled 70S ribosome crystals – collected for standard structure 

determination using PAD – to find fortuitously oriented patterns (such as Figure 40A). They 

processed several of these images in order to extract the textured diffuse pattern. The 

circularly symmetric background was subtracted, and the image was high-pass filtered to 

remove absorption artifacts such as the beamstop shadow. Images were also binned to reveal 

the more subtle modulations on scales greater than the distance between Bragg peaks. 

Binned and un-binned images are shown in Figure 40B–C.

Several features in these images suggest that the diffuse scattering originates from lattice-

coupled motions, or acoustic modes, and not the independent rigid-body motions of the type 

implied by TLS refinement. First, the binned diffuse intensities display the same mmm 
symmetry as the Bragg peaks (such as Figure 40B). Polikanov and Moore point out that this 

is not a trivial consequence of P212121 space group symmetry, because screw axes are not 

point group operations. In addition, the diffuse intensities correlate with the Bragg 

intensities, which would be expected for lattice-coupled motion (see Section 2.3.4). Finally, 

in the un-binned images, ridges of intensity that follow the reciprocal lattice planes are 

clearly visible (such as Figure 40C). A sinusoidal modulation of the diffuse intensity is 

predicted by the lattice vibrational mode model (Equation 151) with a particular form of the 

dispersion relation that was derived assuming interactions between adjacent unit cells 

dominate.66 Images simulated using this dispersion relation and Equation 151 strongly 

resemble the diffuse data (Figure 40D).

Although the lattice vibration model describes general features of the diffuse scattering 

pattern in these crystals, the model does not account for the magnitude of motion. The B-

factors predicted for thermally excited acoustic modes at room temperature are about 100 
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times too small.66 Thus, the field awaits further progress in both experiment and theory for a 

complete understanding of the diffuse scattering produced by these crystals.

The work of Polikanov and Moore highlights the need to carefully consider all potential 

sources of correlated motion when analyzing diffuse scattering. They provide several simple 

metrics and guidelines which can be used. First, they plot the standard deviation σD of the 

diffuse scattering in thin annular rings of constant |q| (after subtracting the shot noise 

contribution) as a function of scattering angle (such as Figure 40F). This profile is compared 

with characteristic shapes derived for different models using Wilson statistics. For acoustic 

modes (Figure 40D, solid line),

(153)

where 〈T〉 is the average Debye-Waller factor (Equation 105). For motion which is 

uncorrelated between unit cells (Figure 40E, dashed line),

(154)

Notably, the characteristic fall-off at high angles is much steeper for acoustic modes 

(Equation 153) than for short-ranged, uncorrelated motions (Equation 154). Finally, 

Polikanov and Moore provide a useful list of “trade marks” that can help identify lattice-

coupled motions from diffuse scattering:

1. Spatial correlation between Bragg and diffuse intensities

2. Minima in the diffuse intensity mid-way between adjacent Bragg peaks

3. Steep fall-off of σD(q) at high scattering angles.

These guidelines will undoubtedly be useful in future diffuse scattering studies.

4.4.3 Photosystem II—Time-resolved crystallography allows for the study of concerted 

conformational changes in proteins over a large range of timescales. This method lends itself 

particularly well to studying light-driven reactions that can be synchronized by a fast laser 

pulse (reviewed in Ref. 292). Of particular interest is the photosynthetic water splitting 

reaction performed by photosystem II (PSII). A prerequisite for understanding the reaction 

mechanism of PSII is damage-free structural data for each intermediate. The metal cluster in 

PSII is known to be especially susceptible to X-ray induced damage293,294 and has 

motivated the development of new methods to mitigate damage during data collection. The 

advent of the XFEL that can deliver femtosecond X-ray pulses has inspired serial 

crystallography approaches based on the principle of “diffraction before destruction”.79 PSII 

has served as a poster child for these new sources.
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PSII is a multi-subunit complex found in the thylakoid membranes of higher plants, 

eukaryotic algae, and cyanobacteria, and is highly conserved (Figure 41). Much of the 

structural work on PSII has focused on PSII from thermophilic cyanobacteria (reviewed in 

Ref. 295). In cyanobacteria, PSII is a 700 kDa dimeric complex consisting of two 350 kDa 

momomers, each of which contains 20 distinct subunits. A pair of transmembrane subunits, 

D1 and D2, contain four chlorophylls collectively known as P680. In close proximity is the 

oxygen-evolving center (OEC), a cubane-like, μ-oxo bridged Mn3CaO4 cluster with a fourth 

“dangling” Mn. After one P680 chlorophyll absorbs a photon, the excited electron moves to 

pheophytin and then to a pair of plastiquininones, denoted QA and QB (QB eventually 

dissociates). Following electron transfer, P680 is reduced by a tyrosine residue in D1 called 

YZ, which then oxidizes the OEC. After four such reductions have occurred, the OEC splits 

two water molecules, yielding four protons and molecular oxygen. With each photon 

absorbed, PSII advances through a series of five states, S0 → S4, known as the Kok 

cycle,296 where water splitting occurs in the transition between the unstable S4 state and the 

S0 state.

The XFEL approach has yielded “damage-free” structures of PSII, including a 1.95Å 

structure of the dark-stable S1 state.297 Since XFELs destroy the sample after a single 

exposure, complete datasets must be obtained by merging measurements from multiple 

crystals. In order to obtain structures of PSII in the other S-states, a time-resolved (pump-

probe) approach has been developed whereby microcrystals are delivered in a liquid jet that 

flows sequentially through laser and X-ray beams.298 The first pump-probe measurements of 

PSII suffered from low resolution (5–5.5 Å), which made interpretation of conformational 

changes highly ambiguous.299,300 Progress in this field is rapid, and these controversies are 

likely to be resolved once high resolution structures are available. Of interest here, however, 

is the fact that low resolution diffraction from PSII crystals show substantial diffuse 

scattering. This observation was made even before the advent of the XFEL and interpreted 

as evidence of weak crystal packing.301 Strong diffuse scattering was also seen in XFEL 

measurements of PSII microcrystals by Ayyer et al. (Figure 42A).302

What is the origin of the diffuse scattering from PSII? If it is caused by weak crystal packing 

interactions, and not internal dynamics, the prediction is that the scattering should resemble 

the symmetry-averaged molecular transforms of the rigid structural subunits undergoing 

independent translational motions. The Fourier transform of the diffuse intensity (the diffuse 

Patterson function, Figure 42D) resembles the autocorrelation function of the PSII dimer 

(the asymmetric unit, Figure 42E), suggesting that the PSII dimer is the rigid subunit in this 

case – not the entire unit cell (4 dimers, space group P212121), or individual domains within 

the complex.302 If indeed the PSII dimer is more rigid than implied by the diffraction 

resolution, the diffuse scattering which extends beyond the resolution of the Bragg peaks 

should contain high resolution information about its structure.

Ayyer et al. developed a clever approach to extend the resolution of the electron density 

maps by incorporating information from diffuse scattering.302 Mathematically, the diffuse 

scattering from rigid-body translational motion is proportional to the molecular transform 

(see Equation 127). Previous work on lensless X-ray imaging has shown that knowledge of 

the continuous molecular transform can be sufficient to solve the phase problem.303 Ayyer et 
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al. used a difference-map algorithm304 to compute electron density maps from the diffuse 

scattering, which was combined with the low-resolution map from the Bragg data.

After adding the information from the diffuse scattering to the Bragg data for PSII, the 

reported resolution gains were approximately 1Å (from ~ 4.5Å using Bragg data alone, to ~ 

3.5Å combined).302 While this gain is impressive, it is not entirely clear whether the diffuse 

scattering deserves all of the credit. Given the complexity of the phasing method, there are 

many open questions, including the degree to which model bias influences the result. It is 

also unclear whether the original diffraction resolution was indeed 4.5Å because Bragg 

peaks can be seen extending beyond this limit in some of the published images. It is well 

known that serial crystallography suffers from non-isomorphism, with merging statistics that 

are generally poorer than those of single-crystal datasets. Thus, it is possible that the 

apparent resolution of the merged dataset, according to correlation between random half data 

sets, would be lower than the resolution of individual crystals prior to merging. One concern, 

then, is that some weak Bragg diffraction was mistakenly counted as diffuse scattering. 

Finally, the method rests on the assumption that the diffuse scattering derives entirely from 

uncorrelated translations of the PSII dimer. The evidence for this is not conclusive, and other 

potential contributions, including internal protein motions and lattice-coupled motions, were 

not examined.

These criticisms, however, do not detract from the essential novelty of the idea – that 

lenseless imaging techniques can be applied to diffuse scattering under certain 

circumstances in order to improve structure resolution. The idea is useful only if random 

rigid-body translations are responsible for diffuse scattering in low-resolution crystals more 

generally. The evidence from all previous 3D diffuse mapping studies of protein crystals — 

including SNase,1 CypA,84 calmodulin,64 and Trypsin84 — suggests the opposite. These 

crystals showed cloudy diffuse patterns that were not consistent with rigid-body models, and 

liquid-like or other “soft” models showed better agreement. However, the crystals used in 

these studies diffracted to high resolution compared with PSII. Clearly, more examples of 

diffuse scattering from crystals of all types are needed.

4.5 Open Questions and Future Prospects

Diffuse scattering, with its unique sensitivity to correlated motion, promises to reveal 

previously hidden dynamics that underlie allosteric control of enzyme activity. However, the 

technique has yet to demonstrate its full potential. Perhaps the most glaring criticism is the 

fact that diffuse scattering has yet to solve a problem of genuine biochemical interest. This is 

not for a lack of ingenuity. Indeed, as the examples in this review demonstrate, the seminal 

efforts to measure and interpret diffuse scattering have generated a multitude of processing 

schemes, dynamical models, and novel insights. There are, it may be said without 

exaggeration, as many explanations for diffuse scattering as experimental examples. The 

evidence so far is that protein crystals exhibit many different types of disorder. Thus, before 

any information of biochemical interest can be extracted from the data, a critical challenge is 

to identify which models apply. This problem of classification is largely due to our relative 

inexperience, which comes from the paucity of experimental or simulated examples. With 
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the advent of ideal X-ray detectors and powerful computers, however, the types of 

systematic studies that need to be done are well within reach.

A number of open questions need to be resolved before diffuse scattering can be considered 

a routine measurement. Some of the most pressing include the following. How does 

radiation damage affect diffuse scattering? Can diffuse scattering from cryo-cooled crystals 

be trusted? How isomorphic are protein crystals from the perspective of their scattering? 

Does scattering from poorly-diffracting crystals contain useful information?

These questions should yield to a systematic experimental approach, and the answers will 

determine the most useful modes of data collection and the breadth of samples that can be 

reliably analyzed. For example, current methods for processing diffuse data were developed 

in the CCD era, and deserve renewed attention, especially given improvements in detector 

technology and computational power. A wish list might include the following:

1. A computational method to separate diffuse background and Bragg peaks that 

outperforms the mode filter when applied to PAD data.

2. New metrics, akin to Rg, I(0), or Dmax employed in SAXS, which allow for a 

model-independent description of a dataset’s general properties.

3. A parametrized model of internal protein motion and lattice disorder which is 

minimally complex, yet sufficiently general that it can be refined simultaneously 

to Bragg and diffuse data.

While systematic experiments and methodological improvements are one path forward, we 

should not discount the possibility of surprise. Indeed, the recent application of diffuse 

scattering for improving structural resolution302 was not anticipated, to our knowledge, by 

prior authors. The biological diffuse scattering field at is current stage has reached a point 

like the biological SAXS field immediately before the introduction of widely distributed 

software.2 With creativity, open-mindedness, and rigorous aproaches, the field is poised to 

bring crystallography into a new era that extends beyond Bragg diffraction.

5 Concluding Remarks

Visualizing protein in motions remains one of the major frontiers in biology, and recent 

advances in both X-ray diffraction and scattering have made this goal more achievable.305 

The case studies in solution scattering as well as the extensive overview of diffuse scattering 

discussed in this review are testament to the increasingly compelling biological problems 

that can be addressed by X-ray scattering. While this review encompasses a diverse array of 

technical approaches and protein systems, certain topics have not been covered. Chief 

among these are time-resolved solution scattering, such as the now classic macromolecule 

folding studies by Pollack and colleagues performed in microfluidic mixers306–308 and 

pump-probe studies of so-called “protein quakes” in photoactivated systems, such as 

myoglobin,309,310 performed with picosecond pulses at 3rd generation synchrotrons and 

femtosecond pulses at XFELs. Important milestones in time-resolved diffraction and 

scattering have been reviewed previously, and the reader is referred to these excellent 

reviews.8,305,311–313 With the recent development of the XFEL, time-resolved solution 
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scattering studies are once again gaining momentum and will undoubtedly continue to shed 

light onto ever more interesting biochemical processes.

This review has placed into the spotlight a host of solution scattering experiments performed 

as either primary or secondary characterization techniques toward the study of complex 

enzymes. The experimental results enumerated here demonstrate the unique capabilities of 

this approach and are indicative of the future of the field. In particular, whereas 

highresolution structures may be determined by crystallography or cryo-EM, solution 

scattering has proven to be a powerful tool for probing conformational changes under 

solution conditions that are physiologically relevant. Moreover, solution scattering can offer 

quantitative and model-independent insight into the nature of the structural transitions, such 

as the number of species and forms of cooperativity involved. Thus, the future awaits more 

investigations that take advantage of these unique strengths to elucidate the complex 

regulatory and catalytic mechanisms of dynamic enzymes. Likewise, as our understanding of 

protein dynamics grows, it has become increasingly clear that crystallographic snapshots 

afforded by traditional Bragg diffraction are not sufficient for a complete understanding of 

enzyme mechanisms. Thus, diffuse scattering, a field long dormant, is experiencing a 

resurgence.4 Although bottlenecks remain, the field has gained unprecedented momentum 

with the recent emergence of new light sources and detection capabilities, and future studies 

are certain to be interesting regardless of the outcome. In sum, as researchers delve into 

increasingly complex protein systems, X-ray scattering techniques stands at the forefront of 

biophysical characterization.
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Appendix A: Supplement to Physics of X-ray Scattering Section

A.1 Thomson Scattering

In the low-energy limit, the Klein-Nishina formula for the scattering of a photon by a free 

electron reduces to what is referred to as Thomson scattering in classical electrodynamics. In 

the classical theory, when an electromagnetic plane wave traveling in a direction ŝ is 

incident on an electron, the electron oscillates in the direction ê of the electric field (ê ⊥ ŝ), 

and emits X-rays in a dipole pattern. X-rays scattered in a direction ŝ′ are recorded by a 

detector with solid angle ΔΩ at an average rate18

(155)

where J0 is the incident flux (photons per unit area per second), and re is the classical 

electron radius, re = e2/(4πε0mec2) = 2.818 × 10−13 cm. The geometric term appearing in 

parentheses accounts for the dipole radiation pattern. The scattering from a free electron can 

be expressed equivalently as a differential scattering cross-section (dσ/dΩ), equal to the 

scattering rate divided by the incident flux and the solid angle
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(156)

The classical scattering cross-section of a single electron does not depend on the 

wavelength, λ, and when integrated over solid angle, has a fixed value of .

It is often the case the a radiation source will not be completely polarized in a given 

direction, and Equation 156 must be modified accordingly. The scattering can be written 

explicitly as a linear combination of orthogonal polarization directions. Let n ̂ be the vector 

normal to the plane of polarization (n̂ ⊥ ê ⊥ ŝ), and p the fraction of in-plane photons. In 

Equation 156, we can rewrite P (ŝ′, ŝ) ≡ 〈1 – (ê · ŝ′)2〉ê as314

(157)

When p = 0.5 we have an unpolarized source (such as an X-ray tube), whose polarization 

factor depends only on the scattering angle 2θ; . When p = 1 we have a 

completely polarized source, such as a synchrotron. Synchrotron radiation is polarized in the 

plane of the ring (n̂ points in the vertical direction), with P = 1 in the vertical scattering plane 

and P = cos2(2θ) in the horizontal scattering plane.

A.2 Resonant Scattering

Whereas the Thomson scattering cross-section of a free electron is the same regardless of X-

ray energy, the atomic scattering factors depend on the X-ray photon energy ħω,18

(158)

The energy-dependent term {f′(ħω) + i f″(ħω)} corrects for resonant scattering, and is 

significant in the vicinity of an X-ray absorption edge of the atom. The energy-independent 

term, , is the Fourier transform of the electron density around the atom

(159)

and at q = 0, is equal to the number of electrons bound; .
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Resonant scattering plays an important role in several X-ray scattering techniques, such as 

anomalous phasing in MX and anomalous contrast variation in SAXS. In addition, X-ray 

Absorption Fine Structure (XAFS) measurements can be used to probe the energy-

dependent oscillations in f″(ħω), which are sensitive to the local environment of the 

resonant atom. In an anomalous scattering or diffraction experiment, one or more X-ray 

energies are chosen near the absorption edge for an atom of interest. To design the 

experiment and analyze the data, it is usually necessary to determine f′ and f″ 
experimentally. First, f″ is measured by performing an XAFS experiment. Then, f′ is 

calculated from f″ using the Kramers-Kronig relation,18

(160)

where ℘ indicates that the Cauchy principal value of the integral is taken.

Although resonant scattering is important in many techniques, it is not central to the 

applications discussed in this review. Therefore, for notational convenience, we have 

assumed that the resonant contributions are small, making the approximation 

. The consequence of this approximation is that the molecular form factor 

description (Equation 7) is equivalent to the electron density description involving the 

Fourier transform of ρ(r). Resonant scattering can be added back in to the theory by 

considering ρ(r) to be a complex-valued quantity. Note that the autocorrelation function 

(Equation 9) should be modified in this case,

(161)

where * is the complex conjugate. In addition, the number of electrons Ne in volume V, 

introduced in Section 2.1.2, would also be complex-valued, according to the definition,

(162)

Otherwise, the derivations of Section 2.1 require only minor modifications to account for a 

complex valued ρ(r).

A.3 Liquid Structure Factor

The correlation function of a molecular liquid can be derived using a similar argument to 

that presented in Section 2.1.2. First, consider a one-component system composed of Np 

identical, spherically symmetric particles with scattering factor fp(q). The ensemble average 

of the squared form factor is
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(163)

Following the derivation leading to Equation 14, the intensity (Equation 17) is

(164)

where np is the average number density of particles, and ηp(r) refers to the probability that a 

pair of particles are separated by a distance r, which for a liquid, depends only on the 

distance r = |r| between them. Therefore, a pair correlation function g(r) = ηp(r)/np is 

introduced, and the integral is changed to spherical coordinates using Equation 26. Then, 

Equation 164 can be written,

(165)

where S(q) is the structure factor,

(166)

The structure factor and the pair correlation function g(r) are related by a Fourier-Bessel 

transform, which can be inverted to give g(r) in terms of S(q),

(167)

Forward scattering

For single-component liquids, the number of scattering electrons is Ne = Np |fp(0)|, and 

therefore Equation 19 relates the structure factor at q = 0 to the variance in the number of 

particles, Np,

(168)
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For a non-interacting system (an ideal gas), the variance in the number of particles should 

equal the mean (according to Poisson statistics), so by Equation 168, S(0) = 1. Strongly 

interacting systems, such as liquids, have values of S(0) that differ from unity. According to 

kinetic theory, the variance of the number of molecules is related to the isothermal 

compressibility, χT

(169)

where np is the average number density, P is the pressure, T is the temperature, and kB is the 

Boltzmann constant. Combining Equations 168 and 169,

(170)

Liquid Water

Liquid water is omnipresent in biomolecular solutions and crystals, and its scattering 

contribution is important to consider. The forward scattering of liquid water can be 

calculated using its isothermal compressibility, which has been measured accurately using 

the speed of sound.315 At 22 °C and atmospheric pressure, χT = 4.56 × 10−10 Pa−1, so by 

Equation 170,

(171)

The forward scattering cross-section per unit volume of a one-component liquid is

(172)

With fp(0) = 10 electrons for water and re = 2.818 × 10−13 cm,

(173)
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Figure 1. 
Diffraction, diffuse scattering, and SAXS result from the elastic scattering of X-rays when 

they interact with electrons. The characteristic patterns they produce on a detector result 

from interference of the scattered waves, and they reflect the degree of disorder present in 

the sample. The diffuse scattering image was adapted with permission from Ref. 1. 

Copyright 1997 United States National Academy of Sciences.
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Figure 2. 
The aromatic amino acid (AAA) biosynthetic pathway of plants and microorganisms is 

tightly regulated. The many regulated enzymes (black dotted lines) all share a common trait 

in that they are located at junction points within the pathway. All three AAAs originate from 

chorismate, synthesized via the shikimate pathway (blue). Phenylalanine and tyrosine are 

then formed from a branching pathway that begins with chorismate mutase (orange), while 

tryptophan is synthesized from a pathway beginning with anthranilate synthase (green).
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Figure 3. 
SEC-SAXS studies reveal that TmaDAHP synthase is regulated by Tyr, an end-product of 

the AAA biosynthetic pathway, via the dimerization of ACT domains (blue domains in 

insets).101 (A) The experimental scattering of TmaDAHP synthase in the absence of tyrosine 

was fitted via CRYSOL2 to the crystal structure of the ligand-free enzyme in an open state 

(inset, PDB: 1RZM)100 and found to be in close agreement. (B) Conversely, TmaDAHP 

synthase in the presence of Tyr was found to be better modeled by the Tyr-bound closed 

state (inset, PDB: 3PG9). In both plots, experimental data are in black, the theoretical profile 

of the open state is in blue, and the theoretical profile of the closed state is in orange. 

Adapted with permission from Ref. 101. Copyright 2011 American Society for 

Biochemistry and Molecular Biology.
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Figure 4. 
SEC-SAXS studies show that allosteric regulation by Tyr can be conferred by fusing the 

ACT domain of TmaDAHP synthase to the normally unregulated P. furiosa enzyme.104 

Addition of Tyr to this chimeric construct leads to a change in scattering (green to pink), 

indicative of a structural change. The experimental scattering in the presence of Tyr is in 

close agreement to the theoretical profile calculated in CRYSOL2 from the crystal structure 

of the Tyr-bound construct in the closed state (inset, PDB: 4GRS). Adapted with permission 

from Ref. 104. Copyright 2013 United States National Academy of Sciences.
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Figure 5. 
SEC-SAXS studies reveal that the product of CM, prephenate, causes a tighter association 

between the DAHP synthase and CM domains of the DAHP synthase-CM fusion protein of 

Geobacillus sp.107 This subtle compaction is best seen in the Kratky plot, where the main 

peak shifts to the right (blue to red) in the presence of prephenate (red line). Adapted with 

permission from Ref. 107. Copyright 2016 American Society for Biochemistry and 

Molecular Biology.
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Figure 6. 
The three AAAs are directed to the formation of important neurotransmitters in mammals, 

and the pterin-dependent hydroxylase enzymes are allosterically regulated via ACT 

domains.
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Figure 7. 
The full-length crystal structure of rat PheH reveals a homotetramer in an inactive state. In 

this crystal structure, the ACT domains (orange) are too far apart to interact (PDB: 

5DEN).114
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Figure 8. 
PheH undergoes a cooperative structural change upon addition of the allosteric activator, 

Phe.115 (A) Titration of 0–1 mM Phe to rat PheH leads to a change in the mid-q region in the 

Kratky plots (red to blue). (B) Singular value decomposition of this titration dataset reveals 

that this structural change is a cooperative two-state transition. Adapted with permission 

from Ref. 115. Copyright 2016 American Chemical Society.
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Figure 9. 
SEC-SAXS coupled with EFA allows for structural modeling of the PheH tetramer.115 (A) 

The elution profile of PheH (black) was separated via EFA into two sequential, overlapping 

peaks (blue and red). (B) These peaks were found to have scattering profiles indicative of 

aggregation (blue) and the PheH tetramer (red). (C) Rigid-body models generated from the 

EFA-separated scattering profiles indicate that the allosteric activation of PheH is consistent 

with the ACT domains (orange) rotating to dimerize with diagonal partners. Adapted with 

permission from Ref. 115. Copyright 2016 American Chemical Society.
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Figure 10. 
ATCase catalyzes the first step in the biosynthetic pathway of the pyrimidines CTP and UTP. 

The enzyme is activated by the purine ATP and allosterically inhibited by CTP and UTP 

acting in tandem.
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Figure 11. 
Crystal structures of ATCase reveal two major conformations. (A) In the presence of the 

inhibitor CTP or in the absence of ligands, ATCase preferentially forms a closed 

heterododecamer of two catalytic trimers (blue) and three regulatory dimers (orange) known 

as the tense or T-state (PDB: 6AT1).136 (B) Upon addition of the substrate analog PALA, 

ATCase instead forms a relaxed R-state (PDB: 1D09).137 The PALA-bound structure 

involves rotation of both the regulatory dimers and the catalytic trimers, leading to an 

elongated and open structure relative to the T-state.
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Figure 12. 
SAXS reveals that ATCase undergoes a concerted transition between T and R-states that 

reaches saturation at substoichiometric concentrations of PALA. (A) Titration of PALA 

(purple to yellow) causes the subsidiary maximum to shift to lower q, indicative of a 

transition to a more open structure. Clear iso-scattering points suggest a two-state transition 

from the closed T-state to the open R-state. (B) SVD reveals that R-state saturation occurs 

before all available active sites are PALA bound, indicative of cooperative binding leading to 

an increased PALA binding affinity.141 Adapted with permission from Ref. 141. Copyright 

1997 International Union of Crystallography. http://journals.iucr.org
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Figure 13. 
SAXS studies of a hybrid ATCase provide evidence for concerted cooperativity. (A) ATCase 

with wild-type catalytic domains (blue spheres) undergoes a visible change in scattering 

profile between the ligand-free T-state (red curve) and PALA-bound R-state (blue curve). 

(B) A mutant ATCase consisting of mutant catalytic domains (brown spheres) incapable of 

binding substrate showed no difference between the ligand-free and PALA-present scattering 

profiles. (C) Addition of PALA to a hybrid ATCase with five mutant catalytic domains 

(brown spheres) and a single wild-type domain (blue sphere) leads to a change in scattering 

similar to that seen for the wild-type enzyme, indicating that only a single functional 

catalytic domain is necessary to cause the hybrid ATCase to shift from T- to R-state. 

Adapted with permission from Ref. 144. Copyright 2001 Macmillan Publishers Ltd: Nature.
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Figure 14. 
Discrepancies between SAXS and crystallography have left open questions about the 

interpretation of the ATCase R-state structure. The scattering of ligand-free ATCase (green 

curve) agrees well with a theoretical profile of the ligand-free crystal structure (grey curve, 

PDB: 6AT1).136 However, the scattering of ATCase with PALA (orange curve) or with 

PALA and Mg2+-ATP (red curve) do not overlay with theoretical profiles of crystal 

structures with PALA-bound (black solid, PDB: 1D09)137 or with PALA and Mg2+-ATP 

bound (black dotted, PDB: 4KH0).147 As noted by Svergun,138 this discrepancy is likely due 

to an R-state more open in solution than in a crystal. Adapted with permission from Ref. 

148. Copyright 2001 Elsevier.
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Figure 15. 
Time-resolved SAXS studies provide insight into the kinetics of the ATCase transition.154 

(A) A time series of SAXS patterns of ATCase with substrate at 5 °C captures the change in 

conformation at 38 ms (open circles), 380 ms (open squares), and 3800 ms (filled circles) 

after mixing. The long dashed curve (filled squares) is a linear combination of 33% T-state 

and 67% R-state. (B) Integrated scattering intensities plotted as a function of time indicate a 

rapid, initial transition from T- to R-state after mixing of Asp with ATCase and CP, reaching 

a steady-state phase with majority of the population in the R-state from 0.5–1.5 s. The 

population then reverts to the T-state after 1.5 s as substrates are exhausted. Adapted with 

permission from Ref. 154. Copyright 2008 Elsevier.

Meisburger et al. Page 119

Chem Rev. Author manuscript; available in PMC 2018 June 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 16. 
Ribonucleotide reductase (RNR) is located at a critical junction in nucleotide metabolism 

and is tightly regulated by various nucleotide effectors. Class I RNRs act on ribonucleoside 

diphosphates. The pathway products dTTP, dGTP, and dATP at low concentration act as 

specificity effectors by increasing the affinity for specific substrates. ATP and dATP at high 

concentrations act as activity effectors, increasing and decreasing catalytic turnover, 

respectively.
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Figure 17. 
Class Ia RNRs can form a variety of active and inhibited oligomers. (A) The α dimer of E. 
coli RNR contains the active site as well as allosteric sites. The activity site is located in the 

N-terminal ATP-cone domain (orange), which plays a role in higher order oligomerization 

(PDB: 3R1R).169 (B) The β dimer of E. coli RNR initiates radical chemistry via a diferric 

metallocofactor (red spheres) (PDB: 1RIB).170 (C) A low-resolution model of the active E. 
coli RNR depicts an α2β2 complex in which the subunits are docked along their symmetry 

axes.88,171,172 (D) E. coli RNR forms an inhibited α4β4 complex in the presence of 

saturating concentrations of dATP.88 (E) Under crowding conditions, E. coli RNR forms 

concatenated α4β4 rings.167 (F) Human RNR forms an α6 ring in the presence of dATP, 

precluding interaction with the β2 dimer (PDB: 5D1Y).168 (G) P. aeruginosa RNR forms an 

inactive α4 ring in the presence of dATP. The enzyme contains two sequential ATP-cone 

domains: one that is deficient in dATP-binding (red) and an N-terminal copy that can bind 

two dATP molecules (orange) (PDB: 5IM3).173
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Figure 18. 
SAXS titration studies of E. coli RNR show that a large, non-globular oligomer with 1:1 

subunit stoichiometry forms at inhibiting levels of dATP.88 (A) The Kratky representation of 

0 μM (blue), 12 μM (orange), and 40 μM (red) dATP titrated into a 6 μM solution of α2 and 

β2 in the presence of CDP. As [dATP] increases, the Kratky plot shifts from a single 

dominant peak to a double-humped curve characteristic of a non-globular structure. (B) 

Titration of 0–30 μM α2 (violet to yellow) in a solution of 6 μM β2 and saturating dATP and 

CDP reveals a maximum Rg value at the equimolar point (dotted line), indicative of 1:1 

subunit stoichiometry in the inhibited complex. Adapted with permission from Ref. 88. 

Copyright 2011 United States National Academy of Sciences.
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Figure 19. 
SAXS studies of a trapped radical mutant of E. coli RNR reveal an active α2β2 complex that 

is kinetically stabilized even under strongly inhibiting conditions. (A) An unnatural amino 

tyrosine (NH2Y730) leads to a radical trap at this position in the α subunit. Mixing this 

mutant α with β lacking a radical leads to a Kratky plot reminiscent of an inhibited α4β4 

species at high protein concentrations (red). By contrast, mixing the mutant α and β with an 

intact radical leads to a Kratky plot with a single dominant peak, indicative of an active α2β2 

species even at high protein concentrations (blue). (B) A time-course over 22 minutes 

(yellow to blue) of the mutant RNR in the presence of inhibiting levels of dATP displays a 

gradual shift from a monomodal to a bimodal Kratky curve, consistent with a remarkably 

slow conversion from α2β2 to the inhibited α4β4. Adapted with permission from Ref. 172. 

Copyright 2013 United States National Academy of Sciences.
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Figure 20. 
Initiation and elongation processes in a minimal Type I PKS. (A) Mechanism of loading of 

starter and extender units to PKS modules. The CoA-linked starter or extender unit is first 

covalently attached to the AT domain, with the CoA acting as the leaving group. (B) The 

starter unit is transferred to the Ppant arm (only the terminal thiol is shown) of the initiation 

module’s ACP domain and then transferred to the KS domain of the first extension module, 

where it is covalently attached via a thioester bond. Extender units are transferred to the 

Ppant arm of the ACP domain in the same module. The now loaded substrate is then 

transferred to the subsequent module’s KS domain in a similar manner. (C) Mechanism of 

the carbon-carbon bond-forming reaction between the already attached individual units.190
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Figure 21. 
Overall organization of the DEBS pathway, which produces 6-deoxyerythronolide B (dEB), 

and constructs studied by SEC-SAXS.192 (A) The pathway contains a loading (LD) 

didomain, 6 extension modules (M1 – M6), and a cyclizing thioesterase (TE) domain. DEBS 

modules are organized into three distinct complexes, DEBS1, DEBS2 and DEBS3. Each 

complex is homodimeric, and each chain contains two different modules. (B) Domain 

composition of the major constructs described in this review, namely module 3 (M3), the 

minimal M3 + TE construct, and DEBS3 (a bimodule of M5 and M6).191,192
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Figure 22. 
SEC-SAXS studies of DEBS components show agreement with crystal structures. (Top) 

Solution scattering profiles (black) of individual DEBS domains compared to CRYSOL fits 

from the existing crystal structures.192 The fits shown include the KS-AT didomain (green), 

ACP domain (yellow), KR domain (cyan), and TE domain (red). (Bottom) Ribbon diagrams 

of the crystal structures (PDB codes 2JU2, 2FR0, 1MO2 and 2QQ3) corresponding to the 

CRYSOL fits.197–200 Adapted with permission from Ref. 192. Copyright 2014 Elsevier.
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Figure 23. 
SEC-SAXS experiments enable rigid-body modeling of a DEBS module and comparison to 

a cryo-EM structure of a similar module. (A) SAXS-derived model of the minimal DEBS 

M3 + TE construct derived by treating the individual domain crystal structures shown in 

Figure 3 as rigid bodies. (B) SAXS model for DEBS M3, created in a similar manner.192 (C) 

The EM model of PikAIII module 5 (M5) displays a notably different architecture.188 (D) 

Experimental SAXS data of DEBS M3 shown as Kratky plots. Theoretical profile of the 

SAXS-derived DEBS M3 model (blue) provides a better fit than the PikAIII EM model 

(pink). Adapted with permission from Ref. 192. Copyright 2014 Elsevier.
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Figure 24. 
SEC-SAXS enables rigid-body modeling of a full bimodular complex, DEBS3. (A) 

Experimental scattering of the DEBS3 bimodule model (black) was used to generate rigid-

body models. The theoretical scattering from a representative structure obtained through 

rigid-body modeling is shown in blue. (B) Rigid-body model of DEBS3 generated from the 

crystal structures shown in Figure 3.192 Adapted with permission from Ref. 192. Copyright 

2014 Elsevier.
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Figure 25. 
Initiation and elongation processes in a minimal NRPS. (A) The amino acid to be 

incorporated is first activated by the A domain using one molecule of ATP to form an amino 

acid-AMP adduct (AMP-AA). (B) The activated starter unit is covalently linked through a 

thioester bond to the initiation module’s PCP domain. Extender units are loaded onto their 

respective modules in the same way as the starter unit. (C) Mechanism of the amide bond-

forming reaction between individual units.185
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Figure 26. 
SAXS experiments provide evidence for a linear arrangement of the F and A domains in the 

NRPS module, LrgA. (A) Crystal structures of the formylation and thiolation states of LgrA, 

with the individual domains colored as follows: PCP (green), F (yellow), A (blue), and the A 

subdomain (lavender). In both structures, the F and A domains adopt the extended 

conformation. (B) The theoretical scattering of the formylation and thiolation states both 

show good agreement to the experimental data at low q.187 Adapted with permission from 

Ref. 187. Copyright 2016 Macmillan Publishers Ltd: Nature.
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Figure 27. 
Diffuse scattering from insulin.3 (A) A 40-hour still diffraction image of insulin collected on 

X-ray film. Bragg reflections are overexposed. The sharp arcs are artifacts from the 

beamline setup. (B) Bragg reflections and haloes digitally separated by subtracting the 

smoothly varying diffuse scattering component of the data. Inset: Rotationally symmetric 

Compton and water scattering. (C) Variational scattering evaluated from difference between 

(A) and two components in (B). Adapted with permission from Ref. 3. Copyright 1988 

Macmillan Publishers Ltd: Nature.
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Figure 28. 
Diffuse scattering from yeast tRNA crystals reveals lattice-coupled motions as well as 

intramolecular motions.228 (A) Simulated scattering from anisotropic lattice-coupled 

motions agrees well with the experimentally observed diffuse streaks between Bragg peaks. 

(B) The cloudy diffuse scattering (see arrows) in the experimental data can be well described 

a model for short-range correlated motions of the anticodon arm. Adapted with permission 

from Ref. 228. Copyright 1994 International Union of Crystallography. http://

journals.iucr.org
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Figure 29. 
Diffuse scattering streaks indicate lattice disorder in orthorhombic lysozyme crystals. 224 

(A) Still diffraction image recorded on X-ray film shows diffuse streaks between Bragg 

reflections along the reciprocal lattice planes perpendicular to a* and c*. (B) Simulation of 

the diffuse scattering produced by small correlated displacements of pairs of molecules 

along a and c axes in the crystal lattice reproduces the streaked features. Adapted with 

permission from Ref. 224. Copyright 1987 Publishers Ltd: Nature.
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Figure 30. 
Diffuse scattering from tetragonal and triclinic lysozyme crystals collected on X-ray film 

(left) compared with simulated scattering from LLM models (right).222 Top: Still diffraction 

image from triclinic lysozyme compared with LLM model. Middle and bottom: Still 

diffraction images from tetragonal lysozyme separated by a 90 degree rotation compared 

with simulated scattering from the LLM model. Adapted with permission from Ref. 222. 

Copyright 1992 John Wiley & Sons, Inc.
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Figure 31. 
Diffuse scattering from tetragonal lysozyme is compared with simulated scattering from 

TLS refinement.7 (A) Still diffraction image collected on an image-plate detector. (B) 

Simulated scattering taking into account both rigid-body rotation and translation achieved 

satisfactory agreement. Adapted with permission from Ref 7. Copyright 1996 International 

Union of Crystallography. http://journals.iucr.org
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Figure 32. 
(A) Experimental diffuse scattering from orthorhombic lysozyme compared with diffuse 

scattering patterns calculated from (B) NM analysis and (C) MD simulations.225 Adapted 

with permission from Ref. 225. Copyright 1994 Macmillan Publishers Ltd: Nature.
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Figure 33. 
Diffuse scattering from SNase is attributed to LLM.1 (A) Raw diffraction image from SNase 

crystal. (B) Diffraction image after polarization correction, solid angle normalization, and 

mode filtering to remove Bragg peaks. (C) 3D diffuse map. (D) Mercator projections of the 

experimental diffuse patterns are compared with simulated scattering from best-fit LLM 

model. Adapted from Ref. 1. Copyright 1997 United States National Academy of Sciences.
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Figure 34. 
Comparison of diffuse scattering from SNase with MD simulations.87 (A) Scatter plot of 

structures extracted from the MD trajectory projected on the first two principal components 

of the C-alpha position covariance matrix. (B) Comparison of isotropic diffuse intensity for 

experimental data (red) and MD model (blue). (C) Isosurface in the experimental map ( ) 

where positive intensity is shown in green and negative intensity is in red. (D) Isosurface of 

simulated map from the MD model ( ). (E) Difference intensity map ( ). The 

(F) experimental and (G) simulated anisotropic scattering in the 0.27Å−1 resolution shell, 

where there is the best agreement between the two. Adapted with permission from Ref. 87. 

Copyright 2014 United States National Academy of Sciences.
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Figure 35. 
Diffuse scattering from crystals of calmodulin were used to infer motions via LLM.64 (A) 

Still diffraction image of calmodulin reveals streaked features in the solvent ring (inset) as 

well as broader large-scale diffuse scattering in the background. (B) Simulated scattering 

using an anisotropic LLM model reproduces the experimental scattering. The isosurface 

streaks in (C) the data and (D) simulation show good agreement. Adapted with permission 

from Ref. 64. Copyright 1997 Elsevier.
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Figure 36. 
Glycerophosphodiesterase (GpdQ) is an example where collective motions inferred from 

TLS refinement do not agree with the diffuse scattering.74 (A) A still diffraction image from 

GpdQ shows significant diffuse scattering. (B) Mode-filtered GpdQ diffraction image. (C)–

(E) TLS refinements were performed with treating either the dimer (shown in C), the 

monomer (shown in D), or each subdomain (shown in E) as separate rigid bodies. (F) Radial 

diffuse intensity profiles for experimental and simulated GpdQ data. None of the TLS-

derived ensembles showed significant agreement with the experimental data. Adapted with 

permission from Ref. 74. Copyright 2015 International Union of Crystallography. http://

journals.iucr.org
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Figure 37. 
The diffuse scattering of CypA was compared with three models of motion.84 (A) Mode-

filtered diffraction image. (B) The data from individual images are combined and 

symmetrized to yield a nearly complete 3D diffuse map. (C) Simulated diffraction images 

for CypA obtained with LLM model. (D) Integrated 3D diffuse data. (E) Simulated 

diffraction images for CypA obtained with an EN model. Lighter colors correspond to 

stronger intensity. (F) Linear correlation coefficients (CCs) between diffuse scattering data 

and LLM (red) or EN models (blue) computed by resolution shell for CypA. Adapted with 

permission from Ref. 84. Copyright 2016 United States National Academy of Sciences.
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Figure 38. 
Geometric frustration. Two conformations, A and B, prefer to be neighbors as AB rather 

than AA or BB. (a) The constraints can be satisfied on a square lattice. (b) The constraints 

cannot be satisfied on a triangular lattice. The minimum energy configuration shows 

correlated disorder.
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Figure 39. 
Geometric frustration in a crystal of the N-terminal fragment of the FFV Gag protein leads 

to unusual diffuse scattering features.86 (A) Zooming into a diffraction image shows the 

diffuse circular features that occur in the vicinity of the Bragg peaks. (B) Reciprocal lattice 

sections normal to c. (C)–(D) Simulating the scattering from the Ising model (shown in C) 

leads to a pattern (shown in D) that can explain the experimental data. Adapted with 

permission from Ref. 86. Copyright 2011 International Union of Crystallography. http://

journals.iucr.org
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Figure 40. 
Acoustic vibrations contribute to the diffuse scattering of 70S ribosome crystals. 66 (A) Still 

diffraction image of 70S ribosome from T. thermophilus. (B) The diffraction image after 

processing to subtract the circularly symmetric background and reduce noise by binning. 

The pattern shows mm symmetry (C) Unbinned but fully-processed data from the section of 

the image shown in (B). Ridges of intensity parallel to c* are visible. (D) Simulated 

scattering using an acoustic vibration model. (E) Standard deviation of the intensity vs. 

scattering angle predicted for acoustic vibrations (solid line) and motions without long-

ranged correlations (dashed line). (F) Standard deviation of the experimentally measured 

diffuse intensity vs. scattering angle (solid line) follows follows the same quantity simulated 

using the acoustic vibration model with the measured Bragg intensities (dashed line). 

Adapted with permission from Ref. 66. Copyright 2015 International Union of 

Crystallography. http://journals.iucr.org
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Figure 41. 
Photosystem II (PSII). (A) Packing of PSII in the crystal lattice (b–c plane), PDB ID: 5E7C. 

(B) Orientation of PSII dimer in the thylakoid membrane (axis of symmetry indicated by a 

dashed line). (C) Key cofactors involved in the water-splitting reaction, drawn in the same 

orientation as the left side of the dimer in part (B). Red arrows show the path of electron 

transport.
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Figure 42. 
Serial crystallography reveals diffuse scattering extending beyond the Bragg diffraction limit 

of PSII.302 (A) A still diffraction pattern of a PSII microcrystal shows diffuse scattering 

beyond the resolution of the Bragg peaks. (B) Speckle patterns are clearly observed 

extending past the 4.5-Å resolution of Bragg diffraction (white circle) in a 2D slice through 

the diffraction volume. (C) The 3D diffraction volume assembled by merging 2,848 still 

images. (D) Projection of the 3D autocorrelation, the Fourier transform of the continuous 

diffraction intensities, along a crystal axis. (E)–(F) The equivalent projections of the 

autocorrelation functions calculated from the model of the PSII dimer (shown in E) agrees 

better with the experimentally derived autocorrelation than the monomer (shown in F). 

Adapted with permission from Ref. 302. Copyright 2016 Macmillan Publishers Ltd: Nature.
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