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Diaphanous (Dia)-related formins (DRFs) coordinate cytoskeletal
remodeling by controlling actin nucleation and microtubule (MT)
stabilization to facilitate processes such as cell polarization and
migration; yet the full extent of their activities remains unknown.
Here, we uncover two discrete roles and functions of DRFs during
early human immunodeficiency virus type 1 (HIV-1) infection. Inde-
pendent of their actin regulatory activities, Dia1 and Dia2 facilitated
HIV-1–induced MT stabilization and the intracellular motility of virus
particles. However, DRFs also bound in vitro assembled capsid–
nucleocapsid complexes and promoted the disassembly of HIV-1 cap-
sid (CA) shell. This process, also known as “uncoating,” is among the
most poorly understood stages in the viral lifecycle. Domain analysis
and structure modeling revealed that regions of Dia2 that bound
viral CA and mediated uncoating as well as early infection contained
coiled-coil domains, and that these activities were genetically sepa-
rable from effects on MT stabilization. Our findings reveal that HIV-1
exploits discrete functions of DRFs to coordinate critical steps in early
infection and identifies Dia family members as regulators of the
poorly understood process of HIV-1 uncoating.

diaphanous-related formin | HIV-1 | HIV-1 uncoating | viral trafficking |
stable microtubules

The intracellular transport and subcellular localization of
macromolecular cargos is mediated by actin and microtubule

(MT) networks and their associated motors. As large cargos
themselves, viruses also depend upon these host trafficking
networks throughout their lifecycle and have evolved an array of
strategies to manipulate cytoskeletal functions (1, 2). Like many
other viruses, human immunodeficiency virus type 1 (HIV-1),
the retrovirus that causes AIDS, exploits the actin cytoskeleton
for short-range movement at the cell periphery followed by long-
range transport on MT networks toward the nucleus (3). Al-
though the events immediately after HIV-1 entry into the cell are
among the least understood aspects of the viral life cycle, it is
known that after the viral core is released into the cytosol, the
viral RNA genome is reverse transcribed into double-stranded
DNA, which then enters the nucleus through nuclear pores and
integrates into the host chromosome (4). The HIV-1 core is a
conical structure composed of ∼1,500 molecules of capsid (CA)
protein oligomerized into hexameric structures (5). Given that
the intact HIV-1 core is too large to pass through nuclear pores,
disassembly of the CA shell, a poorly understood process called
“uncoating,” is an important step in the early viral life cycle (6).
However, whether uncoating occurs in the cytoplasm (7, 8) and/or
at the nuclear pore (9–11) remains contentious. This process is
intricately linked to reverse transcription, which can trigger un-
coating (12–14). Similar to uncertainty surrounding uncoating, it
has also been proposed that reverse transcription can occur during
transport on MTs (15) or upon reaching the nucleus (16). Indeed,
although the core is proposed to shield the viral genome from
cytosolic sensors (17, 18), this function could conceivably be per-
formed by the reverse transcription machinery and formation of
the preintegration complex. Indeed, live cell imaging has suggested
that HIV-1 uncoating may occur in the cytoplasm, but that some
CA is retained (11). In addition, CA can be detected in the nucleus
(19–21) and influence integration (22, 23), establishing that at least

some CA remains somehow associated with the viral genome
during postnuclear entry events. Despite uncertainty over where
uncoating and reverse transcription occur, it is known that HIV-1
particles exhibit MT-based bidirectional motility during transport
to the nucleus (15, 16, 24). Notably, targeted gene silencing of
either inward or outward MT motors (dynein and kinesin-1, re-
spectively), pharmacological blockade of motor function, or dis-
ruption of MT networks all impair trafficking of HIV-1 and delay
uncoating (15, 24–26). These results indicate that MTs and motors
are involved in long-range transport of viral cores, and that traf-
ficking is somehow linked to capsid stability. However, although
MTs are clearly involved in HIV-1 infection through effects on
virus transport and capsid stability, potential links between these
processes and how they are coordinated remain unclear.
We, and others have recently shown that HIV-1 stimulates the

formation of stable MT subsets to promote early infection (27,
28). Indeed, whereas it is well established that long-range transport
is mediated by a highly dynamic network of MTs, the formation of
a small subset of stable, posttranslationally modified MTs can act
as specialized tracks for vesicle trafficking (29, 30). Although these
posttranslational modifications, which include acetylation and
detyrosination, do not impart stability per se, they accumulate on
stable MTs and are thought to enable recognition by specific motor
proteins. MTs are polarized filaments whose minus ends nucleate
from a MT-organizing center (MTOC), whereas their plus ends
radiate toward the plasma membrane. MT dynamics and stabili-
zation are regulated by an array of specialized proteins that as-
sociate with the plus ends of growing MTs, called plus end
tracking proteins (+TIPs) (31). Although many +TIPs can directly
bind MTs, their recruitment to growing plus ends requires the
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end-binding protein 1 (EB1) (31, 32). EB1’s recruitment of other
+TIPs creates functional modules at the ends of growing MTs,
facilitating interactions with the cell cortex, organelles, and cargos,
as well as inducing localized signaling and MT stabilization at
specific subcellular sites (31, 33). Among these pathways,
diaphanous-related formins (DRFs) are core effectors of RhoA-
mediated effects on MT stability (34, 35). The DRF family con-
tains three isoforms, Dia1, Dia2, and Dia3. The most widely
studied isoform is the mouse ortholog of human Dia1, mDia1,
which shares 90.3% sequence identity to its human counterpart.
Notably, DRFs regulate both actin nucleation and MT stability,
functioning as downstream effectors of the Rho family of small
GTPases and enabling coordinated remodeling of actin and MT
networks. Prompted by our earlier discovery that EB1 acts as a
critical mediator of HIV-1–induced MT stabilization and early
infection (27), here we show that the Dia family members, Dia1
and Dia2, coordinate discrete processes during early HIV-1
infection through distinct effects on MT stability and CA disas-
sembly. Whereas DRFs facilitated MT stabilization and HIV-1
transport independently of their effects on actin, we also identify
previously unknown and functionally distinct properties of DRFs
as host cofactors that bind HIV-1 cores and regulate uncoating.
Mimicking the function of DRFs in coordinating actin and MT
dynamics, our findings suggest that DRFs are exploited by HIV-1 to
coordinate its trafficking and uncoating.

Results
Dia1 and Dia2 Promote HIV-1 Infection. Whereas EB1 is critical for
HIV-1–induced MT stabilization and the translocation of the
incoming viral cores to the nucleus (27), the underlying mecha-
nisms and contribution of stable MTs remain unclear. Given the
established role of the Rho–Dia–EB1 pathway in stable MT
formation (34, 35), we tested whether Dia1 and Dia2 were also
involved in infection by HIV-1. To do this test, we first verified
that Dia1 and Dia2 were expressed in biologically relevant cell
types, including T cells (Jurkat), monocytes (THP-1), and microglial
cells (CHME3), as well as in primary normal human dermal fi-
broblasts (NHDFs) and human embryonic kidney cells (293A) (Fig.
1A). To test whether endogenous Dia1 and/or Dia2 could influence
cellular susceptibility to infection, primary NHDFs were treated
with control, nontargeting siRNAs or siRNAs targeting Dia1 or
Dia2. siRNA-treated cells were then infected with HIV-1 carrying a
luciferase or ZsGreen reporter gene and pseudotyped with either a
MuLV amphotropic envelope, which mediates entry by fusion at
the cell surface, or vesicular stomatitis virus G envelope glycopro-
tein (VSV-G), which mediates entry by endocytosis. Infecting cells
with both pseudotyped viruses allowed us to assess potential effects
on the entry of virus through either of the two pathways used by
HIV-1 (36, 37). Depletion of Dia1 or Dia2 using either of two in-
dependent siRNAs suppressed infection by HIV-1 pseudotyped
with either envelope compared with control siRNA-treated cul-
tures (Fig. 1 B and C and Fig. S1 A and B). Whereas Dia1 or
Dia2 siRNAs did not induce apoptosis (Fig. S1 C and D), further
ruling out potential off-target effects, siRNA-resistant Dia1 res-
cued infection in Dia1 siRNA-treated cells (Fig. S1E). This result
indicated these DRFs promote early HIV-1 infection regardless of
the route of viral entry. To verify these results in natural target
cells for HIV-1 infection, Dia1 or Dia2 were depleted in THP-1
cells that were differentiated into macrophages, as well as
Jurkat or CHME3 cells, followed by infection with HIV-1 con-
taining a luciferase reporter and pseudotyped with either VSV-G
(HIV-1–VSV–Luc) or wild-type HIV-1 envelope (HIV-1–WT–Luc).
In all cases, DRF depletion again suppressed HIV-1 infection
(Fig. 1 D–F). To independently confirm these siRNA-based ob-
servations, we tested the effects of SMIFH2, a small molecule
competitive inhibitor that targets the formin homology 2 (FH2)
domain and blocks the ability of formins to interact with down-
stream targets (38). Treatment of NHDF or CHME3 cells with

SMIFH2 was found to inhibit early HIV-1 infection compared
with DMSO-treated control cells (Fig. 1G). Finally, validating
findings using pseudotyped HIV-1, CHME3 4 × 4 cells, ex-
pressing higher levels of CD4 and CXCR4 (39), were depleted
of Dia2 followed by infection with WT transmitted/founder
isolate (JR-CSF derived) HIV-1. Similar to findings above, Dia
depletion had no adverse effects on cell viability, as determined
by PARP-1 levels, but resulted in a reduction of the release of

Fig. 1. Dia1 and Dia2 promote early HIV-1 infection in human cells.
(A) Western blot (WB) showing the expression of Dia1 and Dia2 with GAPDH
loading control in Jurkat, THP-1, CHME3, NHDF, and 293A cells. (B and C)
NHDFs were transfected with negative control (NC) siRNA or two in-
dependent siRNAs targeting Dia1 (Dia1 I and Dia1 II) or Dia2 (Dia2 I and Dia2
II). Cells were either lysed and analyzed by WB (B) using antibodies against
Dia1, Dia2, and GAPDH (loading control) or infected with HIV-1–VSV–Luc or
HIV-1–Ampho–Luc (C). Levels of infection were determined by measure-
ments of luciferase activity. Data are shown as scatterplot with mean, n = 3.
(D–F) THP-1 cells differentiated into macrophages (D), Jurkat cells (E), or
CHME3 cells (F) were transfected with NC, Dia1, or Dia2 siRNAs. Cells were
either lysed and analyzed by WB using antibodies against Dia1, Dia2, and
GAPDH (loading control) or infected with HIV-1–VSV–Luc (D and E) or HIV-1–
WT–Luc (F) followed by measurements of luciferase activity. Data are shown
as scatterplot with mean, n = 3, 5, and 3, respectively. (G) NHDF and
CHME3 cells were treated with equal amounts of DMSO solvent control or
SMIFH2 (10 μM), followed by infection with HIV-1–VSV–Luc or HIV-1–WT–
Luc. Levels of infection were determined by measurements of luciferase
activity. Data are shown as scatterplot with mean, n = 6 and 4, respectively.
(H) CHME3 4 × 4 cells treated with NC or Dia2 siRNAs were infected with JR-
CSF–derived HIV-1 followed by measurements of Dia2, PARP-1, or GAPDH in
cell lysates as well as the release of p24 CA-containing HIV-1 particles into
culture supernatants by either WB analysis or p24 ELISA at indicated days
postinfection (d.p.i.). Similar results were obtained in at least three in-
dependent experiments. Statistical analysis of all data was performed
using one-way ANOVA and posttest or t test, *P ≤ 0.05 and ***P ≤ 0.001,
respectively.
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p24 CA into culture supernatants from cells infected with WT
HIV-1, as determined by either Western blot (WB) analysis or
ELISA over time (Fig. 1H). These findings established that
DRFs were required for early HIV-1 infection in a variety of
cell types, including natural target cells, independently of the
route of viral entry.

Dia1 and Dia2 Promote an Early Postentry Stage of HIV-1 Infection
Through Effects on Stable MTs. To determine whether DRFs were
required for HIV-1–induced MT stabilization, siRNAs were used
to deplete Dia1 or Dia2 in CHME3 cells before infection. Im-
munofluorescence (IF) analysis showed that in control siRNA-
treated cultures, HIV-1 induced the stabilization of MTs, de-
tected as an increase in the level of acetylated MTs (Ac-MTs),
and this induction was reduced by depletion of Dia1 or Dia2
(Fig. 2A). These findings indicate that DRFs facilitate HIV-1–
induced MT stabilization. Furthermore, IF analysis also con-
firmed that Dia1 or Dia2 depletion did not adversely affect actin
fibers in CHME3 cells before or during HIV-1 infection (Fig.

2B), suggesting that DRFs promote HIV-1 infection indepen-
dently of actin. To determine whether MT stabilization and a re-
quirement for DRFs was specific to HIV-1, we infected CHME3
cells with two distinct VSV-G pseudotyped luciferase reporter
retroviruses, MuLV or simian immunodeficiency virus (SIV). IF
analysis also showed that in contrast to HIV-1, infection by these
nonhuman retroviruses did not induce MT stabilization (Fig. S2A).
Moreover, depletion of Dia1 or Dia2 or treatment with SMIFH2
(Fig. S2 B–E, respectively) had no effect on infection by either
pseudotyped MuLV or SIV, indicating that the induction of MT
stabilization and requirement for DRFs for early infection were
specific to HIV-1 and likely related to Dia’s effects on MT stability.
To independently test whether DRFs influenced infection

through their effects on MTs versus actin, and to determine the
point in HIV-1 infection that was affected, CHME3 cells were
transfected with plasmids expressing GFP control or GFP-tagged
forms of mDia. These tagged Dia forms included full-length mDia1,
a constitutively active truncation mutant of mDia2 (FH1FH2CC),
as well as a point mutant of this constitutively active form of mDia2
(FH1FH2CCK853A), which harbors a K853A point mutation that
prevents interaction with and regulation of actin, limiting its activity
to MTs (40). WB analysis confirmed expression of the GFP-tagged
mDia1 and mDia2 forms, which, in line with previous findings in
mouse 3T3 cells (40), also enhanced stable MT levels in human
CHME3 cells, as detected by an increase in detyrosinatedMTs (also
known as Glu-MTs, as detyrosination exposes a glutamic acid at the
C terminus of tubulin) (Fig. 2C). To determine the point in in-
fection that was affected by each Dia form, transfected cultures
were infected with HIV-1–VSV and the levels of minus-strand
strong stop (MSS) DNA, the first detectable retroviral DNA, as
well as total viral DNA were determined (41). Quantitative real-time
PCR (qPCR) analysis of viral MSS DNA and total viral DNA
showed that overexpression of each mDia form enhanced the gen-
eration of early reverse transcription products, indicating that DRFs
function before or at the initiation of reverse transcription (Fig. 2D).
In line with this finding, knockdown of human Dia1 or Dia2 in
CHME3 cells resulted in a reduction in early reverse transcription
products (Fig. 2 E and F). Furthermore, the fact that reverse tran-
scription was increased by the mDia2 mutant, FH1FH2CCK853A,
demonstrated that DRFs promote very early stages of HIV-1 in-
fection of natural target cells through effects on stable MTs and
independently of its actin regulatory activity.

Dia1 and Dia2 Regulate the Trafficking of Incoming HIV-1 Particles.
Given HIV-1’s requirement for DRFs to induce the formation of
stable MT networks, we next tested whether Dia depletion im-
pacted the transport of incoming HIV-1 particles toward the
nucleus. This test was initially done using fixed imaging ap-
proaches. NHDFs treated with either control, Dia1, or Dia2
siRNAs were infected with HIV-1–VSV carrying GFP-labeled
Vpr (GFP-Vpr) (15) and fixed at 2 or 4 h postinfection (h.p.i.).
Samples were then stained for GFP and tyrosinated MTs,
whereas the nucleus was stained using Hoechst, and the number
of viral particles within 2 μm of the nucleus was measured (24)
(Fig. 3). Whereas the number of viral particles within 2 μm of the
nucleus increased over time in control siRNA-treated cells, the
majority of viral particles remained scattered and distant from
the nucleus in Dia1- or Dia2-depleted cells (Fig. 3 A and B).
Ruling out potential off-target effects, although viral particles
failed to reach the nucleus in Dia1 siRNA-treated cells com-
pared with controls, translocation to the nucleus was rescued
in Dia1 siRNA-treated cultures expressing siRNA-resistant Dia1
(Fig. S3 A and B). In addition, depletion of Dia1 or Dia2 did not
affect the transport of HSV-1 to the nucleus, another viral cargo
that uses dynein-mediated transport but on dynamic rather than
stable MTs (42) (Fig. S3 C and D), and whose replication and
spread we have shown is unaffected by Dia depletion (43).
These findings suggested that DRFs mediate the movement of

Fig. 2. Dia1 and Dia2 are required for HIV-1–mediated MT stabilization at
an early postentry stage of infection. (A and B) CHME3 cells were transfected
with negative control (NC), Dia1, or Dia2 siRNA and then noninfected (N.I.),
mock infected, or infected with HIV-1–VSV at multiplicity of infection (MOI)
3. Samples were fixed after 6 h and stained for acetylated tubulin (Ac-MTs)
and tyrosinated tubulin (Tyr-MTs) (A) or F-actin (B), together with Hoescht to
stain the nucleus. Images are shown for representative fields. (Scale bar,
10 μm.) Similar results were obtained in at least three independent experi-
ments. (C and D) Effects of Dia overexpression on HIV-1 DNA synthesis.
CHME3 cells were transfected with control GFP, mDia1-GFP, or GFP-tagged
truncation mutants of mDia2 (FH1FH2CC or FH1FH2CCK853A). At 48 h
postinfection (h.p.i.), cells were either lysed and analyzed by WB using an-
tibodies against GFP, detyrosinated tubulin (Glu-MTs), and GAPDH (as
loading control) (C) or infected with HIV-1–VSV–puro (D). Low-molecular
Hirt DNA was isolated at 24 h.p.i., and levels of viral MSS DNA and total
viral DNA in samples were measured by qPCR using primers specific to MSS
and puromycin, respectively (D). Copy numbers were calculated and nor-
malized to input DNA in each sample. (E and F) Effects of Dia knockdown on
HIV-1 DNA synthesis. (E) Measurements of early reverse transcription prod-
ucts in infected CHME3 cells transfected with NC, Dia1, or Dia2 siRNAs as
described in D. (F) WB analysis showing the endogenous levels of Dia1, Dia2, or
GAPDH (as loading control) in samples from E. Data are shown in D and E as
scatterplot with mean, n = 4. Statistical analysis of all data was performed using
one-way ANOVA and posttest, *P ≤ 0.05 and ***P ≤ 0.001, respectively.
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incoming HIV-1 cores toward the nucleus. To verify that virus
motility was indeed suppressed, the effects of DRF depletion in
CHME3 cells on the motility of HIV-1 pseudotyped with WT
envelope whose core was labeled using GFP-Vpr was examined
using live cell microscopy (24) (Fig. 3 C–F). Whereas rapid, long-
range movement of HIV-1 particles was readily observed in control
siRNA-treated cells (Movie S1), depletion of either Dia1 or Dia2
(Movies S2 and S3, respectively) potently suppressed HIV-1 mo-
tility. Analysis of individual virus particle trajectories revealed that
in Dia1 or Dia2 knockdown cells, there was a significant reduction
in average speed and average velocity relative to control siRNA-
treated cells (Fig. 3 C and D and Movies S4–S6). Particle tracking
also allowed us to determine whether HIV-1 particles exhibited
MT-based movement, characterized as greater than 0.1 μm/s (15,
16, 24). Only ∼5% of viral particles in Dia1- or Dia2-depleted cells
moved at greater than 0.1 μm/s, whereas most exhibited slower,
short-range movements characteristic of either actin-based motility
or free diffusion (Fig. 3 E and F). This finding was in stark contrast
to the ∼50% of viral particles exhibiting MT-based movement in
control siRNA-treated cells. Finally, to distinguish viral particles
that had fused into the cytoplasm from those that might have been
nonproductively endocytosed, cells treated with control or Dia
siRNAs were infected with VSV-G pseudotyped HIV-1 containing
GFP-Vpr (labeling cores) and S15-Tomato (labeling viral mem-
branes) (24, 44). Importantly, these infections were performed
using virus preparations that were >90% double labeled. Depletion
of Dia1 or Dia2 decreased the number of fused (shed the S15-
Tomato and appear green) viral particles within 2 μm of the nu-
cleus compared with control (Fig. 3G). Treatment of cells with the
fusion inhibitor, bafilomycin, resulted in a significant reduction in
the percentage of green viral particles in the cell (Fig. 3H), further
confirming that these represented fused virus, similar to previous
reports (24, 44, 45). Altogether, fixed and live cell imaging ap-
proaches established that DRFs promote MT-based retrograde
trafficking of HIV-1 cores to the nucleus. Importantly, the motility
of cellular cargos such as mitochondria was not affected in Dia1- or
Dia2-depleted CHME3 cells (Movies S7–S9), demonstrating that
DRF depletion did not result in gross defects in host cargo trans-
port and specifically promoted the trafficking of HIV-1, but not
other viruses tested above. This finding established DRFs as key
mediators of HIV-1–induced MT stabilization and long-range
movement of viral cores to the nucleus.

Dia1 and Dia2 Promote Uncoating of Incoming HIV-1 Cores. Given
that DRFs enhanced the accumulation of early reverse tran-
scription products and promoted the trafficking of HIV-1 particles,
we next determined whether Dia1 or Dia2 influenced HIV-1 un-
coating. We used two independent assays widely used to measure
uncoating. First, we used an in situ fluorescence microscopy un-
coating assay that determines the levels of p24 CA protein that
remains associated with virus particles that have fused into the
cytosol (46). CHME3 cells were treated with control, Dia1, or
Dia2 siRNAs followed by infection with the double-labeled HIV-1
(S15-Tomato/GFP-Vpr) described above. Fixed cells were then
stained for p24. Imaging the relative loss of S15-Tomato–labeled
envelope showed that virus fusion was not significantly affected by
depletion of either Dia1 or Dia2 compared with controls (Fig. 4 A
and B). This finding was in line with earlier findings that Dia1 or
Dia2 depletion affected infection independently of the viral enve-
lope used in multiple cell types (Fig. 1 C–F and H), demonstrating
a postentry block to infection. Quantification of p24 staining in-
tensities associated with GFP-Vpr+/S15-Tomato− viral particles
(24) revealed that depletion of Dia1 or Dia2 led to a significant
increase in the amount of p24 associated with fused virions com-
pared with that of control siRNA-treated cultures at either 1 or
2 h.p.i. (Fig. 4 C and D). This finding suggested that CA loss, or
uncoating, was delayed in DRF-depleted CHME3.

Fig. 3. Dia1 and Dia2 promote trafficking of HIV-1 particles to the nucleus.
(A and B) Dia1 and Dia2 depletion inhibits the translocation of viral particles
to the nucleus. NHDFs treated with NC, Dia1, or Dia2 siRNAs were infected
with HIV-1–VSV–GFP-Vpr at MOI 1. Samples were fixed and stained (A) for
Tyr-MTs, GFP, and nuclei (Hoescht). Representative images are shown. (Scale
bar, 10 μm.) (B) Quantification of the percentage virions within 2 μm of the
nucleus in infected cells at indicated times postinfection, represented as
scatterplot with mean with ≥600 virus particles quantified in ≥20 cells per
sample. (C–F) Depletion of Dia1 and Dia2 impairs the trafficking of HIV-1.
CHME3 cells transfected with negative control (NC), Dia1, or Dia2 siRNAs
were infected with HIV-1–WT containing GFP-Vpr followed by live cell im-
aging over a period of 5–10 min at one frame per second using a spinning-
disk confocal microscope. Particle tracking was used to track and quantify
virus movement in trajectories. (C) The average speed (cumulative distance
traveled/time tracked) of virus particles. (D) The average velocity (displace-
ment/time tracked) of virus particles. (C and D) A total of ≥135 trajectories
were analyzed (n value above treatment) from ≥10 movies per treatment
and are shown as scatterplot with median. (E) Four representative viral
trajectories where the virus particle started moving at x = 0, y = 0. (F) The
percent of movement (micrometers per second) of virus particles in E that is
associated with microtubules (>0.1 μm/s). Similar results were obtained in
four independent experiments. Data are shown as scatterplot with mean.
(G) CHME3 cells were treated with control, Dia1, or Dia2 siRNAs followed by
infection with HIV-1–VSV containing GFP-Vpr and S15-Tomato. At 1 h.p.i.
cells were fixed and GFP and Tomato signals were acquired using a spinning-
disk confocal microscope. The percent fused (S15-Tomato−, GFP+) viral particles
within 2 μm of the nucleus was quantified in n ≥ 21 cells and an average of
95 viral particles per cell and is shown as scatterplot with mean. (Lower)
Knockdown levels analyzed by WB using antibodies against Dia1, Dia2, or
eIF4E (as loading control) before infection. (H) Control siRNA-transfected cells
(Ctrl) were treated with Bafilomycin A1 (Baf A1) for 2 h during spinoculation
followed by infection as described and processed in G. Data are shown as
scatterplot with mean, n = 21. Statistical analysis was determined using one-
way ANOVA with posttest or t test, *P ≤ 0.05 and ***P ≤ 0.001, respectively;
ns, not significant.
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To independently confirm these findings using in situ uncoating
assays, a second, fate-of-capsid assay in which intact HIV-1 cores
are sedimented from infected cell lysates through a sucrose gra-
dient was used (47). This assay was performed at 3 h.p.i. in cells
either depleted of Dia1 or Dia2, or in cells expressing GFP-tagged
Dia1 or the GFP-tagged constitutively active mutant of Dia2

(FH1FH2CC), which promotes MT stabilization. As a control for
detection of effects on uncoating, cells were also treated with PF74,
a small molecule that destabilizes capsids at high concentrations
(48). In line with results from the in situ fluorescence assays,
knockdown of Dia1 or Dia2 increased the recovery of intact pel-
letable HIV-1 cores compared with control siRNA-treated cul-
tures, whereas PF74 destabilized HIV-1 cores (Fig. 5A and Fig.
S4A). Given that reverse transcription and uncoating are coupled
processes (12–14), we then tested whether the impaired uncoating
detected in Dia-depleted cells was a direct effect or a secondary
consequence of an effect on reverse transcription by repeating
these knockdown experiments in the presence or absence of the
reverse transcription inhibitor, Nevirapine. Similar to previous re-
ports, inhibition of reverse transcription resulted in impaired un-
coating in control siRNA-treated cultures. However, Dia1 or
Dia2 depletion exerted additive effects on uncoating in Nevirapine-
treated cells compared with effects in control siRNA-treated
samples (Fig. 5B and Fig. S4B). This finding demonstrated that
Dia did not affect uncoating indirectly through effects on reverse
transcription, in line with its ability to bind HIV-1 cores in assays
below. Confirming these siRNA-based findings, overexpression of

Fig. 4. Dia1 and Dia2 regulate HIV-1 uncoating as measured by in situ
uncoating assay. (A–D) CMHE3 cells transfected with negative control (NC),
Dia1, or Dia2 siRNA were infected with GFP-Vpr and S15-Tomato–labeled
VSV-G pseudotyped HIV-1 virus. Virions were analyzed for the presence of
p24, GFP, and S15 as described in Materials and Methods. (A) Quantification
of the percentage fused (GFP+, S15-Tomato−) virus particles at the indicated
times postinfection. Data are shown as scatterplot with mean; ≥200 virus
particles were analyzed in ≥22 fields of view (≥30 cells) per siRNA treatment
at each time point. (B) Cells were also lysed and analyzed by WB using an-
tibodies against Dia1, Dia2, and GAPDH (loading control). (C) The maximum
p24 intensity of each virus particle is shown in a scatterplot where the data
were normalized to the mean of the control at each time point and the
mean of each group is shown in red. (D) Bar graph shows the means of the
maximum fluorescence intensities of p24 with SD. Dotted line across bar
graph indicates control mean for reference. Statistical analysis for all data
was determined using one-way ANOVA with posttest, **P ≤ 0.01 and ***P ≤
0.001, respectively; ns, not significant.

Fig. 5. Dia1 and Dia2 regulate HIV-1 uncoating as measured by fate of
capsid assay. (A and B) The 293A (A) or CHME3 (B) cells transfected with
negative control (NC), Dia1, or Dia2 siRNA were infected with HIV-1–VSV-Luc
in the absence (A and B) or presence (B) of Nevirapine (NVP) (10 μM) and the
amounts of soluble and particulate capsid were determined at 3 h.p.i.
(Lower) Knockdown (KD) levels analyzed by WB using antibodies against
Dia1, Dia2, and GAPDH (loading control) before infection. (C) The 293A cells
were transfected with HA-tagged GAPDH and GFP-tagged mDia1 or mDia2
FH1FH2CC. At 48 h posttransfection, cells were either infected with HIV-1
followed by measurements of the amount of soluble and particulate capsid
or lysed for WB analysis as described in A. (D and E) Effects of mDia over-
expression on HIV-1 infection. CHME3 cells were transfected with control
GAPDH-HA, mDia1-GFP, or the GFP-tagged mDia2 mutant (FH1FH2CC). Cells
were either lysed and analyzed by WB using antibodies against HA, GFP, and
elF4E (as loading control) (D) or infected with HIV-1–WT–Luc (E) and levels of
infection were determined by measurements of luciferase activity. Similar
results were obtained in four independent experiments. Data are shown as
scatterplot with mean, n = 4. (F) The 293A cells transfected with negative
control (NC) or Dia2 siRNA were treated with equal volumes of DMSO sol-
vent control or 100 nM taxol. Cultures were then infected and assayed for
soluble and particulate capsid as described in A.
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mDia1 or constitutively active mDia2 resulted in the opposite effect
to depletion, decreasing the levels of pelletable cores compared
with control cells (Fig. 5C and Fig. S4C). This decrease in pelletable
cores resulting from Dia overexpression suggested that Dia
accelerated the rate of uncoating. Either accelerating or slowing the
natural rate of uncoating has been shown to have negative conse-
quences for HIV-1 infectivity (18, 49, 50). In line with this finding, a
decrease in infectivity with HIV-1–WT–Luc was observed in
CHME3 cells expressing mDia1 or the constitutively active form of
mDia2 (FH1FH2CC) compared with control lines (Fig. 5 D and E).
The fact that uncoating and infectivity were affected by DRFs

suggested that they might do so through their effects on stable
MTs. To determine whether Dia regulated early infection in a
stable MT-dependent manner, control or Dia2 siRNA-treated cells
were treated with taxol to induce MT stabilization. The fate-of-
capsid assay was then used to monitor capsid stability during
infection. In control siRNA-treated cultures, taxol accelerated un-
coating compared with DMSO controls (Fig. 5F and Fig. S4D). This
acceleration demonstrated that MT stabilization could promote
uncoating, and was consistent with reports that MT depolymeriza-
tion using nocodazole reduces uncoating (26). However, in Dia2-
depleted cells significant amounts of pelletable capsid remained
in taxol-treated samples (Fig. 5F and Fig. S4D). This finding
suggested that DRFs promoted uncoating in part through MT
stabilization, but might also regulate uncoating in a second, MT-
independent manner. This observation prompted us to determine
whether DRFs might physically associate with HIV-1 cores to
influence uncoating.

Dia1 and Dia2 Associate with in Vitro Assembled Capsid–Nucleocapsid
Complexes. To test the possibility that Dia1 or Dia2 had the ca-
pacity to bind HIV-1 cores, we measured their association with in
vitro assembled HIV-1 capsid–nucleocapsid (CA–NC) complexes
(51, 52). Two control proteins were included in these experiments:
FEZ1, which we recently showed to bind HIV-1 cores served as a
positive control (24), and GAPDH served as a negative control.
Extracts from cells expressing Flag-tagged FEZ1, HA-tagged
GAPDH, GFP-tagged mDia1, or the GFP-tagged constitutively
active mutant of mDia2 (FH1FH2CC) were mixed with in vitro
assembled CA–NC that were then sedimented by centrifugation
over a 70% sucrose cushion (Fig. S5A). To control that proteins
did not simply pellet independently, extracts were also pelleted in
the absence of in vitro assembled CA–NC cores. As expected, Flag-
tagged FEZ1 bound assembled CA–NC (24), whereas HA-tagged
GAPDH control did not (Fig. 6A). Notably, both mDia1 and
mDia2 were detected in association with pelleted HIV-1 CA–NC
complexes and were not pelleted in the absence of CA–NC com-
plexes (Fig. 6A). Overall, these findings showed that Dia proteins
can associate with CA–NC complexes, and that this may underlie
a second mechanism by which these formins influence the rate
of HIV-1 uncoating.

Distinct Domains of Dia Are Important for Binding CA–NC Complexes
and Regulating Uncoating. To understand how Dia association with
HIV-1 cores might regulate uncoating, and to explore potential
links with Dia’s effects on stable MTs, we examined a variety of Dia
mutants. We first determined the domains in DRFs that regulate
interactions with in vitro assembled CA–NC complexes. The ability
of the active mutant of mDia2 containing FH1FH2CC to bind as-
sembled capsids suggested that the FH1, FH2, and/or coiled-coil
(CC) domains mediate this interaction (Fig. 6A). To further eluci-
date which domains were important for binding, extracts from cells
expressing five different GFP-tagged portions of mDia2 containing
either FH1FH2, FH2CC, FH1, FH2, or CC (34) were incubated
with assembled CA–NC and sedimented by centrifugation over a
70% sucrose cushion (51, 52). Notably, FH1FH2, FH2CC, FH2,
and the CC domain-containing forms of Dia2 all pelleted with
assembled CA–NC complexes, whereas the FH1 domain did not

(Fig. 6B). This result indicates that the FH2 and CC domains
alone are sufficient to bind assembled capsids, whereas the
FH1 was both dispensable and unable to bind. To test whether
the interaction between DRFs and CA–NC had a biological impact
on capsid stability during infection, the same truncated mutants of
mDia2 were expressed in cells and the fate of viral cores was
monitored using the fate-of-capsid assay (47). Notably, whereas
comparable levels of pelletable intact capsid were recovered from
cells expressing control GAPDH or the FH1 domain, which does
not bind CA–NC, all forms of mDia2 that bound assembled capsid
(FH1FH2, FH2CC, FH2, and CC) also decreased the amount of
pelletable cores (Fig. 6C and Fig. S5B). Importantly, the effect of

Fig. 6. mDia interacts with in vitro assembled HIV-1 CA–NC complexes and
regulates uncoating. (A and B) Binding of mDia to in vitro assembled HIV-1
CA–NC complexes. The 293T cells were transfected with plasmids expressing
Flag-tagged FEZ1 (FEZ1-Flag) as positive control, HA-tagged GAPDH as
negative control, and GFP-tagged mDia1 or mDia2 FH1FH2CC (A) or GFP-
tagged truncation mutants of mDia2 containing FH1FH2CC, FH1FH2, FH2CC,
FH1, FH2, and CC (B). Cells were lysed 36 h after transfection and lysates
incubated at room temperature for 1 h with in vitro assembled HIV-1 CA–NC
complexes. Samples were taken either before (input) or after sedimentation
through a 70% sucrose cushion (bound) and analyzed by WB using indicated
antibodies. (C) The 293A cells were transfected with control HA-tagged
GAPDH or GFP-tagged forms of mDia2 consisting of FH1FH2, FH2CC, FH1,
FH2, or CC domains. Cells were infected with HIV-1–VSV-Luc and the
amounts of soluble and particulate capsid determined using the fate-of-
capsid assay (Upper). Before infection, cells were lysed and analyzed by
WB to determine transgene levels using anti-GFP, HA, and GAPDH anti-
bodies (Lower). (D) CHME3 cells were transfected with plasmids expressing
GFP control or GFP-tagged truncation mutants of mDia2: FH1FH2CC,
FH1FH2, FH2CC, FH1, FH2, or CC. At 48 h posttransfection, cells were either
infected with HIV-1–VSV–Luc followed by measurement of luciferase activity
or lysed and subjected to WB analysis using anti-GFP and anti-elF4E (as
loading control) antibodies. Data are shown as scatterplot with mean, n = 3.
Statistical analysis was determined using one-way ANOVA with posttest,
*P ≤ 0.05, **P ≤ 0.01, and ***P ≤ 0.001, respectively. (E) Schematic of the
domains of mDia2 and domains studied (Left). Summary of whether each
Dia2 construct binds CA–NC, affects uncoating, or induces stable MTs. * in-
dicates results from previously published data (34) for comparison with our
findings. The probability that each mutant will form a coiled coil is shown
and was calculated using the COILS program, with the residue marked on
the x axis.
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each Dia2 mutant on HIV-1 infectivity (Fig. 6D) correlated with
their effects on both uncoating and their ability to bind in vitro
assembled CA–NC complexes.
To determine whether the effects of these Dia2 mutants on

HIV-1 uncoating correlated with their effects on stable MT
formation, CHME3 cells were transfected with GFP control,
GFP-mDia1, or GFP-tagged mDia2 domains: FH1FH2, FH2CC,
FH1, FH2, or CC. Transfected cells were then fixed and stained
for tyrosinated tubulin (Tyr-MTs) and detryosinated tubulin
(Glu-MTs), which distinguish dynamic and stable MT networks,
respectively (Fig. S6). When effects on uncoating, early infection,
and ability to induce stable MT formation were tabulated (Fig. 6
C and D and Fig. S6), the FH1 domain that failed to promote
uncoating and early infection also failed to promote stable MT
formation. However, only the FH1FH2CC domain that regu-
lated uncoating and early infection was also able to induce MT
stabilization, whereas FH1FH2, FH2CC, FH2, and CC domains
that enhanced uncoating and early infection were unable to in-
duce stable MTs in CHME3 cells. These data were in agreement
with previously published effects of these domains on MT sta-
bilization, with the exception of FH2CC and FH2, which induced
MT stabilization in mouse cells (34). Regardless of these slight
differences for these particular domains, both studies found that
the FH1FH2 domain was unable to stabilize MTs; yet this domain
retained effects on uncoating (Fig. 6E). Moreover, the CC domain
displayed a similar divergence in effects on stable MTs and un-
coating, demonstrating that DRFs had the capacity to bind
HIV-1 capsids and regulate uncoating independently of their effects
on stable MTs. To evaluate potential structural similarities that
might exist between the Dia2 domains that bind in vitro assembled
CA–NC complexes, we analyzed whether each mutant had the po-
tential to form CC domains, which are present in the limited number
of known capsid-binding proteins (41, 53, 54). Using the COILS
program of Lupas et al. (55) and Lupas (56) to calculate the prob-
ability that each sequence will adopt a CC conformation, we de-
termined that the FH1 domain, which does not bind to CA–NC and
is not able to regulate capsid stability, had zero probability of con-
taining a CC domain, whereas each of the mutants that bound
CA–NC and regulated uncoating and early infection had a high
probability of containing one or more CC domains (Fig. 6E). These
findings suggested that DRFs have the capacity to interact with
viral cores through their multiple CC domains, enabling them to
regulate capsid stability through dual modes, both independently of
as well as through their effects on MT stability.

Discussion
The formins Dia1 and Dia2 regulate actin and MT dynamics,
thereby coordinating rearrangements in these two key cytoskel-
etal networks during a range of cellular processes (57, 58).
Here, we identify a function for DRFs in binding and regulating
HIV-1 core uncoating. In addition, we illustrate how the virus
exploits distinct Dia domains, mimicking Dia’s ability to coordinate
actin and MT dynamics, to couple HIV-1 core uncoating with MT
stabilization and trafficking to the nucleus. These findings not only
contribute to our limited understanding of how +TIPs regulate
virus infection, but also identify activities for the CC domains
of DRFs.
Although it is well established that MT networks are impor-

tant for infection by many viruses (1, 2), our understanding of
how MTs are regulated and the potential role of stable MT
subsets during infection remains limited. Whereas several viruses
can promote infection by targeting signal pathways that alter MT
dynamics (59–65), the role of downstream effector +TIPs has
remained largely unexplored. We, and others, have recently
shown that HIV-1 rapidly stimulates the formation of stable MT
subsets to facilitate early infection (27, 28). HIV-1 particles were
also found to localize to stable MTs (27). Moreover, both early
infection and HIV-induced MT stabilization required EB1 and

its binding partner, Kif4, and their depletion blocked the accu-
mulation of HIV-1 particles at the nucleus in fixed imaging
analysis (27). Stable MTs are thought to be selectively recog-
nized by kinesin motors and serve as specialized tracks for cargo
trafficking (29, 30). Notably, we have recently shown that HIV-1
exploits kinesin-1 for retrograde transport to the nucleus (24).
Cumulatively, these lines of evidence suggest that HIV-1 exploits
stable MT subsets during early infection. Kif4 functions as part
of the Dia MT stabilization pathway, prompting us to test DRFs
contributions to early HIV-1 infection. DRFs were found to
be required for MT stabilization and MT-based transport of
HIV-1 cores in living cells. Whereas several studies have shown
that actin remodeling and Dia regulate late stages of HIV-1 repli-
cation and cell-to-cell transmission (66–69), and that RhoA is re-
quired for early HIV-1 infection in T cells (70, 71), Dia’s ability to
regulate MT networks to influence HIV-1 infection remained un-
known. The availability of Dia mutants that specifically induce MT
stabilization without regulating actin allowed us to genetically
separate these activities and further show the specific importance
of MT stabilization to early HIV-1 infection. Moreover, infection
by retroviruses that did not induce MT stabilization was unaffected
by Dia depletion. We recently showed that HSV-1 does not induce
MT stabilization until late in infection, and does so through distinct
pathways that do not require Dia1 (43). Without inducing MT
stabilization and unaffected by Dia1 depletion, incoming HSV-1
particles exploit dynamic MTs and a distinct set of EB1-associated
+TIPs (42). By contrast, another herpesvirus, Kaposi’s sarcoma-
associated herpesvirus (KSHV) induces the formation of stable
MTs in a Dia-dependent manner (61), suggesting that Dia’s ability
to regulate stable MTs makes it an important host factor for viruses
that use these specific networks. However, it remains unclear
whether Dia contributes to actin- or MT-based processes that
facilitate KSHV infection. Overall, these findings illustrate how
different viruses exploit distinct MT subsets to mediate their
transport to the nucleus, and our findings using Dia mutants
demonstrate that MT stabilization does indeed contribute to early
HIV-1 infection.
The DRFs were found to be important not just for virus-

induced MT stabilization and HIV-1 trafficking, but also for
HIV-1 uncoating. Whereas our results show that the induction of
stable MTs regulates HIV-1 uncoating, in line with suggestions
that core disassembly is coupled to reverse transcription and
likely influenced by the movement of viral cores on MTs by
motor proteins, Dia’s effects on uncoating could also be genet-
ically separated from its effects on MT stabilization. As such, Dia
has two clearly distinct functions during early HIV-1 infection.
Dia also associated with HIV-1 cores, and could promote both
reverse transcription and the disassembly of incoming HIV-1
capsids, independently of MT stabilization. These findings in
combination with the fact that Dia depletion can exert additive
effects on uncoating when reverse transcription is chemically
blocked, suggest that Dia most likely functions by directly bind-
ing incoming HIV-1 cores and affecting uncoating, which in turn
affects reverse transcription. Whereas the precise timing and
location of HIV-1 uncoating remains contentious, it is clear that
the process is carefully controlled on both a spatial and temporal
level (6, 72). This allows reverse transcription of the viral ge-
nome, while at the same time protecting it from intracellular
viral sensors (17, 18). Disturbing the kinetics of uncoating, either
by increasing the stability of viral cores or by chemical induction
of premature uncoating is detrimental to infection (18, 49, 50, 73,
74). Partial loss of CA from viral cores in the cytoplasm, but
detection of some CA in the nucleus, suggests that uncoating is
gradual and begins in the cytoplasm (11, 12, 19, 20, 75). Adding
to this complexity, the uncoating process is intricately linked to
reverse transcription of the viral genome, and events following
the first strand transfer during reverse transcription trigger un-
coating (12–14). Given their interaction with in vitro assembled
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CA–NC complexes and ability to enhance both reverse tran-
scription and uncoating, our findings identify DRFs as important
host determinants or cofactors that facilitate the uncoating and
reverse transcription processes. Whereas few host factors that
enhance reverse transcription have been identified, and over-
expression of proteins can have unanticipated effects, the op-
posing effects of DRF overexpression versus depletion were in
agreement with Dia proteins regulating uncoating and reverse
transcription. There is precedent for this observation, as over-
expression of another coiled-coil containing protein, PDZD8, that
binds HIV-1 capsids and regulates uncoating also promotes reverse
transcription (41, 54). Moreover, through distinct domains, the
DRFs also facilitate HIV-induced MT stabilization and trafficking
to the nucleus. Indeed, given the fact that HIV-1 transport, reverse
transcription, and uncoating are so intricately intertwined, it is
difficult to discern the individual contributions to infection made by
these discrete functions of DRFs. However, by regulating MT
dynamics, virus transport, and uncoating, DRFs position them-
selves at the center of this intricate early stage of infection, serving
as key factors that likely allow the virus to couple the timing of
uncoating with the onset of MT stabilization and virus transport.
Whereas Dia isoforms have functional redundancy in regu-

lating the actin cytoskeleton, they have nonredundant functions
in MT capture. mDia1 has been shown to function in cell po-
larization and migration, axonal outgrowth, and exocrine vesicle
secretion in the apical membrane, whereas mDia2 is involved
in filopodia formation, cytokinesis, asymmetric cell division, and
endosome trafficking in fibroblasts (57). These unique and shared
properties may explain why both Dia1 and Dia2 are required for
infection. Alternatively, redundancy will only be evident for pro-
teins whose combined abundance is in excess of requirement. If the
combined abundance of Dia1 and Dia2 is not in excess, this would
also explain the lack of apparent redundancy in our system. These
multidomain proteins share core structural features, including a
central proline rich formin homology 1 (FH1) and FH2 domain,
as well as dimerization domains (DDs) and CC domains (57). In
addition, a C-terminal diaphanous autoregulatory domain (DAD)
interacts with its own N-terminal FH3 recognition domain, resulting
in autoinhibition. Binding of Rho GTPases to the N-terminal
GTPase-binding domain (GBD) releases this autoinhibition,
resulting in Dia activation. Once activated, the DRFs regulate
both the actin and MT cytoskeletons through their FH2 domain.
However, several reports have demonstrated that these functions
are genetically separable and that mDia can stabilize MTs in-
dependently of its actin nucleation activity (40, 76, 77), allowing for
the coordinated regulation of both cytoskeletal networks. Likewise,
we show that the ability of DRFs to stabilize MTs and interact with
incoming HIV-1 cores is also genetically separable, and that the
latter function correlates with the presence of CC domains in
portions of DRFs that can regulate uncoating. Nearly all formins
have a predicted CC domain that overlaps with the C-terminal
portion of the FH2 domain and extends toward the C terminus
(78). The function of the C-terminal CC is not well understood, but
in a related formin, FHOD1 was shown to be important for self-
oligomerization (79). Here, we identify a function for the CC do-
mains in DRFs, as all fragments of Dia that bound HIV-1 capsid
and regulated uncoating exhibited a high probability of containing
CC domains. CCs are formed from heptad repeats and play a key
role in determining a proteins 3D structure and ability to form
multimeric structures (80, 81). Interestingly, the small number of
proteins known to interact with in vitro assembled CA–NC com-
plexes or the Gag polyprotein, which contains capsid, all contain
CC domains (24, 41, 53, 54). Moreover, the CC domain of
PDZD8 was shown to be required for binding to HIV-1 Gag (41).
In the case of the DRFs, HIV-1 appears to exploit their CC do-
mains to control core stability, whereas independently exploiting
their MT stabilizing activity to coordinate the processes of HIV-1
uncoating with virus transport. This reveals previously unknown

functions for CC domains in the DRFs, and identifies these formins
as critical host cofactors exploited by HIV-1 during early infection.

Materials and Methods
Cells and Viruses. NHDFs were purchased from Lonza. The 293T, 293A, CHME3,
and CHME3 4 × 4 cells were described previously (39, 82). Jurkat and THP-1 cell
lines were kindly provided by Thomas Hope, Northwestern University, Chicago.
THP-1 cells were differentiated into macrophages by the addition of PMA
(30 ng/mL) to cultures overnight. To generate HIV-1 carrying a luciferase reporter
or ZsGreen marker, pNL4-3.Luc.R−.E− plasmid (AIDS Reagent Repository no.
3418) or pNL4-3.ZsGreen.R−.E−, were transfected into 293T cells together with
constructs expressing VSV-G (pVSV-G) or MuLV amphotropic (pHit456) envelope
glycoprotein, or HIV-1 CCR5 tropic (pCI-env) envelope glycoprotein using pol-
yethylenimine (PEI: Polysciences) as described (27). WT HIV-1 was generated by
transfection of 293T cells with infectious clone pYK-JRCSF (AIDS Reagent
Repository no. 2708). HIV-1 virus containing GFP-Vpr pseudotyped with WT
HIV-1 envelope was prepared by PEI transfection with 6 μg pNL4-3.Luc.R−.E−, 3 μg
pCI-env, and 1 μg GFP-Vpr (HIV-1–GFP-Vpr–WT) as described (24). HIV-1 virus
containing GFP-Vpr and S15-Tomato pseudotyped with VSV-G was gener-
ated using 5.7 μg pNL4-3.Luc.R−.E−, 2.9 μg VSV-G, 1.4 μg GFP-Vpr, and 0.44
μg S15-Tomato (24). Mock virus preparations were generated by transfecting
cells without DNA.

siRNA and Plasmid Transfections. The expression construct for C′ terminally
Flag-tagged FEZ1 and C′ terminally human influenza HA-tagged GAPDH was
described previously (82). Expression constructs for full-length mDia1, and
truncation mutants of mDia2 including FH1FH2CC, FH1FH2CCK853A,
FH1FH2, FH2CC, FH1, FH2, and CC were described before (34, 40, 83). Plasmid
transfections were performed using 2 μg DNA and 4 μL Lipofectamine 2000
(Life Technologies) per manufacturer’s instructions or 22.5 μg of PEI and 10 μg
pDNA in a 10-cm dish. For transient knockdown, CHME3, NHDF, or 293A cells
were transfected with 100 pmol of siRNA duplexes per well in a 12-well plate
using oligofectamine RNAiMAX transfection reagent (Invitrogen) (82). Differ-
entiated THP-1 cells were washed twice and maintained in complete media
without antibiotics for an additional 24 h before siRNA transfection as de-
scribed above. siRNAs used were: ID nos. 146615 and 15997 (Dia1 I and Dia1
II, respectively), ID nos. 146689 and 146691 (Dia2 I and Dia2 II, respectively),
or ID nos. AM46355 and AM46357 (NC, control nontargeting siRNA) from
Ambion. For all experiments except in Fig. 1 B and C, siRNAs Dia1 I and Dia2 I
were used. After knockdown, cells were seeded, infected, and processed as
described in Results.

Luciferase Assay.NHDF, CHME3, Jurkat, or differentiated THP-1 cells seeded in
12- or 24-well plates were infected with different dilutions of HIV-1–VSV–Luc,
HIV-1–Ampho–Luc, or HIV-1–WT–Luc followed by lysis of the cells 48–72 h.p.i.
and measurements of luciferase activity using the Luciferase Assay System
(Promega) (27). For formin inhibitor experiments, NHDF or CHME3 cells were
treated with 0.1% DMSO or 10 μM SMIFH2 (Sigma-Aldrich, S4826) for the
duration of infection.

Virion Yield Assay. For measurements of replication-competent HIV-1 virion
yields, CHME3 4 × 4 cells were mock infected or infected with high titer JR-
CSF-derived HIV-1. Supernatants were collected and filtered and cells were
lysed at 5 and 7 d.p.i. Physical particle yields were determined by the mea-
surements of p24 CA into culture supernatants by either WB analysis using
anti–HIV-1–Pr55/p24/p17 antibodies or p24 ELISA. Cell lysates were subjected
to WB analysis for detection of the indicated cellular proteins.

qPCR Measurement of Viral DNA. To quantify viral DNA, cells were infected at
high multiplicity of infection (MOI) with HIV-1–VSV–puro. Hirt DNAwas isolated
24 h postinfection and the amount of HIV-1 MSS DNA and total viral DNA were
measured using primers specific to MSS and puromycin, respectively (41). The
numbers of target copies were calculated using standard curves.

Western Blotting and Immunofluorescence. Antibodies used for WB were Dia1
(610848) and eIF4E (610269) from BD Biosciences; Dia2 (5474) from Cell
Signaling; Flag (F7425), HA (H6098), and acetylated tubulin (T7451) from
Sigma; HIV-1 p55/24/17 (ab63917), HIV-1-p24 (ab9071), tyrosinated tubulin
[YL1/2] (ab6160) and GFP (ab13970) from Abcam; GAPDH (sc-25778) from
Santa Cruz; detyrosinated tubulin (AB3201) fromMillipore; HIV-1 p24 (AG3.0)
from NIH AIDS Reagent Program (4121), and Phalloidin-647 from Biotium.
Cells were lysed in Laemmli sample buffer. For WB analysis, all primary an-
tibodies were used at a 1:1,000 dilution in 3%BSA TBS-T overnight at 4 °C and
detected using the appropriate HRP-conjugated secondary. For IF analysis,
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cells were grown on glass coverslips and either fixed with ice-cold methanol
(when performing IF of MTs) or 4% paraformaldehyde (PFA) (USB, Affy-
metrix), blocked and permeabilized as described (27). Samples were stained
with primary antibody overnight at 4 °C, washed, and incubated with the
appropriate Alexa Fluor-conjugated secondary for 1 h at room temperature.
Nuclei were stained with Hoechst 33342. Coverslips were mounted with
FluorSave reagent (Calbiochem). Images were acquired using a Leica
DMI6000 B motorized spinning-disk confocal microscope with a Yokogawa
CSU-X1 A1 confocal head. Confocal microscopy was used to image the
translocation of viral particles and in situ uncoating using a Hamamatsu
ImagEM X2 EM-CCD camera run by MetaMorph imaging software (Molec-
ular Devices). Wide-field microscopy was used to image the cytoskeleton
using a Hamamatsu C11440, Hamamatsu C4742-95 or a Photometrics Prime
95B camera run by MetaMorph imaging software (Molecular Devices). Im-
aging and quantification of HIV-1–GFP-Vpr–VSV particles within 2 μm of the
nucleus in NHDF cells was performed as described (27).

In Vitro Capsid Binding Assay. The HIV-1 CA–NC expression, purification, and
assembly were performed as previously described (51). HIV-1 CA–NC particles
were assembled in vitro by diluting the CA–NC protein to a concentration of
10 mg/mL in 50 mM Tris·HCl (pH 8.0), 0.5 M NaCl, and 2 mg/mL DNA oligo-
(TG)50 as described previously (24, 84). Human 293T cells were transfected
with the mammalian expression vectors encoding HA-tagged GAPDH, Flag-
tagged FEZ1, GFP-tagged mDia1, and GFP-tagged mDia2 truncated mutants,
as described above. Cell lysates were incubated with in vitro assembled CA–NC
(input) followed by ultracentrifugation through a 70% sucrose cushion. The
pellet was resuspended in SDS/PAGE loading buffer (bound). WB was used to
detect GFP, HA, or Flag. Pelleting of capsids in samples was confirmed by WB
analysis of HIV-1 CA–NC protein using anti-p24 antibody (Abcam, 63917) (24).

Fate-of-Capsid Assay. The fate-of-capsid assay was performed as described
previously (47, 85). Cells treated with siRNAs or transfected with HA-tagged
GAPDH, GFP-tagged mDia1, or GFP-tagged mutants of mDia2 were infected
with HIV-1–VSV–Luc in CO2-independent medium (Gibco) containing 5% FBS
(Gibco), 2 mM glutamine (Corning), and 1 mM sodium pyruvate (Gibco).
Infection was synchronized by spinoculating at 16 °C for 1 h at 1,200 × g. For
drug-treated experiments, cells were treated with either DMSO (0.1%),
10 μM PF74 (Sigma-Aldrich), 100 nM taxol (Sigma-Aldrich), or 10 μM Nevir-
apine (AIDS Reagent Repository no. 4666), the media were replaced with
fresh media supplemented with the respective drug after spinoculation, and
the cells were incubated at 37 °C for 3 h. The cells were detached by pronase
(Sigma-Aldrich), pelleted, and lysed in hypotonic lysis buffer using 30 strokes
in a 7-mL Dounce homogenizer with pestle B (loose) as described. The
cleared lysate was layered onto a 50% (wt/vol) sucrose cushion and centri-
fuged at 100,000 × g for 2 h at 4 °C. Following centrifugation, 30 μL of the
topmost portion of the supernatant (soluble fraction) was collected and
diluted in 30 μL 2× Laemmli buffer. The pellet (insoluble capsid) was resus-
pended in 30 μL 1× Laemmli. All samples were then subjected to WB analysis
to detect HIV-1 p24 using anti–HIV-1 p55/24/17 (Abcam, 63917). To detect
transgene and knockdown levels, some cells were lysed before infection and
subjected to SDS/PAGE and WB.

In Situ Uncoating Assay. The in situ uncoating assay, generation, and harvest
of double-labeled virus, and determination of background levels and labeling
efficiency were performed essentially as previously described (24, 44, 46).
CHME3 cells grown on glass coverslips were infected with S15-Tomato/GFP-

Vpr–labeled HIV-1 (>90% virus particles were double labeled) via spinocu-
lation at 16 °C for 1 h at 1,200 × g. Cells were then incubated at 37 °C until
fixed at various times points with 4% PFA. Coverslips were stained with
AG3.0 (monoclonal anti-p24) and Hoechst 33342. Cells were imaged using a
Leica DMI6000 B motorized spinning-disk confocal microscope with a
Yokogawa CSU-X1 A1 confocal head and Hamamatsu ImagEM X2 EM-CCD
camera run by MetaMorph imaging software (Molecular Devices). Individual
virus particles were then analyzed to measure the maximum p24 fluorescence
intensity associated with each virus particle that had fused and entered the
cytoplasm. Virus particles that did not productively fuse and become endocy-
tosed were S15-Tomato+ and GFP-Vpr+, whereas virus particles that had pro-
ductively fused into the cytoplasm were S15-Tomato− and GFP-Vpr+. The
percentage of fusion was determined by dividing the number of fused virus
particles by the number of virus particles in each of the fields. Changes in
p24 intensity during infection were determined as described (44). The mean of
the maximum p24 fluorescence intensity of each virus particle in control siRNA-
treated cells was calculated for each time point. Data were then normalized
within each time point by dividing the maximum p24 fluorescence intensity
of each virus particle by the mean of the control siRNA-treated cells for the 30-,
60-, and 120-min time points.

Live Imaging and Analysis. Live cell video microscopy was performed using a
motorized spinning-disk confocal (described above) and environmental
chamber (3i Intelligent Imaging Innovations or InVivo Scientific). CHME3 cells
plated on collagen-coated glass 35-mm culture dishes (MatTek, P35G-1.5–
14C) were infected with HIV-1–GFP-Vpr–WT in CO2-independent media via
spinoculated as above. Cells were washed once and supplemented with
fresh media containing the oxygen scavenger Oxyrase (Oxyrase Company),
and sodium DL-lactate (Sigma-Aldrich) before imaging. Images were ac-
quired using a Leica DMI6000 B motorized spinning-disk confocal micro-
scope with Yokogawa CSU-X1 A1 confocal head and a Hamamatsu ImagEM
X2 EM-CCD camera run by MetaMorph imaging software (Molecular De-
vices) at one frame per second (fps) from 5 to 10 min. FIJI (86) and the
MosaicSuite plugin was used for multiple particle detection and tracking
from digital videos (87). Tracked viral trajectories were then exported to Excel
for conversion from distances traveled in pixels to micrometers and calculation
of speed and displacement for each tracked virus particle. The average speed
and velocity of virus particles were calculated as the mean of the total distance
traveled (μm)/time tracked (min) and the displacement (μm)/time tracked (min),
respectively. All particles with a lifetime less than 20 s were excluded from the
calculations. Over 130 particles were tracked per sample, with 5–15 particles
being tracked per cell. Mitochondrial trafficking was imaged using MitoTracker
(Thermo Fisher), as previously described (42).
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