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ABSTRACT Progressive T cell depletion during chronic human immunodeficiency
virus type 1 (HIV) infection is a key mechanism that leads to the development of
AIDS. Recent studies have suggested that most T cells in the tissue die through py-
roptosis triggered by abortive infection, i.e., infection of resting T cells in which HIV
failed to complete reverse transcription. However, the contribution of abortive infec-
tion to T cell loss and how quickly abortively infected cells die in vivo, key parame-
ters for a quantitative understanding of T cell population dynamics, are not clear.
Here, we infected rhesus macaques with simian-human immunodeficiency viruses
(SHIV) and followed the dynamics of both plasma SHIV RNA and total cell-associated
SHIV DNA. Fitting mathematical models to the data, we estimate that upon infection
a majority of CD4� T cells (approximately 65%, on average) become abortively in-
fected and die at a relatively high rate of 0.27 day�1 (half-life, 2.6 days). This con-
firms the importance of abortive infection in driving T cell depletion. Further, we find
evidence suggesting that an immune response may be restricting viral infection 1 to 3
weeks after infection. Our study serves as a step forward toward a quantitative under-
standing of the mechanisms driving T cell depletion during HIV infection.

IMPORTANCE In HIV-infected patients, progressive CD4� T cell loss ultimately leads
to the development of AIDS. The mechanisms underlying this T cell loss are not
clear. Recent experimental data suggest that the majority of CD4� T cells in tissue
die through abortive infection, where the accumulation of incomplete HIV tran-
scripts triggers cell death. To investigate the role of abortive infection in driving
CD4� T cell loss in vivo, we infected macaques with simian-human immunodefi-
ciency viruses (SHIV) and followed the viral kinetics of both plasma RNA and cell-
associated DNA during infection. Fitting mathematical models, we estimated that a
large fraction of infected cells dies through abortive infection and has a half-life of
approximately 2.6 days. Our results provide the first in vivo quantitative estimates of
parameters characterizing abortive infection and support the notion that abortive in-
fection represents an important mechanism underlying progressive CD4� T cell de-
pletion in vivo.
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CD4� T cells are the primary targets for human immunodeficiency virus type 1 (HIV)
infection. The progressive loss of CD4� T cells in patients chronically infected with

HIV is a key mechanism that underlies the development of AIDS (1, 2). Both direct and
indirect viral cytopathic effects are involved in CD4� T cell death. Upon infection,
activated CD4� T cells become productively infected and die rapidly in vivo at a rate of
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approximately 1 day�1 (3). This form of death is a result of a variety of cytopathic
effects, such as viral DNA integration triggering apoptosis (4) and viral peptide presen-
tation on the cell surface, which leads to cytotoxic T lymphocyte-mediated killing (5, 6).
In contrast, resting CD4� T cells are refractory to HIV infection (7). Entry of HIV into
these cells often leads to incomplete reverse transcription (8–10). It has been suggested
that upon contact with productively infected cells in tissue, cell-to-cell transmission of
virus leads to the accumulation of a large amount of incomplete viral DNA transcripts
in resting CD4� T cells, and this accumulation triggers cell death through caspase-1-
mediated pyroptosis (11–13). Upon death, these cells further release inflammatory
cytokines, including interleukin-1�. The resulting inflammation likely attracts more
CD4� T cells to the site of infection, further fueling HIV infection (13, 14). Ex vivo studies
of CD4� T cells taken from the lymphoid tissue of infected patients suggest that the
majority of cells die as a result of abortive infection through cell-to-cell transmission (10,
12, 13). Abortive infection is therefore suggested to be a major mechanism that leads
to chronic inflammation, CD4� T cell depletion, dysregulation of T cell homeostasis,
and, ultimately, AIDS (10, 12, 13, 15).

The importance of abortive infection in determining T cell population dynamics
raises the question of how quickly abortively infected cells die in vivo and to what
extent abortive infection drives T cell depletion. To address these questions, we studied
acute viral dynamics in rhesus macaques infected with simian-human immunodefi-
ciency virus (SHIV) 162p3 (SHIV162P3), a chimeric simian-human immunodeficiency virus
strain that contains an R5-tropic HIV envelope. SHIV162P3 can be easily transmitted
mucosally at low doses, which leads to a dramatic loss of CD4� T cells in the gut and
a gradual loss of peripheral CD4� T cells (16, 17). This system thus provides a useful
model for studying early acute HIV infection. Also, the massive depletion of gut CD4�

T cells provides an opportunity to examine through modeling the impact of abortive
infection on viral and cell kinetics. We monitored viral RNA in plasma and total
cell-associated SHIV DNA (CA-DNA) in peripheral blood mononuclear cells (PBMCs) in
20 macaques for a period of 15 to 50 weeks and used these data to estimate the rate
and fraction of cell death occurring by abortive infection.

RESULTS
Viral RNA and DNA dynamics during SHIV infection. We infected rhesus ma-

caques rectally with wild-type (WT) SHIV162P3 (SHIV162P3WT; n � 10 macaques) or with
isogenic SHIV162P3 mutants containing the reverse transcriptase (RT) mutation K65R
(SHIV162P3K65R; n � 6) or M184V (SHIV162P3M184V; n � 4). In HIV and simian immuno-
deficiency virus (SIV), K65R and M184V are associated with resistance to tenofovir and
emtricitabine, respectively. To define viral kinetics during acute infection, we measured
the levels of SHIV RNA in plasma and total cell-associated SHIV DNA in PBMCs. Figure
1 shows the virus dynamics during the first 10 weeks of acute infection. Overall, SHIV
viremia increased rapidly to a high peak (from 105 to 108 copies/ml) soon after
infection. Peak plasma RNA levels in macaques infected with the K65R mutant (me-
dian � 6.3 log10 copies/ml; minimum and maximum � 5.3 and 6.8 log10 copies/ml,
respectively) or the M184V mutant (median � 5.2 log10 copies/ml; minimum and
maximum � 4.8 and 5.8 log10 copies/ml, respectively) were significantly lower than
those in macaques infected with the WT (P � 0.0017 and P � 0.0020, respectively),
likely reflecting the high fitness cost conferred by the K65R and M184V mutations
(18–20). After the peak load was reached, the SHIV viral load rapidly decreased to a very
low level and stayed roughly constant (at a quasi-steady-state level) in all 20 macaques,
irrespective of the strain of the virus (Fig. 1).

In contrast to the RNA levels, the CA-DNA levels varied by several orders of
magnitude across different macaques, reaching peak levels at times similar to those at
which peak viral RNA levels were reached. Peak CA-DNA levels did not differ between
WT and drug-resistant virus infections (Fig. 1). After the peak, CA-DNA levels in general
exhibited a two-phase decline pattern, where the first phase was rapid and the second
phase was very slow.
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Construction of a basic mathematical model for SHIV infection dynamics. To
understand the mechanisms that drive the patterns seen in the data, we constructed a
viral dynamic model, which we term the basic model. Because SHIV162P3 primarily
infects CD4� T cells in the gut (17), we considered the dynamics of CD4� T cells in the
blood as well as in the gut. The model keeps track of the concentrations of target CD4�

T cells (T1 and T2 in the blood and the gut, respectively), productively infected cells (I1
and I2 in the blood and the gut, respectively), long-lived cells (M1 and M2 in the blood
and the gut, respectively), and virus (V). Here, we let the long-lived cell compartment
include long-lived infected cells that produce virus (at a rate lower than that for
productively infected cells), defectively infected cells, latently infected cells, and cells
that have unintegrated DNA. Note that for simplicity we do not explicitly model the
transport of virus between the blood and the gut separately; instead, we assume that
they reach equilibrium quickly. This is a good assumption, given that the time scale of
the infection dynamics that we study here is in weeks, whereas virus is rapidly
disseminated into different compartments in hours or days. In this model, we assume
that abortively infected cells are at a negligible level, and thus, they are not modeled
explicitly. The ordinary differential equations (ODEs) for the model are as follows:

dT1

dt
� �d · T1 � kb · T1 � kg ·

T2

r
� �(t) · (�I � �M) · T1 · V

dT2

dt
� � � d · T2 � r · kb · T1 � kg · T2 � �(t) · (�I � �M) · T2 · V

dI1

dt
� �(t) · �I · T1 · V � � · I1 � kb · I1 � kg ·

I2

r

dI2

dt
� �(t) · �I · T2 · V � � · I2 � r · kb · I1 � kg · I2

dM1

dt
� �(t) · �M · T1 · V � dM · M1 � kb · M1 � kg ·

M2

r

dM2

dt
� �(t) · �M · T2 · V � dM · M2 � r · kb · M1 � kg · M2

dV

dt
� p · �I1 �

I2

r � � pM · �M1 �
M2

r � � c · V

�(t) � � 1

	 � (1 � 	) · e�k · (t � 
)

0 � t � 


t � 


DNA � I1 � M1, RNA � V

(1)

In the model, target cells die at per capita rate d. They move from the blood to the gut
at rate kb and from the gut to the blood at rate kg. The scaling parameter r in the model
reflects the ratio of the volume of the blood over that of the gut. Since SHIV162P3

primarily infects CD4� T cells expressing the 4�7 integrin, which are generated and
mostly reside in the gut (21), we assume for simplicity that there is a constant

FIG 1 Dynamics of viral RNA (red) and cell-associated SHIV DNA (blue) in plasma measured in 20 rhesus macaques. Measurements are
categorized according to the viral strain with which each macaque was challenged. Thin lines, the dynamics in each macaque; thick
lines, the median of the dynamics in each category. Note that the x axis, i.e., weeks, is set such that the viral RNA level peaks at 0 week
for each macaque.
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generation of target cells in the gut at rate � but no target cell generation in the blood.
Note that the assumption that target cells are generated in the blood instead does not
affect the T cell dynamics, since T cells are rapidly transported between the blood and
the gut compartment.

Virus infects target cells, which leads to productively infected cells (at rate �I) and
long-lived cells (at rate �M). Previous work (22) has suggested that viral infectivity
decreases in a time-dependent manner, possibly due to the generation of virus-specific
antibodies. Here we use the time (t)-dependent function �(t) to describe the decrease
in viral infectivity. Specifically, we assume that after an initial delay, 
, virus infectivity
decreases exponentially at rate k to a constant level, and 	 is the long-term infection
constant relative to the time of initial infection.

Productively infected cells and long-lived infected cells die at rates � and dM,
respectively. The total amount of cell-associated SHIV DNA in the blood (which was
measured in our experiment) is calculated as the sum of the numbers of productively
infected and long-lived cells in the blood. Virus is produced from productively infected
cells at per capita rate p and from long-lived infected cells at per capita rate pM. Viruses
are cleared at per capita rate c.

We fitted this model to the data from all 20 macaques (see Fig. S1 in the supple-
mental material; see also Table S1 for best-fit parameter values). In general, this model
describes the viral RNA data well: it describes the high peak level of viremia and the
rapid and high magnitude of the decrease in the viral load to a low quasi-equilibrium
level afterwards. The rapid viral load decrease is driven by a combination of the death
of productively infected cells and the lack of newly infected cells. Our model predicts
that this lack of newly infected cells is a result of the depletion of target cells and a
decrease in viral infection. To confirm the importance of the decrease in viral infectivity
to explain the data, we fitted a variation of the model assuming a constant, � [i.e.,
�(t) � 1], i.e., constant infectivity, instead and found that this model variation fits the
data poorly (Fig. S2 and Table S2).

Despite the agreement of the model with the viral RNA data, the model does not
describe the cell-associated proviral DNA data well (Fig. S1). As described above, an
interesting feature in the CA-DNA data is that in most of the macaques, the CA-DNA
concentration exhibits two-phase declines after the peak viremia, i.e., a fast first-
phase decline and a slower second-phase decline. The basic model predicts that the
first-phase decline in the levels of both viral DNA and RNA is driven primarily by the
death of productively infected cells, and thus, the levels of viral RNA and DNA
decrease at the same rate after peak viremia. However, we compared the rate of the
first-phase DNA decline with the rate of RNA decline after peak viremia in those rhesus
macaques where a two-phase DNA decline was observed (Fig. 2) and found that the
rate of DNA decline was lower than the rate of RNA decline in all macaques examined.
This strongly suggests that the first-phase decline in CA-DNA levels is mainly reflective
of the loss of a cell population other than productively infected cells.

One hypothesis is that the dynamics of latently infected cells drive the first-phase
DNA decline after peak viremia. The latently infected cell population is not explicitly
modeled in the basic model. To test this hypothesis, we extended the basic model to
explicitly model the dynamics of the latently infected cell population using parameter
values that were established previously (23) (see Table S3 for the equations defining
this extended model). We found that the latently infected cells could not account for
the first-phase DNA decline observed in the data (Fig. S3 and Table S4), and to a large
extent, the fits resemble those shown in Fig. S1 for the basic model. This is because the
frequency of latently infected cells is several orders of magnitude lower than that of
long-lived and productively infected cells during the first-phase CA-DNA decline and
the fact that latently infected cells are long-lived, reflective of them being resting
memory cells. To keep the models simple, we do not explicitly consider this population
in the following analysis; rather, we assume that the long-lived cell population includes
cells that are latently infected.
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Adding abortive infection to describe first-phase CA-DNA decline. Studies on
SIV and HIV infection suggest that a large fraction of CD4� T cells is abortively infected
as a result of cell-to-cell transmission of virus into quiescent cells in tissues and this
abortive infection can lead to rapid cell death through pyroptosis (10, 12, 13). We

FIG 2 The level of viral RNA declines quicker than the level of viral CA-DNA after peak viremia in macaques, where the CA-DNA data exhibit a two-phase decline.
RNA and DNA data are shown as red and blue dots, respectively. Data are normalized to the peak viral loads, and thus, the blue and red dots at the first time
point, i.e., the time of peak viremia, overlap each other. The identifier for each macaque is shown at the top of each panel. Lines show the linear regression
of the RNA or DNA data points.

FIG 3 The abortive infection model predicts that the first-phase DNA decline after peak viremia is driven
by the death of abortively infected cells. The simulation results of the abortive infection model were
fitted to data from a macaque (animal 34F) challenged with wild-type SHIV (see Table 1 for parameter
values). (Top) Fitting of the results for SHIV RNA and DNA data; (bottom) dynamics of target cells,
abortively infected cells, productively infected cells, and long-lived infected cells.
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reasoned that if the majority of cells are abortively infected (in contrast to the
assumption in the basic model), the first-phase decline in CA-DNA levels seen in the
data can be driven by the death of abortively infected cells rather than productively
infected cells. To explore this possibility, we added two extra state variables to the ODEs
to explicitly track the abortively infected cells in the blood and in the gut compartment
(A1 and A2, respectively) and explicitly considered both cell-to-cell viral transmission
and cell-free transmission. We assumed that in this model abortive infection occurs only
through cell-to-cell transmission in the gut (11, 12). We call this model the abortive
infection model, and the equations governing it are as follows:

dT1

dt
� �d · T1 � �1(t) · (�vI � �vM) · T1 · V � kb · T1 � kg ·

T2

r

dT2

dt
� � � d · T2 � �1(t) · (�vI � �vM) · T2 · V � �2(t) · (�II � �IM

� �IA) · T2 · I2 � r · kb · T1 � kg · T2

dI1

dt
� �1(t) · �vI · T1 · V � � · I1 � kb · I1 � kg ·

I2

r

dI2

dt
� �1(t) · �vI · T2 · V � �2(t) · �II · T2 · I2 � � · I2 � r · kb · I1 � kg · I2

dM1

dt
� �1(t) · �vM · T1 · V � dM · M1 � kb · M1 � kg ·

M2

r

dM2

dt
� �1(t) · �vM · T2 · V � �2(t) · �IM · T2 · I2 � dM · M2

� r · kb · M1 � kg · M2

dA1

dt
� �dA · A1 � kb · A1 � kg ·

A2

r

dA2

dt
� �2(t) · �IA · T2 · I2 � dA · A2 � r · kb · A1 � kg · A2

dV

dt
� p · �I1 �

I2

r � � pM · �M1 �
M2

r � � c · V

DNA � I1 � M1 � A1

RNA � V

(2)

�1(t) � �2(t) � � 1

	 � (1 � 	) · e�k · (t � 
)

0 � t � 


t � 


In this model, cell-free viral transmission leads to productively infected short-lived cells,
I, and long-lived infected cells, M, at rates �vI and �vM, respectively; cell-to-cell trans-
mission in the gut leads to productively infected cells, long-lived cells, and abortively
infected cells (A) at rates �II, �IM, and �IA, respectively. The available data (i.e., the total
concentrations of viral RNA and CA-DNA) prevented us from estimating all 5 infectivity
parameters separately. Thus, we first fixed the parameter values for cell-free transmis-
sion at low levels (�vI � 5 � 10�9 ml day�1 and �vM � 5 � 10�11 ml day�1), such that
most of the infection occurs due to cell-to-cell transmission in the gut, with only a small
fraction of infected cells being long-lived cells (24). We then estimated the values of the
three infectivity parameters for cell-to-cell transmission together with other parame-
ters. In addition, to keep the model simple, we assumed that the time-dependent
decrease in viral infectivity was the same for the two modes of transmission, i.e., �1(t)
and �2(t).

Fitting of this model to the data shows that it describes the two-phase viral DNA
decline after peak viremia very well (Fig. 3 and 4; see Table 1 for best-fit parameters).
As we have hypothesized, when the majority of cells are abortively infected, the
first-phase viral DNA decline is mostly driven by the death of abortively infected cells,
whereas the first-phase viral RNA decline is driven by the death of productively infected
cells (see Fig. 3 for an example of the fitting results for macaque 34F). To quantify the
contribution of abortive infection to CD4� T cell depletion, we calculated the fraction
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of abortive infection in each macaque, �, i.e., the ratio of abortive infection events over
all infection events during the entire period of data sampling. We found that the
majority of cells (for 20 macaques, the mean was 65% and the standard deviation [SD]
was 17%, as quantified by the value of � in Table 1) become abortively infected. We
estimated that abortively infected cells and productively infected cells die at rates of
0.27 day�1 (SD, 0.14 day�1) and 0.48 day�1 (SD, 0.16 day�1), respectively. This
corresponds to a half-life of 2.6 days for abortively infected cells and a half-life of 1.4
days for productively infected cells.

In the model presented in equations 2, we estimate that all infections are sup-
pressed to low levels due to the time-dependent decrease in the cell-free infection rate.
This decrease can be explained by an anti-SHIV antibody response, which typically
develops a few weeks after infection (25, 26). We speculate that the decrease in the
cell-to-cell infection rate can be a result of both a noncytolytic CD8� cell-mediated
antiviral response (27, 28) and a type I interferon response (29, 30). A type I interferon
response can decrease the number of available target cells by generating a protective
antiviral state within putative target cells (31). This type of response would also reduce
the cell-free virus infection rate. To test the importance of the decrease in the
cell-to-cell infection rate in explaining the data, we further fitted a model where the
cell-to-cell infection rate is kept at a constant level, i.e., �2(t), and found that this model

FIG 4 Fitting results of the abortive infection model to data from all 20 macaques. The identifier for each macaque is shown at the top of each panel.
Dots show the measured RNA (red) and DNA (blue) levels in the blood, and lines show predictions of the model using the best-fit parameter values
reported in Table 1.
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fits the data poorly (Fig. S4 and Table S5). This suggests that both cell-free infection and
cell-to-cell infection are partially suppressed a few weeks after infection initiation.

To test the statistical significance of the added complexities, i.e., the time-varying
infectivity and abortive infection, we further performed model selection among 4
model variations, the basic model, the basic model assuming constant infectivity, the
abortive infection model, and the abortive infection model with constant cell-to-cell
infectivity, and computed the corrected Akaike information criterion (AICc) (32). Overall,
incorporation of the time-varying infectivity for both cell-free infection and cell-to-cell
infection significantly improved the model fit to the data (Table 2). The abortive
infection model was statistically significantly better than the other models overall,
suggesting that abortive infection is an important mechanism that drives the death of
the majority of infected cells. The other models had lower AICc scores than the abortive
infection model in some individual monkeys, due to their simplicity compared to the
abortive infection model.

To further test the robustness of our conclusion, we performed sensitivity analyses
on the 5 fixed parameters in the model, i.e., kg, p, �, �vI, and �vM (see Materials and
Methods). We also tested a model variation where cell-to-cell transmission was not
modeled explicitly (Tables S6 and S7 and Fig. S5). In general, the estimated death rates
of abortively infected cells and productively infected cells (dA and d, respectively) and
the fraction of abortively infected cells were consistent across the fitting results using
wide ranges of values for fixed parameters (Fig. S6), and thus, these estimates are
robust to the assumptions in our model. Taken together, our sensitivity analyses show
that a large fraction of cells is abortively infected and abortively infected cells die at a
relatively high rate.

DISCUSSION

Abortive infection has been suggested to be a major pathway that leads to
progressive CD4� T cell depletion and, ultimately, AIDS (10, 13). In this study, by
following the dynamics of both the viral RNA level and the total cell-associated SHIV

TABLE 1 Best-fit parameter values and predicted fraction of abortive infections derived by fitting the abortive infection model to
the data

Strain
Monkey
identifier

dA

(day�1)
�
(day�1)

�II

(10�8 ml day�1)
�IM

(10�8 ml day�1)
�IA

(10�8 ml day�1)
kb

(day�1)
dM

(day�1)
pM

(day�1) �
k
(day�1) � (day) �a

WT 34F 0.12 0.39 2.87 0.43 18.19 2.16 0.000 0.01 0.13 0.03 0.37 0.81
AM20 0.13 0.41 6.74 0.09 8.12 0.59 0.002 0.54 0.06 0.04 0.86 0.49
AO86 0.37 0.38 1.13 0.01 5.29 25.10 0.002 0.74 0.08 0.02 9.46 0.72
62P 0.44 0.45 1.66 0.03 2.71 0.84 0.008 0.89 0.08 0.03 8.60 0.48
DM46 0.18 0.44 2.17 0.09 9.98 2.25 0.002 0.13 0.13 0.03 8.39 0.75
33160 0.12 0.52 1.80 0.16 2.14 14.76 0.009 0.03 0.15 0.50 8.48 0.43
AG94 0.30 0.30 1.50 1.89 3.32 8.50 0.012 0.74 0.14 0.03 10.86 0.44
AI22 0.16 0.24 1.39 0.59 4.68 2.86 0.008 2.29 0.14 0.04 5.17 0.61
35720 0.53 0.54 5.39 0.27 4.87 0.55 0.016 0.05 0.14 0.04 2.00 0.40
19V 0.30 0.38 1.13 0.06 5.56 95.02 0.000 0.16 0.17 0.03 18.75 0.73

K65R mutant 9969 0.20 0.55 4.34 0.03 14.15 2.82 0.003 1.33 0.11 0.04 2.94 0.72
RH6635 0.41 0.51 4.93 0.48 10.39 0.06 0.014 2.33 0.13 0.50 8.46 0.39
33756 0.27 0.58 2.67 0.23 14.80 0.10 0.015 7.21 0.23 0.50 4.74 0.63
33770 0.09 0.34 1.42 0.60 24.44 0.24 0.000 1.80 0.09 0.50 2.39 0.84
AH8F 0.36 0.37 2.24 0.09 23.44 0.54 0.006 4.14 0.13 0.20 3.16 0.86
AM43 0.31 0.40 2.57 0.38 20.53 0.32 0.010 0.08 0.15 0.50 8.97 0.80

M184V mutant 31483 0.30 0.91 3.87 0.75 7.11 0.24 0.000 1.29 0.09 0.45 2.32 0.50
4284 0.14 0.56 1.59 1.39 18.46 0.34 0.000 1.20 0.13 0.50 3.54 0.79
4282 0.55 0.56 2.35 0.10 24.14 0.43 0.000 4.98 0.12 0.22 2.62 0.85
33246 0.07 0.80 0.63 1.63 7.30 4.05 0.010 8.17 0.11 0.12 8.90 0.69

Meanb 0.27 0.48 2.62 0.46 11.48 1.27c 0.01 1.91 0.13 0.22 6.05 0.65
SDb 0.14 0.16 1.63 0.55 7.64 6.67c 0.01 2.40 0.04 0.22 4.46 0.17
a�, the fraction of abortive infections, which is calculated as the ratio of the number of abortive infection events over the number of all infection events during the
entire period of study.

bThe mean and the standard deviations are calculated for those macaques in which DNA levels exhibited a 2-phase decline, unless indicated otherwise.
cThe geometric mean and the standard deviations of the estimated values of kb are reported, since the estimated value of kb varies over a wide range.
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DNA level during SHIV infection in 20 rhesus macaques, we provide a first estimate, to
our knowledge, of the death rate of abortively infected cells in an SHIV infection, 0.27
day�1 (SD, 0.14 day�1). This estimated rate in general agrees with that from a recent
ex vivo experiment, where more than 80% of human tonsil cells died of abortive
infection during a 6-day coculture with HIV-infected cells (10). In addition, we found
indirect evidence that innate or adaptive immune responses may play an important
role in reducing viral infection by both cell-free transmission and cell-to-cell transmis-
sion 1 to 3 weeks after infection initiation.

The estimation of the death rate of abortively infected cells stems from the obser-
vation that the first-phase DNA decline after peak viremia is slower than the first-phase
RNA decline. Since the first-phase RNA decline is driven mostly by the death of
productively infected cells, the slower DNA decline suggests that a mechanism other
than the death of productively infected cells underlies the decrease in the amount of
viral DNA. It has been shown that the majority of PBMC HIV DNA represents uninte-
grated HIV genomes (33), suggesting that a major fraction of cells may be abortively
infected. Several recent ex vivo studies (10, 13) and an SHIV infection study (34)
suggested that the majority of HIV-infected cells die rapidly through abortive infection.
Using mathematical models, we showed that the first-phase DNA decline can be a
result of the death of abortively infected cells. We estimated that a large fraction
(approximately 65%) of infected cells is abortively infected, consistent with the findings
of previous studies (10, 13, 34). Alternatively, if the majority of SHIV-infected cells
contain integrated proviruses with defective non-replication-competent genomes (35),
the estimated death rate would reflect the death of those cells. However, we argue that
this is unlikely, given that the half-life of defectively infected cells is expected to be
much longer than the 2.6-day half-life that we have estimated. Together, our results
support the notion that a large fraction of cells dies through abortive infection at a
relatively high rate, suggesting that abortive infection represents an important pathway
that leads to CD4� T cell depletion. Interestingly, a previous study on HIV infection in

TABLE 2 Model selection using AICc

Strain
Monkey
identifier

�AICc scorea

Basic
model

Basic model
with
constant
infectivity

Abortive
infection
model

Abortive infection
model with
constant cell-to-
cell infectivity

WT 34F 12.2 123.7 0.0 160.1
AM20 5.7 139.8 0.0 161.9
AO86 0.0 73.9 8.7 92.8
62P 0.0 140.1 3.5 135.6
DM46 15.0 34.6 0.0 60.1
33160 26.3 39.1 0.0 46.6
AG94 0.5 45.7 0.0 66.3
AI22 0.0 105.9 6.9 87.9
35720 17.1 45.5 0.0 51.5
19V 1.0 69.4 0.0 51.8

K65R 9969 19.6 102.8 0.0 88.6
RH6635 24.0 76.8 0.0 26.4
33756 29.6 44.0 0.0 30.8
33770 0.0 19.4 1.4 19.2
AH8F 23.3 154.1 0.0 97.9
AM43 4.0 107.9 0.0 82.8

M184V 31483 9.7 0.0 18.9 39.5
4284 3.1 0.0 8.9 41.1
4282 0.0 46.9 3.1 38.2
33246 7.9 0.0 11.6 39.7

Total ΔAICc score 199.0 2,369.5 63.1 1,418.7
aΔAICc score, change in the AICc score. The lower that the ΔAICc score is, the better that the model is.
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humans during acute infection showed that in patients treated with highly active
antiretroviral therapy, there was a biphasic decline of latently infected cells, with a rapid
first phase that was attributed to the loss of cells in preintegration latency followed by
a much slower second phase that was attributed to cells with postintegration latency
(36). Cells with DNA that has not been integrated can be subject to pyroptosis. Thus,
the observed first-phase decline may reflect abortive infection.

Our results also suggest that the macaques in this study developed effective
mechanisms to reduce viral infection by both cell-free and cell-to-cell infection mech-
anisms approximately 1 to 3 weeks after infection. The decrease in the rate of cell-free
infection may be the result of an antibody response, which develops within 2 weeks
after infection (25, 26, 37, 38). For cell-to-cell infection, we show that its decrease over
time is necessary to explain a low level of quasi-steady-state viremia. This decrease may
be due to the CD8� T cell-mediated noncytotoxic antiviral response, which also
develops a few weeks after infection (27, 28, 39). Alternatively, it may be due to the
innate immune response mediated by interferon signaling, which plays multiple roles
in suppressing HIV (30). It inhibits intracellular HIV protein production and thus leads to
decreased virion production (31). Furthermore, paracrine signaling of interferon gen-
erates an antiviral state in uninfected target cells, which protects them from infection
(31). This reduction in the concentration of target cells can lead to decreases in viral
infection. We have not explored models with explicit adaptive immune responses, but
it is well-known that CD8 depletion leads to increases in the plasma viral load (39–41).
Thus, CD8 T cells are likely to be involved in maintaining the low-level quasi-steady-
state viremia that we observed. Further experimental studies are needed to investigate
the relative importance of the different types of immune responses in suppressing the
SHIV162P3 plasma viral load to low levels in macaques. This may have important
implications for immunotherapy development.

We used three viral variants to challenge the 20 rhesus macaques in this study: the
wild-type virus and two drug-resistant mutant viruses, the K65R and M184V mutants.
The viral load exhibited different kinetic patterns in the three macaque groups (Fig. 1).
We did not find statistically significant differences in the estimated death rate of
abortively infected cells, despite the deleterious effects of these mutations on virus
fitness. Although they were beyond the scope of this study, further analyses are
ongoing to determine the key parameters that give rise to the differences in the viral
kinetic patterns shown in the data and, thus, to understand the impact of the drug-
resistant mutants on the SHIV life cycle and infection process.

Our study is also subjected to several limitations. First, we used a less pathogenic
SHIV162P3 isolate that may not fully recapitulate the pathogenesis of HIV during the
acute or chronic phase of infection. Although our estimates of the fraction of abortive
infections and the death rate of abortively infected cells are consistent with those
reported in previous studies, additional analyses using more pathogenic SIV or SHIV
strains may be needed to further confirm our observations (10, 13, 34). Second, in our
mathematical model we assumed that CD4� T cells are transported between the blood
and the gut at constant rates. This assumption allowed us to estimate the dynamics in
the gut on the basis of measures of HIV RNA and DNA in the blood. However, further
longitudinal studies measuring and sequencing the viral RNA and DNA in both the
blood and the gut would provide a more quantitative picture of the mechanistic link
between the infection dynamics in the gut and those in the blood.

To conclude, we have studied both the viral RNA and cell-associated DNA
dynamics during an SHIV infection. Our study provides a first estimate, to our
knowledge, of the death rate of abortively infected cells in vivo. This estimate will
be useful in research efforts aimed toward a quantitative understanding of viral and
T cell dynamics during an HIV infection and, ultimately, to an understanding of the
cause of and the mechanisms that lead to the CD4� T cell depletion characteristic
of AIDS.
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MATERIALS AND METHODS
Ethics statement. All animal procedures were performed according to NIH guidelines and approved

by the Institutional Animal Care and Use Committee (IACUC) of the Centers for Disease Control and
Prevention (CDC). The CDC IACUC protocol numbers are 2070GARMONC and 2099GARMONC. Macaques
were housed at the CDC under the care of CDC veterinarians in accordance with the Guide for the Care
and Use of Laboratory Animals, 8th ed. (42). All procedures were performed while the macaques were
under anesthesia (10 mg/kg of body weight ketamine or 2 to 6 mg/kg tiletamine-zolazepam [Telazol]
given intramuscularly), and all efforts were made to minimize suffering, to improve housing conditions,
and to provide enrichment opportunities. For housing, macaques were maintained in cages that met or
exceeded the minimum size requirements stipulated in the Guide for the Care and Use of Laboratory
Animals (42) (cage dimensions, 30 in. [height] by 30 in. [width] by 30 in. [length]). Steps were taken to
reduce animal suffering, which included the provision of enrichment opportunities (e.g., cage features
like swings/perches and objects for the macaques to manipulate), an assortment of food selections like
fruits, vegetables, or seeds, suitable feeding methods (foraging and task-oriented methods), and humane
interactions with caregivers and research staff. All animals had access to clean, fresh water at all times.
The commercial diets provided were specifically formulated to meet vitamin C requirements. Prior to the
initiation of virus inoculations, compatible macaques were housed in pairs. Once inoculations were
initiated, the macaques were separated into single housing (while permitting eye contact) with a cage
divider to prevent the possibility of SHIV transmission between the macaques. If one macaque remained
uninfected during the course of a study, the animal remained separated from other infected macaques
and was not housed in a pair with an infected macaque during the follow-up period. Euthanasia of
SHIV-infected macaques (from studies in references 18, 19, 43, and 44) was accomplished in a humane
manner (intravenous pentobarbital) by acceptable techniques recommended by the American Veterinary
Medical Association Guidelines on Euthanasia (45) and in accordance with the CDC IACUC policy on
euthanasia. The senior medical veterinarian and/or trained Comparative Medicine Branch staff verified
successful euthanasia by the lack of a heart beat and respiration. Death was not used as a study endpoint.

Quantification of SHIV RNA in plasma. SHIV162P3 RNA in plasma was quantified using a modifica-
tion of an existing two-step reverse transcription-PCR (RT-PCR) assay that includes the use of a single
RT-PCR (44, 46). Prior to RNA extraction, plasma samples (1 ml) were centrifuged at 43,000 � g for 30 min
to concentrate the virus particles. RNA was extracted from 140 �l virus pellets using a QIAamp viral RNA
kit (Qiagen) and eluted in 100 �l of elution buffer. To control for the efficiency of extraction, a known
amount of virus particles (3 � 105) from an HIV type 1 (HIV-1) strain CM240 (HIV-1CM240) stock (NIH
Reference Reagent Program) was added to each sample prior to RNA extraction (44, 46). Reverse
transcription and PCR amplification of SHIV (gag) and HIV-1 (env) sequences were done using primers
specific for SIVmac239 and HIV-1CM240, respectively (46). The sensitivity of the RT-PCR assay was 50 RNA
copies/ml (47, 48).

Quantitation of cell-associated SHIV DNA in PBMCs by a DSP assay. Rhesus macaque PBMCs
were obtained from blood collected in BD Vacutainer CPT cell preparation tubes containing sodium
heparin, resuspended in 200 �l of phosphate-buffered saline, and stored at �80°C until use. Genomic
DNA was extracted from 200-�l aliquots using a QIAamp DNA and Blood minikit (Qiagen) and resus-
pended in 100 �l of elution buffer. Total SHIV DNA was quantified using a novel double-stranded primer
(DSP) assay coupled with coamplification of the RNase P gene an as internal PBMC control (44). PCR
amplification of the SIV long terminal repeat (52 bp) and RNase P (53 bp) was done in an iQ5 thermal
cycler (Bio-Rad) using a QuantiFast multiplex kit (Qiagen, Valencia, CA) and included activation of DNA
polymerase at 95°C for 90 s, followed by 42 cycles of 94°C for 1 s and 63°C for 20 s. SHIV DNA and cellular
RNase P were quantified using standard curves prepared by serially diluting known numbers of copies
of plasmid pVP1 containing the 5= portion of SIVmac239 and known amounts of macaque PBMCs,
respectively. The DSP assay is able to consistently detect 10 copies of plasmid pVP1 (44).

Determination of parameter values. We assumed that the plasma volume of a 7-kg macaque is
approximately 300 ml, as described by Vaidya et al. (22), and that the effective volume for the gut
compartment was 30 ml, i.e., 10 times smaller than the plasma volume. This gives the ratio of the volume
of the blood over the gut (r) of 10. Note that the choice of the value of r does not affect the dynamics
of the total concentration of each cell type, because if we sum the ODEs describing the change in the
concentration of each type of cell in the two compartments, we find that the parameter r disappears in
the ODEs.

We assume that there are a total of 3 � 108 target cells that can be infected by SHIV in an uninfected
macaque. This number is consistent with previously estimated numbers in macaques (49, 50). To
translate the DNA load measurement (in PBMCs) to a cell concentration, we assumed that there are 1 �
106 PBMCs per ml blood. We set the death rate of uninfected target cells, d, to 0.01 day�1 (22). From the
total number of target cells and the volumes of the plasma and the gut, we calculated the influx rate of
target cells, �, to be 105 ml�1 day�1. The production rate of viral particles from productively infected cells
and the plasma virus clearance rate were fixed at 4 � 103 virions day�1cell�1 (51) and 23 day�1 (52),
respectively.

The distribution of cell populations in the blood and the gut were determined by the ratio of the cell
transport rates between the gut and the blood. The ratio was determined by the homing effects of the
target cells expressing the 4�7 integrin (21). The values of these two transport rates in rhesus macaques
are unknown, to our knowledge. Here, we fixed the transport rate from the gut to the blood, kg, at 0.18
day�1 and estimated the transport rate from the blood to the gut, kb, from the data. The value of kg was
approximated roughly as follows. It has been estimated that 2.8 � 107 lymphocytes flow out of the gut
of a 35-kg pig per hour (53). Assuming that 40% of the lymphocytes are CD4� T cells, we estimate that
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approximately (2.8 � 107) � 40% �24 � 2.7 � 108 CD4� T cells leave the gut per day in a pig. If we
assume that the number of cells that leave the gut scales linearly with weight, we estimate that roughly
(2.7 � 108) � 7/35 � 5.4 � 107 CD4� T cells leave the gut per day in a macaque. In our model, we assume
there are 3 � 108 total target CD4� T cells. Since the majority of target cells reside in the gut, then the
rate of cell transport can be approximated as (5.4 � 107)/(3 � 108) � 0.18 day�1. Note that this estimate
is a rough estimate and that the most important quantity that determines the dynamics of infection is
the ratio between kg and kb rather than their absolute values, because the time scale of the data is in
weeks, which is much longer than the transport rates between the two compartments.

Model fitting and selection. To estimate the parameter values, we simulated the ODE models (see
Text S1 in the supplemental material for determination of initial conditions) and then calculated the
residual sum of squares (RSS) between experimentally measured and model-predicted SHIV RNA and
DNA levels on a log scale. The RSS for the RNA and DNA data were equally weighted in the calculation
of total RSS. We then minimized the total RSS using the Nelder-Mead algorithm (54). To perform model
selection, the corrected Akaike information criterion (AICc), which accounts for the low number of data
points (range, 18 to 45) for each patient (32), was used. The AICc score is calculated as

AICc � n · log�RSS

n � � 2 · K ·
n

n � K � 1

where n is the number of data points and K is the number of fitted parameters. When the models were
compared, the model with the lowest score was the best model, although a small difference in AICc

scores, e.g., �2, was not considered significant (32).
Parameter sensitivity analysis. We tested the robustness of the estimated death rate of abortively

infected cells (dA), the death rate of productively infected cells (�), and the fraction of abortively infected
cells against variations in the values of the 5 fixed parameters, i.e., kg, p, �, �vI, and �vM. Specifically, we
changed the value of each of the 3 parameters kg, p, and � from their baseline values and then
reestimated the 11 parameters in the abortive infection model. Since the value of kg is calculated on the
basis of estimates from different experimental systems, we increased and decreased the value of kg from
its baseline value by 10-fold to reflect the large uncertainty. The value of p was set equal to the rate
estimated from human data (51); however, the value of p is estimated to be 10-fold higher in macaques
(55). We thus increased the value of p to 2- and 10-fold of its baseline value. The value of � was calculated
roughly on the basis of different estimates of the total number of target CD4� cells, and thus, we
increased or decreased the value of � from its baseline by 5-fold to reflect the uncertainty. For the
parameters �vI and �vM, we increased and decreased their values together by 5-fold.
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