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Small changes in word choice can lead to dramatically different
interpretations of narratives. How does the brain accumulate and
integrate such local changes to construct unique neural representa-
tions for different stories? In this study, we created two distinct
narratives by changing only a fewwords in each sentence (e.g., “he”
to “she” or “sobbing” to “laughing”) while preserving the grammat-
ical structure across stories. We then measured changes in neural
responses between the two stories. We found that differences in
neural responses between the two stories gradually increased along
the hierarchy of processing timescales. For areas with short integra-
tion windows, such as early auditory cortex, the differences in neu-
ral responses between the two stories were relatively small. In
contrast, in areas with the longest integration windows at the top
of the hierarchy, such as the precuneus, temporal parietal junction,
and medial frontal cortices, there were large differences in neural
responses between stories. Furthermore, this gradual increase in
neural differences between the stories was highly correlated with
an area’s ability to integrate information over time. Amplification of
neural differences did not occur when changes in words did not
alter the interpretation of the story (e.g., sobbing to “crying”).
Our results demonstrate how subtle differences in words are grad-
ually accumulated and amplified along the cortical hierarchy as the
brain constructs a narrative over time.
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Stories unfold over many minutes and are organized into tem-
porarily nested structures: Paragraphs are made of sentences,

which are made of words, which are made of phonemes. Un-
derstanding a story therefore requires processing the story at
multiple timescales, starting with the integration of phonemes to
words within a relatively short temporal window, to the integration
of words to sentences across a longer temporal window of a few
seconds, and up to the integration of sentences and paragraphs into
a coherent narrative over many minutes. It was recently suggested
that the temporally nested structure of language is processed hi-
erarchically along the cortical surface (1–4). A consequence of the
hierarchical structure of language is that small changes in word
choice can give rise to large differences in sentence and overall
narrative interpretation. Here, we propose that local momentary
changes in linguistic input in the context of a narrative (e.g., “he” to
“she” or “sobbing” to “laughing”) are accumulated and amplified
during the processing of linguistic content across the cortex. Spe-
cifically, we hypothesize that as areas in the brain increase in their
ability to integrate information over time (e.g., processing “word”
level content vs. “sentence” or “narrative” level content), the neural
response to small word changes will become increasingly divergent.
Previously, we defined a temporal receptive window (TRW) as

the length of time during which prior information from an ongoing
stimulus can affect the processing of new information. We found
that early sensory areas, such as auditory cortex, have short TRWs,
accumulating information over a very short period (10–100 ms,
equivalent to articulating a phoneme or word), while adjacent areas
along the superior temporal sulcus (STS) have intermediate TRWs
(a few seconds, sufficient to integrate information at the sentence
level). Areas at the top of the processing hierarchy, including the
temporal parietal junction (TPJ), angular gyrus, and posterior and

frontal medial cortices, have long TRWs (many seconds to mi-
nutes) that are sufficient to integrate information at the paragraph
and narrative levels (2, 5–7). The ability of an area to integrate
information over time may be related to its intrinsic cortical dy-
namics: Long-TRW areas typically have slower neural dynamic
than short-TRW areas (7, 8).
Long-TRW areas, which were identified with coherent narratives

spanning many minutes, overlap with the semantic system, which
plays an important role in complex information integration (9, 10).
It was previously suggested that this network of areas supports
multimodal conceptual representation by integrating informa-
tion from lower level modality-specific areas (11–15). However,
the semantic models used in previous work (9–15) do not model
the relationship between words over time. In real-life situations, the
context of words can substantially influence their interpretation,
and thereby their representation in the cortex. For example, we
recently demonstrated that a single sentence at the beginning of a
story changes the interpretation of the entire story and, conse-
quently, the responses in areas with long TRWs (16). Collectively,
this work suggests that long-TRW areas not only integrate in-
formation from different modalities as shown in work on the se-
mantic system but also integrate information over time (2).
We propose that the timescale processing hierarchy accumulates

and amplifies small changes in word choice, resulting in highly
divergent overall narratives (Fig. 1). This process is analogous to
the integration of visual features across visual areas with increasing
spatial receptive fields (SRFs) in visual cortex (17–19). In the visual
domain, cortical areas with larger SRFs integrate and summate
information from downstream areas that have smaller SRFs (20,
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21). As a result, small changes in the visual field, which are de-
tected by low-level areas with small SRFs, can be amplified as they
are integrated up the visual hierarchy to areas with successively
larger SRFs (22). Analogously, temporally local, momentary
changes in the content of linguistic input in the context of a
narrative (e.g., he vs. she) will introduce short, transient changes
in the responses of areas with short TRWs. However, such
temporally transient changes can affect the interpretation of a
sentence (e.g., “he built a wall” vs. “she built a wall”), which
unfolds over a few seconds, as well as the interpretation of the
overall narrative (“they didn’t pay for it, a big surprise” vs. “they
didn’t vote for her, a big surprise”), which unfolds over many
minutes. As a result, we predict that sparse and local changes in
the content of words, which drastically alter the narrative, will be
gradually amplified along the timescale hierarchy from areas
with short TRWs to areas with medium to long TRWs.
To test these predictions, we scanned subjects using fMRI while

they listened to one of two stories. The two stories had the same
grammatical structure but differed on only a few words per sen-
tence, resulting in two distinct, yet fully coherent narratives
(Fig. 2A). To test for differences in neural responses to these two
stories, we measured the Euclidean distance between time courses
for the two stories in each voxel. In line with our hypothesis, we
found a gradual divergence of the neural responses between the two
stories along the timescale hierarchy. The greatest divergence oc-
curred in areas with long TRWs and concomitant slow cortical
dynamics. Neural differences were significantly correlated with
TRW length. We did not observe this pattern of divergence when
word changes did not result in different narratives or when narrative
formation was interrupted. Our results suggest that small neural
differences in low-level areas, which arise from local differences in
the speech sounds, are gradually accumulated and amplified as
information is transmitted from one level of the processing hier-
archy to the next, ultimately resulting in distinctive neural repre-
sentations for each narrative at the top of the hierarchy.

Results
Subjects were scanned using fMRI while listening to either
Story1 or Story2. These two stories had identical grammatical
structure but differed in one to three words per sentence, giving
rise to very distinct narratives. To test that neural differences be-
tween stories arose from changes in narrative interpretation, an
additional group of subjects listened to Story1_synonyms, which
told the same narrative as Story1 but with some words replaced
with synonyms, and Story2_scrambled, which disrupted narrative

interpretation by scrambling the words within each sentence
in Story2.

Behavioral Results: Similar Comprehension of Intact, but Not Scrambled,
Stories. Story comprehension was assessed with a 28-question quiz
following the scan. Comprehension for both Story1 and Story2 was
high (Story1: 94.2 ± 1.6%; Story2: 92.1 ± 1.2%), with no difference
between the two story groups [t(34) = 1.1, P = 0.28], indicating that
both stories were equally comprehensible (Fig. 2B).
Furthermore, the comprehension for the control Story1_

synonyms was high (93.5 ± 2%) and similar to the two experi-
mental stories [Story1_synonyms vs. Story1: t(34) = 0.38, P = 0.7;
Story1_synonyms vs. Story2: t(34) = 0.78, P = 0.44]. As predicted,
scrambling the order of the words within a sentence significantly
reduced the comprehension level for the control Story2_
scrambled (70.8 ± 5.74%) compared with the two experimental
stories [Story2_scrambled vs. Story1: t(34) = 7.47, P < 10−6;
Story2_scrambled vs. Story2: t(34) = 7.21, P < 10−6].

Neural Results: Differences and Similarities Among Stories Along
Timescale Hierarchy. Differences in neural response across the
timescale processing hierarchy among the four stories were then
analyzed using both Euclidean distance and intersubject correla-
tion (ISC; details are provided in Methods). In the main analysis,
we first compared the neural responses between two distinct nar-
ratives that only differ in a few words per sentence (Story1 and
Story2) across the timescale processing hierarchy. In two control
analyses, we then compared processing of Story1 with processing of
Story1_synonyms and Story2_scrambled.

Fig. 1. Hypothesis. There are two paragraphs with three sentences each.
Only three words (out of 13) differ between paragraphs, but these small
local changes result in large changes in the overall narrative. We hypothesize
that voxels with short TRWs will have relatively small neural differences
between narratives (bright orange), whereas voxels with long TRWs will
have relatively large neural differences (brown).

Fig. 2. Stimuli. We scanned subjects while they listened to one of four stories.
(A) Two experimental stories had the same grammatical structure but differed
in 34% of the words, resulting in two distinct narratives excerpted from Story1
(Left Upper) and from Story2 (Right Upper). (Lower Left) First control story
(Story1_synonyms) had the same grammatical structure as Story1 but 34% of
the words were changed to their synonyms, resulting in the same narrative as
Story1. (Lower Right) Second control story had the same words as Story2 but
the words were scrambled within a sentence, resulting in a disrupted narra-
tive. (B) Participants’ performance on the behavioral questionnaire revealed
that the comprehension level for each of the experimental stories was high,
with no difference between the two groups. The comprehension for the
control Story1_synonyms (Story1_syno) was high and similar to the two ex-
perimental stories. The comprehension for the control Story2_scrambled
(Story2_scram) was relatively low and impaired compared with the two ex-
perimental stories. *P < 10−5.
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Increased Neural Difference Between the Stories from Short- to Long-
Timescale Regions. We hypothesized that neural responses to
Story1 and Story2, which vary only in a few words per sentence yet
convey completely different narratives, will increasingly diverge
along the timescale processing hierarchy. To test this hypothesis,
we calculated the Euclidean distance between response time
courses of the two main story groups within all voxels that
responded reliably to both stories (7,591 voxels; Defining Voxels
That Responded Reliably to the Story). We ranked the 7,591 reliable
voxels based on their neural Euclidean distance, and then divided
them into five equal-sized bins. These bins are presented in Fig.
3A, showing bins with relatively small differences between
Story1 and Story2 (−0.05 ± 0.05, light orange color) up to bins with
relatively large differences between the stories (0.44 ± 0.11, brown
color). Consistent with our hypothesis, we find that voxels with the
least difference between stories (Fig. 3A, light orange) are pre-
dominantly located in areas of the brain previously shown to have
short TRWs, including auditory cortex, medial STS, and ventral
posterior STS (marked in light orange). The distance in neural
responses across the two groups gradually increased along the
timescale hierarchy, with the largest Euclidean distances (Fig. 3A,
dark orange and brown) between stories located in medium- to
long-TRW areas, such as the precuneus, bilateral angular gyrus,
bilateral temporal poles, and medial and lateral prefrontal cortex
(marked in dark orange and brown; details are provided in
Table S1).

To provide an intuitive sense of the magnitude of the increasing
neural divergence, we also measured the similarity of the neural
response to Story1 and Story2 using a between-groups ISC analysis
(details are provided in Methods). We found that the bin with the
smallest Euclidean distance had the highest mean ISC similarity
between the stories (mean = 0.51 ± 0.04). The range of ISC values
among the voxels in this bin was skewed toward greater between-
story similarity (range: 0.39–0.73; Fig. 3B). In contrast, the bin with
the largest Euclidean distance showed very little cross-story ISC
similarity (mean = 0.35 ± 0.06), with skewed probability toward
areas with close to zero similarity in response patterns across the
two stories (range: 0.066–0.52; Fig. 3B). These differences between
the bins were highly significant as revealed by one-way ANOVA on
the normalized ISC [F(1, 7,585) = 2,622.58, P < 10−10; Scheffé’s
post hoc comparisons revealed that all of the bins’ normalized ISCs
differ significantly from each other].
We next tested whether the amplification of neural differences

from short- to long-TRW areas occurred in every scene of
Story1 and Story2. To that end, we calculated the Euclidean
distance between the stories’ neural response in each of the
12 scenes, averaged them across voxel bins (defined over the
entire story), and then rank-ordered these average distance
values. In 11 of the 12 scenes, the ordering of bins was the same
as for the overall story, with only a small change in the Euclidean
distance between the two bins with larger differences in the last
segment (Fig. 3C). Thus, the consistency of ordering across the
12 independent segments suggests that the amplification of
neural distance from low-level (short-TRW) regions to high-level
(long-TRW) regions is robust and stable.

Significant Correlation Between Neural Distance and Capacity to
Accumulate Information Over Time. Next, we asked whether the dif-
ference in neural response to Story1 and Story2 was related to a
voxel’s capacity to accumulate information over time. To charac-
terize this capacity, we calculate a TRW index using an independent
dataset obtained while subjects listened to intact and word-
scrambled versions of another story (details are provided in Meth-
ods). Comparison of the TRW index brain map (Fig. 4A, Upper)
and the two stories’ Euclidean distance map (Fig. 4A, Lower)
revealed high similarity between the maps. Indeed, we found, at a
voxel-by-voxel basis, that the larger the difference in the neural
responses between the stories, the larger was the voxel’s TRW index
(r = 0.426, P < 0.001) (Fig. 4B). As an area’s TRW size was found
to be related to intrinsically slower cortical dynamics in these areas
(7, 8), we also calculated the proportion of low-frequency power
during a resting state scan. We found that voxels with a larger
neural difference between stories also had a greater proportion of
low-frequency power (r = 0.246, P < 0.001) (Fig. 4C).
Amplification pattern is dependent on differences in interpretations between
stories. In the present work, we observed increasingly divergent
neural responses across the timescale processing hierarchy during
the processing of two distinct narratives that vary only in a small
number of words. However, it is possible that the differences in
neural responses at the top of the hierarchy are induced by in-
creased sensitivity to local changes in the semantic content of each
word (e.g., laughing vs. sobbing), irrespective of the aggregate ef-
fect such local changes have on the overall narrative. To test
whether the amplification effect arises from differences in the way
the narrative is constructed over time, we added a new condition
(Story1_synonyms). Story1 and Story1_synonyms had the same
grammatical structure and differed in the exact same number of
words as the original Story1 and Story2 did. However, for
Story1_synonyms, we replaced words with their synonyms (e.g.
sobbing with “weeping”) and a few pronouns with their proper
nouns (e.g., he with “Martin”), preserving semantic and narrative
content in the two stories. This manipulation resulted in similar
and high-comprehension performance to both stories (Fig. 1B).

Fig. 3. Neural results demonstrating amplification of the neural distance be-
tween narratives. (A) We calculated the Euclidean distance between the response
time courses to Story1 and Story 2, ranked the voxels based on their neural Eu-
clidean distance, and then divided them into five equal-sized bins. Small neural
differences are primarily observed in and around primary auditory cortex, while
increasingly large neural differences are observed extending toward TPJ,
precuneus, and frontal areas. LH, left hemisphere; RH, right hemisphere. (B)
Normalized between group ISC (detailed explanation is provided in Methods) in
each of the five bins. The bin with the smallest Euclidean distance (marked in light
orange) showed the highest ISC, whereas the bin with the largest Euclidean
distance showed the lowest ISC between the stories (brown color). These differ-
ences between the bins were highly significant. (C) We calculated the Euclidean
distance between the stories’ neural response in each of the 12 scenes, and then
rank-ordered these average distance values. In 11 of the 12 scenes, the ordering
of bins was the same as for the overall story, with only a small change in the
Euclidean distance between the areas with large differences in the last segment.
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Unlike the neural difference between Story1 and Story2, we
found that the neural distance between Story1 and Story1_
synonyms did not increase from short-TRW to long-TRW regions
(Fig. 5 B and C). Indeed, we found larger differences between
Story1 and Story1_synonyms in short-TRW areas compared with
long-TRW areas. These results are consistent with our processing
timescale hierarchy model. Some of the acoustic differences be-
tween Story1 and Story1_synonyms (e.g., the pronoun he and the
proper noun Martin) are larger than the acoustic differences be-
tween Story1 and Story2 (e.g. the pronoun he and the pronoun
she). However, the semantic differences between Story1 and
Story1_synonyms are small (e.g., weeping vs. “crying”) relative to
the semantic differences between Story1 and Story2 (e.g., weeping
vs. laughing). We thus did observe relatively larger differences in
neural responses between Story1 and Story1_synonyms in early
auditory areas, but not in high-order semantic areas that process
long timescales (Fig. 5B, Center), resulting in a slightly negative
correlation (r = −0.087, P < 0.001) between the neural distance
between Story1 and Story1_synonyms and the TRW (Fig. 5D). In
contrast, while we did observe some small differences in the neural
response in auditory areas between Story1 and Story2, we addi-
tionally observed progressively larger differences in higher level
areas of the processing hierarchy, resulting in a positive correlation
between neural difference and TRW size (Fig. 4B).
Amplification pattern is dependent on construction of coherent interpre-
tation over time. In a second control experiment, we preserved the
semantic identity of all words but scrambled the order of words
within each sentence. This manipulation preserved the semantic
content of all words in each sentence but impaired the listeners’
ability to integrate the words into a coherent story, resulting in
significantly lower comprehension performance (Fig. 2 A and B).
In agreement with prior results (2), scrambling the order of words
decreased the reliability of responses in areas with middle to long
processing timescales (which integrate, respectively, words to sen-
tences and sentences to ideas; Fig. 5A, Right). The lack of reliable
responses to the scrambled story induced a constant neural

distance between Story1 and scrambled Story2 (Fig. 5B, Right). As
a result, we observed no change in the neural distance between
Story1 and Story2_scrambled across the timescale hierarchy.
Taken together, these two control experiments demonstrate that
the amplification of neural distance along the processing hierarchy
relies on the ability of the brain to synthesize over time subtle
differences in word meaning into a large and coherent difference
in narrative.

Discussion
Small, local changes of word choice in a story can completely alter
the interpretation of a narrative. In this study, we predicted that
the accumulation and amplification of sparse, temporally local
word changes that generate a big difference in the narrative will be
reflected in increasingly divergent neural response along the
timescale processing hierarchy. In line with our predictions, we
found that short timescale areas, including primary auditory cortex,
showed only small neural differences in response to local word
changes. This finding is consistent with observations that these
early auditory areas process transient and rapidly changing sensory
input (23, 24), such that brief local alternations in the sound
structure will only induce brief and local alternations in the neural
responses across the two stories. However, neural differences in
response across the two groups gradually increased along the
processing timescale hierarchy, with the largest neural distance in
areas with a long TRW, including TPJ, angular gyrus, posterior
cingulate cortex, and dorsomedial prefrontal cortex. This large
neural difference in long-TRW areas is consistent with our pre-
vious work (25) that suggests long-TRW areas gradually construct
and retain a situation model (26, 27) of a narrative as it unfolds

Fig. 5. Amplification pattern is dependent on forming distinct narrative in-
terpretations. (A) Within-subject ISC across bins for Story1 (Left, full bars) and
Story2 (Left, white bars), for Story1_synonyms (Center, white bars), and for
Story2_scrambled (Right, white bars). A significant ISC threshold is marked as a
dotted black line. The reliability of responses within each of the intact stories
was significantly above threshold, whereas reliability for Story2_scrambled was
not. (B) Euclidean distance in neural response across bins between Story1 and
Story2 (Left), between Story1 and Story1_synonyms (Center), and between
Story1 and Story2_scrambled (Right). (C) Euclidean distance in neural response
between stories in five specific regions of interest (ROIs; one from each bin)
(Upper) illustrated on the brain map (Lower). (D) Scatter plot of the voxel’s
TRW index and the Euclidean distance between Story1 and Story1_synonyms.
The smaller the voxel’s TRW index, the larger was the difference in the neural
responses between the stories.

Fig. 4. Correlation with processing timescales. (A) TRW index brain map (Upper)
and Story1 vs. Story2 Euclidean distancemap (Lower). LH, left hemisphere; RH, right
hemisphere. (B) Scatter plot of the voxel’s TRW index and the Euclidean distance
between Story1 and Story2. The larger the voxel’s TRW index, the larger was the
difference in the neural responses between the stories. (C) Scatter plot of the voxel’s
proportion of low-frequency power during a resting state scan and the Euclidean
distance between the stories. Voxels with a greater low-frequency power pro-
portion were correlated with a larger neural difference between stories.
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over time (28, 29). Moreover, the difference in neural response
between stories was significantly correlated with both TRW length
and slower cortical dynamics, suggesting that the increasing di-
vergence in neural response along the hierarchy may arise from an
accumulation and amplification of small differences over time.
Notably, these effects were only evident when the words changed
created two different intact narratives (Fig. 5).
The topographical hierarchy of processing timescales along the

cortical surface (2) has been supported and replicated across meth-
odologies, including single-unit analysis (4), electrocorticography
analysis (7), fMRI analysis (5, 6, 25), magnetoencephalography
analysis (1), computational models (3), and resting state functional
connectivity (30, 31). This hierarchy, as well as the divergence of
neural responses observed here, is additionally consistent with pre-
viously proposed linguistic hierarchies: low-level regions (A1+) rep-
resent phonemes (32, 33), syllables (34), and pseudowords (35),
while medium-level regions (areas along A1+ to STS) represent
sentences (36, 37). At the top of the hierarchy, high-level regions
(bilateral TPJ, precuneus, and medial prefrontal cortex) can in-
tegrate words and sentences into a meaningful, coherent whole
narrative (5, 15, 38–40). We found that the regions at the top of the
hierarchy had the most divergent response to the two stories. These
regions overlap with the semantic system (9, 10), which is thought to
play a key role in combining information from different modalities to
create a rich representation (11–14). Our results suggest that the
semantic system is also involved in integration of information over
time. We found that regions within the semantic network amplify the
difference created by local word changes only if (i) the words are
presented in an order that allow for meaningful integration of in-
formation over time and (ii) the integration of the words creates a
semantic difference in the narratives (Fig. 5).
Does the timescale processing hierarchy capture changes over

time (milliseconds to seconds to minutes), changes in information
type (phonemes to words to sentences to paragraphs), or both? A
previous study that varied the rate of information transmission
suggests that TRWs are not dependent on absolute time per se, but
on the amount of information conveyed in that time (41), sug-
gesting a tight link between ongoing, temporally extended neural
processes, memory, and linguistic content (2). By keeping the
speech rate constant, the present study observed that the longer the
processing integration window, the greater was the divergence of
neural responses to the two stories. It is likely that these differences
may additionally arise from differences in the type of information
processed across the hierarchy. Further research is necessary to
characterize other factors that influence the amplification of neural
distance along the processing hierarchy.
Understanding a narrative requires more than just un-

derstanding the individual words in the narrative. For example,
children with hydrocephaly, a neurodevelopmental disorder that is
associated with brain anomalies in regions that include the poste-
rior cortex, have well-developed word decoding but concomitant
poor understanding of narrative constructed from the same words
(42, 43). In Parkinson’s disease (PD) and early Alzheimer’s dis-
ease, researchers have found that individual word comprehension
is relatively intact, yet the ability to infer the meaning of the text is
impaired (44). In PD, this deficit in the organization and in-
terpretation of narrative discourse was associated with reduced
cortical volume in several brain regions, including the superior part
of the left STS and the anterior cingulate (45). Our finding that
these regions demonstrated large differences between the stories
(Fig. 3) suggests that a reduced volume of cortical circuits with long
processing timescales may result in a reduced capability to un-
derstand temporally extended narratives.
The phenomenon we described here, in which local changes in

the input generate a large change in the meaning, is ubiquitous: A
small change in the size of the pupil can differentiate surprise from
anger, a small change in intonation can differentiate comradery
frommockery, and a small change in hand pressure can differentiate

comfort from threat. What is the neural mechanism underlying this
phenomenon? In vision, researchers have shown that low-level
visual areas with small SRFs are sensitive to spatially confined
changes in the visual field, but that these small changes are accu-
mulated and integrated along the visual processing stream such that
high-level areas, with large SRFs, amplify the responses to very small
changes in visual stimuli. Analogously, we propose that our results
demonstrate how local changes in word choice can be gradually
amplified and generate large changes in the interpretation and re-
sponses in high-order areas that integrate information over longer
time periods.

Methods
Subjects. Fifty-four right-handed subjects (aged 21 ± 3.4 y) participated in the
study. Two separate groups of 18 subjects (nine females per group) listened to
Story1 and Story2. A third group of 18 subjects (nine females) listened to two
control stories: Story1_synonyms and Story2_scrambled. Three subjects were
discarded from the analysis due to head motion (>2 mm). Experimental pro-
cedures were approved by the Princeton University Committee on Activities
Involving Human Subjects. All subjects provided written informed consent.

Stimuli and Experimental Design. In the MRI scanner, participants listened to
Story1 or Story2 (experimental conditions) or to Story1_synonyms and
Story2_scrambled (control conditions). Story1 and Story2 had the exact same
grammatical structure but differed in a fewwords per sentence, resulting in two
distinct narratives (mean word change in a sentence = 2.479 ± 1.7, 34.24 ±
20.8% of the words in the sentence). Story_synonyms had the same narrative
and grammatical structure as Story1, differing in only a fewwords per sentence
(mean word change in a sentence = 2.472 ± 1.7, 34.21 ± 20.9% of the words in
the sentence), but words were replaced with their synonyms, resulting in the
same narrative as Story1 (Fig. 2A). Story2_scrambled had the exact same words
as Story2, but the words in each sentence were randomly scrambled (Fig. 2A).
This manipulation created a narrative that was very hard to follow. More de-
tails are provided in Stimuli and Experimental Design.

In addition, 26 of the subjects (13 from the Story1 group and 13 from the
Story2 group) underwent a 10-min resting state scan. Subjects were instructed
to stay awake, look at a gray screen, and “think on whatever they like” during
the scan.

Behavioral Assessment. Immediately following scanning, each participant’s
comprehension of the story was assessed using a questionnaire presented
on a computer. Twenty-eight two-forced choice questions were presented.
Two-tailed Student t tests (α = 0.05) on the forced choice answers were
conducted between the four story groups to evaluate the difference in
participants’ comprehension.

MRI Acquisition. Details are provided in MRI Acquisition.

Data Analysis.
Preprocessing. The fMRI data were reconstructed and analyzed with the
BrainVoyager QX software package (Brain Innovation) and with in-house
software written in MATLAB (MathWorks). Preprocessing of functional scans
included intrasession 3D motion correction, slice-time correction, linear trend
removal, and high-pass filtering (two cycles per condition). Spatial smoothing
was applied using a Gaussian filter of 6-mm full-width at half-maximum value.
The complete functional dataset was transformed to 3D Talairach space (46).
Euclidean distance measure. We were interested in the differences in the neu-
ronal response of subjects listening to Story1 compared with those listening to
Story2. To test for such differences, we used a Euclidean distance metric in all of
the voxels that reliably responded to both (details are provided in Euclidean
Distance Measure). Reliable voxels were then ranked based on their normal-
ized Euclidean distance value (Dnorm) and divided into five equal-sized bins.
These bin categories (small to large neural difference) were then projected
onto the cortical surface for visualization. Finally, we tested whether the order
of these neural difference bins was consistent across sections of the story. Thus,
we calculated Dnorm for each of 12 scenes of the story across all of the included
voxels. These voxels were then sorted based on their bin from calculating Dnorm

across the entire story. The Dnorm values for each bin were averaged across
voxels for each scene and then rank-ordered.
ISC between the stories. The normalized Euclidean distancemeasure of similarity
has an arbitrary scale, and thus does not provide an intuitive sense of the
magnitude of effects. As a complementarymeasure, we additionally calculated
similarity using ISC (details are provided in ISC Between the Stories).
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Correlation between neural distance and capacity to accumulate information over
time. Next, we calculated an index of each voxel’s TRW ( i.e., capacity to ac-
cumulate information over time) and calculated the correlation between the
TRW index and neural response difference (details are provided in Correlation
Between Neural Distance and Capacity to Accumulate Information Over Time).
Relation between neural distance and timescale of blood oxygen level-dependent
signal dynamics. We evaluated the neural dynamics of our reliable voxels, and
calculated the Pearson correlation between the proportion of low-frequency
power and the neural response difference voxel by voxel (details are pro-
vided in Relation Between Neural Distance and Timescale of BOLD Signal
Dynamics).
Control for word change-induced differences not related to the narrative.
Story1 and Story2 differed in 34% of their words, which resulted in very dif-
ferent narratives. To dissociate neural differences that arose from changing
word form (e.g., the acoustic differences between words) and neural differ-
ences that arose from changing word meaning (e.g., the semantic differences
between words), we also included a control group that listened to Story1_
synonyms. Story1 and Story1_synonyms differed in 34% of their words.

However, as the words in Story1 were replaced by synonyms, the narratives of
the two stories were the same. We calculated the normalized Euclidean dis-
tance between Story1 and Story1_synonyms using the same procedure de-
scribed above in each of the reliable voxels.

We also conducted an additional control, the Story2_scrambled story. This
story had the exact same words as Story2, but the words within each sentence
were scrambled, preventing the formation of a coherent narrative in-
terpretation. We calculated the normalized Euclidean distance between
Story1 and Story2_scrambled using the same procedure described above in each
of the reliable voxels.
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