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Original Article

An estimated 415 million people worldwide have diabetes 
mellitus. Approximately 87% to 91% of these people have 
type 2 diabetes mellitus (T2DM).1 Therefore, there is an 
increasing need for T2DM clinical research, clinical decision 
support systems, and clinical trial recruitments;2,3 the identi-
fication of T2DM patients is crucial to fulfill these purposes. 
EHR data are expected to be useful for improving the effi-
ciency of cohort research and clinical trial recruitments and 
for improving the overall quality of medical care.4-7 The 
diagnoses in EHRs are often used for the identification of 
patients; however, to date, the diagnoses in EHRs have been 
limited in terms of accuracy and completeness.4,8-11 Moreover, 
manually distinguishing patients on the basis of EHRs can be 

extremely time consuming. Thus, the demand for automated 
techniques for distinguishing patients based on EHRs, 
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Abstract
Background: Phenotyping is an automated technique that can be used to distinguish patients based on electronic health 
records. To improve the quality of medical care and advance type 2 diabetes mellitus (T2DM) research, the demand for 
T2DM phenotyping has been increasing. Some existing phenotyping algorithms are not sufficiently accurate for screening or 
identifying clinical research subjects.

Objective: We propose a practical phenotyping framework using both expert knowledge and a machine learning approach 
to develop 2 phenotyping algorithms: one is for screening; the other is for identifying research subjects.

Methods: We employ expert knowledge as rules to exclude obvious control patients and machine learning to increase 
accuracy for complicated patients. We developed phenotyping algorithms on the basis of our framework and performed 
binary classification to determine whether a patient has T2DM. To facilitate development of practical phenotyping algorithms, 
this study introduces new evaluation metrics: area under the precision-sensitivity curve (AUPS) with a high sensitivity and AUPS with 
a high positive predictive value.

Results: The proposed phenotyping algorithms based on our framework show higher performance than baseline algorithms. 
Our proposed framework can be used to develop 2 types of phenotyping algorithms depending on the tuning approach: one 
for screening, the other for identifying research subjects.

Conclusions: We develop a novel phenotyping framework that can be easily implemented on the basis of proper evaluation 
metrics, which are in accordance with users’ objectives. The phenotyping algorithms based on our framework are useful for 
extraction of T2DM patients in retrospective studies.
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so-called phenotyping, has been increasing. Some published 
studies, such as eMERGE projects,5,6,11,12 describe automated 
phenotyping techniques employed in the United States. 
Many T2DM phenotyping algorithms exist;13,14 however, 
they have some limitations.

The first limitation is that high performance is incompati-
ble with the readability regarding the techniques used to 
develop phenotyping algorithms; the rule-based methods are 
dominant although there is a growing trend of data-driven 
methods.5 Rule-based methods are easy for users to under-
stand and the performance in detecting T2DM is 65-70% sen-
sitivity and 88-95% positive predictive value (PPV).5,13,15,16 
However, even complicated algorithm that combines 9 rules 
tend to miss some patients who have incomplete data.17 
Classification of such patients requires other techniques to 
interpret EHR data deeply, thus we cannot classify these 
patients completely only with rules. Meanwhile, data-driven 
methods classify even such patients by patterns learned from 
data and sometimes produce higher performance than rule-
based methods; the performance for T2DM is 80-90% sensi-
tivity and ~89% PPV.18 However, they tend to be the 
“black-box” type and lack readability.19 If we apply some 
existing data-driven methods to other data sets and find new 
specific error cases, we cannot understand why the patients 
were not classified correctly, and tuning the method in accor-
dance with these cases is nearly impossible.18,20 Therefore, we 
believe that a phenotyping algorithm that combines rule-based 
and data-driven methods has strength. Second, the appropri-
ateness of the evaluation metrics may also present a limitation. 
Appropriate evaluation metrics can differ depending on their 
objectives. Accordingly, high sensitivity—which means that a 
phenotyping algorithm can identify almost all T2DM 
patients—should be given priority to if users intend to use the 
algorithm for screening. Moreover, high PPV—which means 
that almost all patients identified by a phenotyping algorithm 
are T2DM patients—should be prioritized if users intend to 
use the patients identified by the algorithm as clinical research 
subjects without later screening. In previous studies, pheno-
typing algorithms have been proposed on the basis of develop-
ers’ individual objectives. These algorithms are applicable for 
only a particular objective and are independent of other algo-
rithms. Therefore, we believe that a phenotyping framework 
that can be adjusted based on users’ objectives is practical 
because each user can apply it on the basis of appropriate eval-
uation metrics appropriate for his/her objective. Nevertheless, 
such a framework has not been studied.

We thus propose a practical phenotyping framework that 
consists of expert knowledge and a machine learning approach 
to take advantage of each. Accordingly, we develop 2 types of 
phenotyping algorithms: one has high sensitivity and the 
other has high PPV. In addition, this paper introduces 2 evalu-
ation metrics for detecting whether our proposed algorithm 
can have high sensitivity while retaining high PPV, and vice 
versa. The present study used EHR data in Japan and the first 
automated T2DM phenotyping algorithm in Asia.

Methods

This section describes the proposed framework and its evalu-
ation. We will describe the materials used for evaluation, the 
proposed framework, and the method to evaluate it.

Eligible Subjects and EHR Data

The subjects employed in our study were patients with at 
least 2 visits to the University of Tokyo (UT) Hospital 
between January 1, 2009, and December 31, 2014, and with 
at least 1 visit between January 1, 2012, and December 31, 
2012. We obtained EHR data for eligible patients over 6 
years (2009 to 2014). For the application of algorithms, we 
used diagnoses, medications, and laboratory tests stored 
based on HL7 version 2.5 (ISO 27931:2009).21

Proposed Algorithms

We propose a hybrid phenotyping framework that consists of 
2 steps: the first step uses expert knowledge as rules; the sec-
ond uses a machine learning approach (Figure 1(i)). Our 
framework first applies rules to exclude the obvious non-
T2DM patients. A subsequent machine learning approach 
correctly selects T2DM patients. Because only certain types 
of diagnoses, medications, and laboratory tests are related to 
T2DM, we supposed that a rule-based algorithm based on 
practice guidelines for treatment of T2DM22 could easily 
include almost all T2DM patients and exclude the obvious 
non-T2DM patients.

We chose to use a support vector machine (SVM) for our 
machine learning approach. Regarding T2DM, even without 
considering disease names, a few studies have compared the 
phenotyping performance of machine learning methods and 
no consensus has been reached on the best performing 
method.18,20 Nevertheless, for this limited scenario, SVMs 
exhibited good performance in all those studies. SVM is a 

Figure 1.  Framework of proposed algorithms. (i) Phenotyping 
algorithms (A) and (B). (ii) Algorithms (D), (F), and (G). (iii) 
Algorithms (C) and (E).
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multidimensional and nonlinear classifier that can specify 
the best classification boundary to classify even complicated 
patients that rule-based algorithms cannot classify accu-
rately. SVM is appropriate for one of our objectives; combin-
ing rule- and machine-learning-based methods. SVMs also 
have the general advantage of being known as one of the best 
classifiers in binary classification tasks like the one in this 
study.19 In addition, there are many SVM studies using cost-
sensitive learning,23-25 which is suitable for the other objec-
tive; developing 2 types of algorithms based on this 
phenotyping framework. One is tuned for high sensitivity; 
the other is tuned for high PPV. Cost-sensitive learning can 
tune it for the 2 algorithms by changing the costs; for exam-
ple, we can tune it for high sensitivity by increasing the cost 
of false negatives, which results in a narrow non-T2DM area.

(A) Rule + SVM (designed for high sensitivity)

<First step (rule) > (1) Patients with T2DM related ICD-
10 codes (E11x or E14x) who are treated with insulin or 
T2DM medications OR (2) Patients with random glucose 
≥ 200 mg/dL OR (3) Patients with HbA1c ≥ 6.5%.
<Second step (SVM) > Features and the maximum-mar-
gin hyperplane are determined following Table 1.

(B) Rule + SVM (designed for high PPV)

<First step (rule) > The same rules as those of the first 
step of (A).
<Second step (SVM) > See Table 1.

Experimental Evaluation: Five Phenotyping 
Algorithms for Comparison

We present SVM (C) and rule (D) algorithms, which are 
tuned for high sensitivity.

We also present SVM algorithm (E), which is tuned for 
high PPV. We propose a modified PheKB algorithm (F), 
which is also tuned for high PPV, for comparison. We 
selected PheKB algorithm (G)14,17 as a solely rules-based 
baseline algorithm tuned for high PPV because it is one of 
the most popular PPV-maximizing T2DM phenotyping 
algorithms. However, the diagnosis criteria of T2DM in 
Japan differ from those in the United States.22 We thus 
expected that some negative cases, such as secondary DM 
or temporary hyperglycemia, would not be fully excluded 
by (G). Accordingly, we propose the modified PheKB algo-
rithm (F).

(C) SVM (Designed for high sensitivity)

See Table 1.

(D) Rule (Designed for high sensitivity)

The same rules as those of the first step of (A).

(E) SVM (Tuned for high PPV)

See Table 1.

(F) Rule (Designed for high PPV)

We modified algorithm (G) using data from UT Hospital in 
Japan (Figure 2(i)).

(G) PheKB algorithm

We translated the PheKB algorithm to apply it to the HL7 
data from UT Hospital (Figure 2(ii)).

Annotation of EHRs

Billing codes are not sufficient for use as a gold standard; 
we thus annotated EHRs manually. Two medical doctors 
and 1 non-medical-doctor researcher (1 of the authors) 
annotated randomly selected EHRs of 510 patients for algo-
rithms (C) to (G). For algorithms (A) and (B), 3 annotators 
checked randomly selected EHRs of 850 patients, who 
were selected in the first step of either algorithm (A) or (B). 
This is because the number of patients remaining after the 
first step of algorithm (A) or (B) would be insufficient for 
SVM if 510 randomly selected patients were considered for 
algorithm (A) or (B). The number of false negative cases 
excluded by the first step of (A) or (B) was calculated using 
the proportion of false negative cases of algorithm (D). Two 
annotators checked each EHR. Two medical doctors dis-
cussed and made final decisions regarding patients with 
mismatched annotations. We classified the EHRs into 2 
subtypes: T2DM and non-T2DM.

Table 1.  Details of Tuning of SVM.

Algorithm

Cost-sensitive learning

Maximum-margin 
hyperplane for the 
highest sensitivity

Maximum-margin 
hyperplane for the 

highest PPV

(A) Yes No
(B) No Yes
(C) Yes No
(E) No Yes

To consider definite T2DM patients as cases, we scaled each feature 
and excluded features with zero and near-zero-variance features as SVM 
preprocessing, to improve data quality. We performed cost-sensitive 
learning, which can decrease the proportion of FN cases or FP cases 
by changing the cost for these cases. The costs were determined for 
constructing the maximum-margin hyperplane for the highest PPV or 
sensitivity.
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Evaluation Metrics

We employed 4 evaluation metrics in this study. Sensitivity is 
True Positive (TP) / (TP + False Negative (FN)). We used the 
sensitivity that should be prioritized if algorithms are to be 
used for screening. PPV is TP / (TP + False Positive (FP)). We 
used PPV, which should be prioritized if users intend to use 
the patients identified by the algorithm as clinical research 
subjects without later screening. We are also interested in the 
extent to which sensitivity can be increased while maintain-
ing a high PPV, and vice versa. We thus introduce the follow-
ing metrics: area under the precision-sensitivity curve (AUPS) 
with high sensitivity and AUPS with high PPV. In AUPS with 
a high sensitivity, the sensitivity ranged from 0.9 to 1. In 
AUPS with a high PPV, the PPV ranged from 0.9 to 1.

The Software Used for Developing the Algorithms

Rule algorithms were developed using the Konstanz 
Information Miner (KNIME).26 SVM analyses and valida-
tions were performed using R-3.1.3,27 package kernlab, ver-
sion 0.9-23,28 and package ROCR, version 1.0-7.29 We used 
20% of the data to decide the type of kernel to use and the 
value of hyper-parameters; these were determined for the 
highest accuracy based on a grid search using package caret, 
version 6.0-64.30 A Gaussian kernel was selected. We 

conducted 5-fold cross-validation using the remaining 80% 
of the data. We performed cost-sensitive learning based on a 
grid search using package kernlab.

Results

Subjects

Table 3 lists the 104,522 patients who were eligible for this 
study. 11.4% of the subjects were annotated as T2DM 
patients and the rest were non-T2DM patients.

Results of Seven Phenotyping Algorithms

Table 4 shows the performance of each algorithm. Our pro-
posed algorithm, (B), demonstrates in the highest PPV, highest 
AUPS with high sensitivity, and highest AUPS with high PPV. 
Proposed algorithm (A) demonstrates the second-highest sen-
sitivity and second-highest AUPS with high sensitivity. 
Proposed algorithms (A) and (B) are both based on our pro-
posed framework. The only difference is the tuning at each 
second step. These results show that our proposed framework 
can be used to develop 2 types of phenotyping algorithms by 
changing the SVM tuning.

In addition, rule-based algorithm (D) produced the highest 
sensitivity, but algorithm (A) produced the second-highest 

Figure 2.  (i) Modified PheKB algorithm (F), which is designed for high PPV. Algorithm (D) could include the obvious T2DM patients 
in accordance with the diagnosis criteria in Japan. This is also an aggressive strategy to specifically exclude T1DM, secondary DM, and 
temporary hyperglycemia. These points greatly differentiate (D) from (C). Abnormal lab indicates the following: a maximum value of 
random glucose ≥ 200 mg/dL and (1) a maximum value of HbA1c ≥ 6.5% or (2) a maximum value of HbA1c (J) ≥ 6.1%. T1DM lab tests 
are one of the following: (1) a maximum GAD-antibody value of ≥ 1.5 U/mL or (2) a maximum 125I-insulin biding ratio of ≥ 7% or (3) a 
maximum IA2-antibody value of ≥ 0.4 U/mL. The details of other steps are shown in Table 2. (ii) PheKB algorithm (G). Steps of T2DM 
Dx by physician ≥ 2, T2DM Rx precedes T1DM Rx, and diabetes medical supplies were excluded because they were data that were not 
included in the UT Hospital HL7 data. Abnormal lab means one of the following: (1) a maximum random glucose value of ≥ 200 mg/dL, 
(2) a maximum HbA1c of ≥ 6.5%, or (3) a maximum HbA1c (J) of ≥ 6.1%. The details of other steps are shown in Table 2.
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sensitivity in addition to high PPV; thus, algorithm (A) is 
more practical for use in screening than algorithm (D).

Algorithm Validation Using ROC Curves and PS 
Curves

We drew the ROC curves and PS curves of algorithms (A), (B), 
(C), and (E). The ROC curves show that proposed algorithms 

(A) and (B) exhibit high sensitivity with high specificity 
(Figure 3(i)). The PS curves show that proposed algorithms (A) 
and (B) exhibit high PPV and high sensitivity (Figure 3(ii)).

Error Analysis

Table 5 shows the false positive (FP) and false negative (FN) 
cases of each algorithm. Proposed algorithm (B) greatly 
decreases the proportion of FP cases. Proposed algorithm (A) 
decreases the proportion of FN cases more than that of FP 
cases. These results show that algorithms (A) and (B) each 
offer different advantages in accordance with each tuning 
characteristic. FN cases of algorithms (A) and (B) consist of 
cases classified as non-T2DM by both the SVM in the second 
step and the rules in the first step. Therefore, regarding the 
proportion of FN cases classified by the SVM, algorithm (A) 
performed better than algorithm (C), whereas algorithms (A) 
and (C) decreases the proportion of FN cases classified by 
both whole algorithms equally well. The inclusion of rules 
influences the performance of the subsequent SVM and cor-
responds with one of our theses; a hybrid framework could 
take advantage of rules and SVM.

Table 2.  Nineteen Features Used for SVM.

Features Definition

Disease name 
(frequency)

T2DM codes as main diagnosis E11x (ICD-10 code)
T1DM codes Disease control number,34 including T1DM
Malnutrition-related-DM E12x (ICD-10 code)
Secondary DM E13x (ICD-10 code)
Unspecified DM as main diagnosis E14x (ICD-10 code)
Slowly progressive insulin-dependent diabetes 

mellitus (SPIDDM)
Disease control number,34 including SPIDDM. (If one ICD-10 

code corresponds to different disease names in Japanese, 
each disease name has its own disease control number. We 
could have performed a more detailed coding using the 
disease control number than by using ICD-10 alone.)

Medication 
(frequency)

Insulin 24924x, 24925x, 24926x (National Health Insurance Drug List)
T2DM medication 396x (National Health Insurance Drug List)
Medication with a function of rise in blood 

glucose
The medications or injections that have descriptions about 

hyperglycemia as a side effect in the package inserts. (The 
National Health Insurance Drug List provides the codes of 
drugs used in Japan.)

Injection with a function of rise in blood 
glucose

Laboratory tests 
(maximum value)

Random glucose There were no criteria for distinguishing random blood glucose 
levels and fasting blood glucose levels in HL7 storage at UT 
Hospital. We thus assumed that all blood glucose levels were 
random blood glucose levels.

Glycoalbumin  
HbA1c (J) HbA1c (J) was the HbA1c standard used in Japan until March 

2012, and HbA1c (J) 6.1% is equivalent to HbA1c 6.5%.HbA1c
GAD antibody  
IA2 antibody  
125I-insulin biding ratio  

(minimum value) C-peptide  

We selected features that are correlated with T2DM and other subtypes of DM.

Table 3.  Demographic Characteristics of Eligible Patients.

Characteristic Value

Age (years), mean (SD) 52.6 (26.5)
Female sex 57.2%
Blood glucose test 58.1%
HbA1c test 44.3%
E14x (DM, ICD-10 code) 36.2%
E11x (T2DM, ICD-10 code) 22.6%
T2DM medication 7.2%
GAD antibody 2.6%
IA2 antibody 0.1%
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Discussion

The Importance of Phenotyping Algorithms and 
Evaluation Metrics Depending on Application 
Purposes

As mentioned, the proposed hybrid phenotyping framework 
consists of a rule-based algorithm and an SVM machine 
learning algorithm. Proposed algorithms (A) and (B) show 
higher performance compared to algorithms that use only 
rules or only an SVM. We assume that this framework uses 
expert knowledge and an SVM complementarily, resulting in 
higher performance.

Moreover, algorithm (B), which is based on our framework, 
shows the highest PPV, the highest AUPS with high sensitivity, 
and the highest AUPS with high PPV; algorithm (A) has the 
second-highest sensitivity and second-highest AUPS with high 
sensitivity. Proposed algorithm (A) is therefore appropriate for 
screening, whereas proposed algorithm (B) is thus the most 

appropriate for researchers who intend to use output cases 
identified by algorithms as subjects of clinical research without 
later screening. This framework is user-friendly and practical 
because users can develop appropriate phenotyping algorithms 
in accordance with their objectives simply by changing the tun-
ing at the second step of each algorithm. Outside of our work, 
such a framework has not yet been discussed. We believe that it 
is important that users be able to easily develop appropriate 
phenotyping algorithms in accordance with their objectives.

Comparison With PheKB

According to the results, algorithm (G) does not produce 
a PPV equivalent to that of PheKB (sensitivity 67.1%, 
PPV 95.0%).14 It is difficult to compare the performance 
of algorithm (G) with that of PheKB because of the differ-
ences in patient demographics and clinical criteria of 
T2DM between the United States and Japan.31 To over-
come these problems, we propose algorithm (F), which is 

Table 4.  Performance of Each Algorithm.

Designed for Sensitivity PPV
AUPS with 

high sensitivity
AUPS with 
high PPV

Hybrid (A) Rule + SVM High sensitivity 90.9% 80.0% 0.72 0.52
(B) Rule + SVM High PPV 51.8% 98.3% 0.80 0.83

Simple (C) SVM High sensitivity 85.7% 37.5% 0.37 0.42
(D) Rule High sensitivity 92.2% 72.3% — —
(E) SVM High PPV 57.1% 66.7% 0.43 0.42
(F) Modified PheKB algorithm High PPV 51.0% 96.2% — —
(G) PheKB algorithm High PPV 78.0% 63.9% — —

Each SVM has a different hyperplane and rule-based algorithms, and the same rules are used for algorithms (A), (B), and (D) (see the Proposed Algorithms 
and Experimental Evaluation: Five Phenotyping Algorithms for Comparison sections).

Figure 3.  (i) ROC curves of algorithms (A), (B), (C), and (E). (ii) The PS curves of the algorithms. We drew PS curves and evaluated 
whether the PPV maintained a high score while retaining a high sensitivity. The axes of the ROC curve consist of specificity = (1 – (TN 
/ (FP + TN))) and sensitivity = (TP / (TP + FN)). The axes of the PS curve consist of precision = PPV and sensitivity, where TN = true 
negative, FP = false positive, TP = true positive, and FN = false negative.
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modified based on data from UT Hospital in Japan. This 
algorithm excludes T1DM, secondary DM, and temporary 
hyperglycemia. Approximately 25% of FP cases in the 
results of algorithm (G) are secondary DM and temporary 
hyperglycemia, and algorithm (F) achieves a 33% higher 
PPV than algorithm (G). Algorithm (F) produced a PPV 
equivalent to that of PheKB. Proposed algorithm (B) 
resulted in higher PPV than algorithm (F), the modified 
PheKB algorithm, meaning that proposed algorithm (B) is 
more appropriate for research subjects.

Analysis of FP and FN Cases and Structured Data 
Limitations

The error analysis of FP and FN cases is outlined in Table 5. 
In this section, we discuss the limitations of our data based 
on these results.

We used only structured data, with which it is difficult to 
determine the names of patients’ diseases. Physicians in 
Japan must register diagnoses as billing codes; such diagnos-
tic information is registered for insurance claim, and can dif-
fer from patients’ actual clinical condition. Conversely, 
accurate diagnoses sometimes are not registered when bill-
ing codes are not required.

Excluding specific disease, for example T1DM, based on 
laboratory tests is similarly difficult. T1DM is known to have a 
low C-peptide; however, T2DM patients with a decrease in insu-
lin secretion can also have a low C-peptide. GAD antibodies, 
IA2 antibodies or 125I-insulin binding ratios are generally per-
formed only when patients are initially diagnosed. To overcome 
this problem, the disease names in EHR text or the descriptions 

of clinical situations from EHR text could help in developing 
phenotyping algorithms with a higher performance.32,33

Moreover, if a patient has abnormal blood glucose levels a 
few times in a specific clinical situation, such as postsurgical 
recovery or shock, abnormal glucose levels are due not to DM, 
but to temporary hyperglycemia. Such clinical contexts cannot 
be fully determined using only structured data. The technique 
for interpretation of clinical text in EHR is required. However, 
the standardization of natural language processing techniques 
and the equalization of their accuracy across all languages are 
very difficult tasks and are currently impractical.

We wanted to determine whether T2DM medication 
preceded insulin treatment, because this information 
implies a diagnosis of T2DM as opposed to T1DM. 
However, we could not use the data because only elec-
tronic data from approximately last 6 years from UT 
Hospital could be used.

The Possibility of Other Machine Learning 
Methods

The possibility that other machine learning methods outper-
form SVM is relatively low based on existing studies.18,20 
However, our results cannot deny the possibility that other 
methods would lead to different conclusion (that is, the 
hybrid algorithm would not outperform the nonhybrid algo-
rithm). We will apply another method to our hybrid frame-
work in the future. The progress of machine learning 
algorithms is remarkable and machine learning alone may 
soon show significantly higher performance. If that is the 
case, however, humans can easily modify rules-based 

Table 5.  FP and FN Cases of Phenotyping Algorithms.

Patterns of cases (A) (B) (C) (D) (E) (D) (G)

FP Temporary glycemia 5 0 5 17 0 0 3
Secondary DM 5 0 1 0 0 0 2
T1DM 2 1 0 1 0 1 0
Non-T2DM (except above cases) 13 0 4 0 2 0 17

FN Regarded as T1DM 0 0 0 0 0 2 (one case overlaps case with 
T2DM and T1DM)

4

No E11x (T2DM) ICD-10 code 1 11 1 0 1 3 2
Regarded as temporary 

hyperglycemia
0 0 0 0 1 10 0

No abnormal lab owing to good 
control of T2DM

0 3 0 4 1 4 3

No test of HbA1c and glycoalbumin 0 2 0 0 0 1 1
No glucose test 0 0 0 0 0 0 0
Treated with exercise or diet 

therapy
0 14 0 0 0 5 0

No T2DM medication (treated in 
other hospitals)

0 12 0 0 0 0 0

Others 9 11 0 0 0 0 0

Some overlapping cases exist between patterns in FN cases of proposed algorithm (B). Nine FN cases of algorithms (A) or (B) were classified as non-
T2DM by the rule in the first step.
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approaches, which is a strength of the hybrid method that 
will not change.

General Applicability

Our framework was evaluated with patients from 1 univer-
sity hospital in Japan. We must evaluate this framework with 
patients at other hospitals in several different countries with 
different demographics and regional characteristics to assess 
its general applicability. We also intend to evaluate our 
framework with other diseases.

Conclusion

We propose a practical T2DM phenotyping framework using 
expert knowledge and an SVM to develop an algorithm that 
can be used for both screening and identifying research sub-
jects. Our proposed framework can be used to develop 2 
types of phenotyping algorithms by changing the method of 
tuning SVM: one is tuned for a high sensitivity for screening; 
the other is tuned for a high PPV for detecting research sub-
ject. Both algorithms showed a higher performance than 
baseline algorithms. The proposed framework is a user-
friendly and novel method that each user can employ evalu-
ation metrics appropriate for their objectives.
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AUC, area under the ROC curve; AUPS, area under precision-sen-
sitivity curve; EHR, electronic health record; FN, false negative; 
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type 2 diabetes mellitus.
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