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The dynamics of peptide-water interactions in dialanine: An ultrafast
amide I 2D IR and computational spectroscopy study
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We present a joint experimental and computational study of the dynamic interactions of dialanine
(Ala–Ala) with water, comparing the results of ultrafast 2D IR and infrared transient absorption
spectroscopy of its amide I vibration with spectra modeled from molecular dynamics (MD) simula-
tions. The experimental data are analyzed to describe vibrational frequency fluctuations, vibrational
energy relaxation, and chemical exchange processes. The origin of these processes in the same
underlying fluctuating forces allows a common description in terms of the fluctuations and confor-
mational dynamics of the peptide and associated solvent. By comparing computational spectroscopy
from MD simulations with multiple force fields and water models, we describe how the dynam-
ics of water hydrogen bond fluctuations and switching processes act as a source of friction that
governs the dephasing and vibrational relaxation, and provide a description of coupled water and
peptide motions that give rise to spectroscopic exchange processes. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4991871]

I. INTRODUCTION

Protein-water interactions mediate protein conforma-
tional changes in processes such as folding,1–4 protein-protein
recognition,5–7 ligand and drug binding,8,9 and enzymatic
catalysis.10–12 Although water’s role in such processes com-
monly manifest themselves as large scale collective solva-
tion effects, protein-water interactions are ultimately rooted
in numerous local hydrogen bond interactions and the local
structural rearrangements of the solvent around exposed
residues. The interplay of local solvent dynamics with pro-
tein conformational changes is highly coupled, and even sim-
ple conformational transitions can involve non-intuitive water
dynamics on a complex energy landscape. For instance, even
a small peptide such as alanine dipeptide executes confor-
mational transitions by moving along a solvent coordinate
that has little correlation with rotating backbone dihedral
angles.13,14

Currently, molecular dynamics (MD) simulations offer
a detailed atomistic picture of protein-water interactions,
and have served as our primary source of understanding of
molecular scale protein solvation.15–17 However, experiments
that access this level of information have lagged behind,
in part because of the fast ps–ns time scales of these pro-
cesses, and partially because experiments typically offer indi-
rect information on the water. Dielectric relaxation spec-
troscopy,18 ultrafast fluorescence spectroscopy,19 and terahertz
spectroscopy20,21 have provided information on the dynam-
ics of protein-water interactions and thickness of hydration
layer, but often it is difficult to build molecular interpretations

a)Author to whom correspondence should be addressed: tokmakoff@
uchicago.edu. Telephone: (773) 834-7696.

from the spectra. NMR relaxation methods provide perhaps
the most detailed site-specific information on picosecond-
nanosecond water interactions.22–24 Despite the success of
extracting site-specific information from these experiments,
the time scale of hydrogen bond fluctuations of water usu-
ally lies in fs–ps time scale,25 which cannot be captured by
these experiments. Ultrafast infrared spectroscopy serves as
a unique tool with structural sensitivity and fs–ps temporal
resolution.25,26

Of growing interest are methods in computational spec-
troscopy of amide I vibrations that allow for direct comparison
of the infrared spectroscopy of proteins and peptides with
structure and trajectories from MD simulations.27 Amide I
vibrational modes are primarily C==O stretching motion, and
sense hydrogen bonding interactions to the amide oxygen
and hydrogen. To identify the molecular origin of amide I
spectral features, spectroscopic frequency maps have been
developed to translate local electrostatics from MD simula-
tion such as electrostatic potential, electric field, and gradient
into an amide I frequency.28–34 Maps for vibrational cou-
pling between different amide I oscillators or between different
amide modes are used to calculate the interaction of multiple
backbone amide groups in peptides and proteins.35–39 These
methods are now reaching a point of quantitative accuracy
at which MD simulation data can be used to analyze exper-
imental observables in terms of detailed solvation structure
and dynamics, and comparison of experimental and simulated
spectra can help assess the accuracy of force fields and water
models.

At the most basic level, such studies have the ability
to reveal the dynamical interaction of water with the indi-
vidual peptide groups of the protein backbone. The influ-
ence of water on amide I vibrations has been extensively
investigated with IR spectroscopy of N–methylacetamide
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(NMA), one of the simplest molecules with a single amide
group.26,40–42 Computational spectroscopy of NMA has shown
that water dynamics plays a key role in vibrational dephasing
of the amide I mode.29,42–46 In particular, time-resolved IR
spectroscopy experiments have been successfully described
in terms of the time-dependent shifts in the electrostatic
potential or electric field that results from water hydrogen
bonding dynamics.32,47,48 Experimental and computational
studies have demonstrated that vibrational relaxation of NMA
in D2O is also influenced by hydrogen bond breaking and
reforming dynamics. Relaxation proceeds in a biphasic man-
ner with a fast sub-picosecond intra-molecular component and
a picosecond intermolecular relaxation process mediated by
the solvent.41,42,49–52

These extensive studies of NMA have provided consid-
erable physical insight into the role of water interactions on
amide I vibrational spectroscopy. The current study is moti-
vated to build on this foundation and the recent advances
in amide I computational modeling to develop a detailed
molecular picture of the structure and dynamics of water
associating with peptide linkages that form a protein back-
bone. What are the hydrogen bonding patterns present? What
are the time scales for water hydrogen-bond fluctuations
and hydrogen bond exchange? How are water hydrogen-
bonding dynamics coupled with the local peptide confor-
mational dynamics? With an accurate spectroscopic model,
this information can be experimentally addressed with the
help of MD simulations. At the same time, the correspon-
dence between experimental observables and computational
predictions allows a way of testing the influence of the spe-
cific force fields and water models used in simulating the
experiments.

In this work, we present a joint experimental-
computational study of the relationship between the amide
I vibrational dynamics and the solvation of the amide unit in
dialanine (NH3

+–AA–COOH, Ala–Ala). Ala–Ala was cho-
sen as a simple peptide with one amide group (rather than
the amide terminated alanine dipeptide53–55), with linkages
to charged terminal groups that are more representative of a
solvent-exposed protein environment than NMA. We perform
2D IR spectroscopy and transient absorption experiments, and
compare these with MD simulation and spectral modeling to
help us elucidate the molecular origin of the observed dynam-
ics such as spectral diffusion, variation of vibrational lifetime,
and water hydrogen-bond exchange times in Ala–Ala.

II. METHODS

Ala–Ala was purchased from Sigma-Aldrich and used
without further purification. The peptide was dissolved to a
concentration of 200 mM (30 mg/ml) in 1M DCl in D2O to
avoid spectral overlap between the amide I vibration and the
water bend vibration, and to protonate the carboxyl-terminus
to shift its carbonyl vibration to ∼1720 cm�1. Although we
report amide I’ spectra, for simplicity we use the terms amide
I and amide I’ interchangeably throughout this study. For all
of the IR measurements, the sample was held between two
CaF2 windows spaced by a 50 µm Teflon spacer to have
OD ∼0.4.

FTIR spectra were collected at room temperature using
a Bruker Tensor 27 FTIR spectrometer with 64 averages at
2 cm�1 resolution. A background spectrum of 1M DCl in D2O
was measured for subtracting the solvent vibrational profile
from the sample spectrum. A linear baseline correction from
1550 cm�1 to 1800 cm�1 was applied to flatten the baseline of
the subtracted sample spectrum.

IR transient absorption spectra and 2D IR spectra were
acquired in a pump-probe geometry 2D IR spectrometer at
room temperature described elsewhere.56 The waiting time
was scanned from �0.1 ps to 5.0 ps for transient absorp-
tion spectra, and from 0.15 ps to 5.0 ps for 2D IR spec-
tra. The 2D IR spectra were collected with both parallel
(ZZZZ) polarization and perpendicular (ZZYY) polarization.
The magic angle spectra were reconstructed from the parallel-
polarized spectra and the perpendicular-polarized spectra by
IMA = IZZZZ + 2IZZYY.

MD simulations of protonated Ala–Ala in water box
were performed using GROMACS 4.6.7 package.57 Force
fields used in this study were CHARMM2758,59 (C27),
CHARMM3660 (C36), and CHARMM36m61 (C36m). Water
models used in C27 and C36 were SPC/E and TIP3P while
in C36m we used SPC, SPC/E, TIP3P, TIP4P, TIP5P, and
the deuterated SPC/E model modified by changing the mass
of hydrogen to the mass of deuterium. The simulation boxes
were set to a dodecahedron geometry, with the walls set at
least 1 nm away from the peptide. One chloride ion was
added to balance the charge of the Ala–Ala. The energy
of the protein and solvent configuration was minimized to
guarantee a reasonable starting structure for further equili-
brations. A 100 ps temperature equilibration of solvent and
ions around the position-restrained peptide at 300 K with the
Berendsen thermostat62 was performed. After the tempera-
ture equilibration, the density of the box was adjusted by a
1 ns NPT equilibration at 1 bar with the Berendsen thermostat
and barostat.62 The subsequent 10 ns preparation runs on the
unrestrained peptide were performed using the Nosé–Hoover
thermostat63,64 under NVT conditions, and the 100 ns pro-
duction runs were simulated with 1 fs integration step, and
20 fs/frame sampling rate for spectral simulations. The MD
data analysis such as backbone dihedral angles was performed
using PLUMED 2.65

Spectroscopic simulations were carried out by a
mixed quantum/classical mapping approach described else-
where.27,34 Briefly this method maps a time-dependent col-
lective variable (such as the electric field acting on the amide
carbonyl oxygen) from a classical MD simulation to a time-
dependent quantum mechanical transition energy trajectory
or transition dipole moment trajectory, which is then used
for time-domain calculations of IR spectra. Amide I spec-
tral parameters were computed along the MD trajectories
using g amide, which is an open source program available
on GitHub.66 The spectroscopic maps used in this study were
the one-site field map (1F) that has been parametrized against
experimental dipeptide FTIR data,34 and the four-site poten-
tial map (4P) optimized against experimental spectra of the
isotope-labeled NuG2b protein.34 This 1F map uses modi-
fied glycine charge and TIP3P water model charges instead
of SPC/E charges, different from our previous 1F map.33
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Note that all of these mapping approaches do not include
the carbonyl stretch of the carboxyl-terminus into spectral
simulations.

The exciton Hamiltonian trajectories and corresponding
dipole moment trajectories were used to compute linear IR
and 2D IR spectra by the dynamic wave function propagation
method,67 using the home-built spectral simulation program,
g spec.68 The window time for calculating response functions
was set to 11 ps, which is equivalent to 3 cm�1 frequency
resolution. For calculating time-averaged response functions,
starting structures were separated by 2 ps, resulting in 50 000
realizations for a 100 ns trajectory. The model includes a vibra-
tional lifetime for the amide I mode, set to the 1.0 ps value
measured in our transient absorption experiment.

To better sample the solvation environment around Ala–
Ala at particular backbone dihedrals, 2D umbrella sampling
is performed using PLUMED 2 and Gromacs. The starting
structures are chosen at (φ,ψ) = (−80,−180), (−80,−140),
and (−50,−130). The force constant of the harmonic biased
potential is set to 327.5 kJ/mol on both φ and ψ, corresponding
to 5° standard deviation at 300 K. Both the equilibration run
and the production run are 1 ns long, with the same parameters
used in the unbiased MD simulations except for the biased
potential applied.

III. RESULTS

In Fig. 1(a), the experimental FTIR spectrum of Ala–Ala
in D2O shows an amide I peak frequency centered at
1670 cm�1, and an asymmetric line shape with a width of

FIG. 1. Amide I FTIR spectrum (black curve), second derivative of the FTIR
spectrum (gray, scaled by �25), and ZZZZ polarized 2D IR spectrum of
Ala–Ala. The waiting time of these 2D spectra is 0.15 ps. (a) Experimen-
tal spectrum. (b) Simulated spectrum from C36 SPC/E trajectory and the 1F
map. (c) Simulated spectrum from C36 TIP3P trajectory and the 1F map. (d)
Simulated spectrum from C36 SPC/E trajectory and the 4P map.

31 cm�1 FWHM. The frequency is 50 cm�1 higher than the res-
onance frequency for the commonly studied NMA in D2O,42

which suggests a significant difference in the solvation envi-
ronment for Ala–Ala primarily due to the protonated terminal
amino group.27,30–32,43 The 2D IR spectrum at early waiting
time (τ2 = 0.15 ps) is peaked at the same frequency and
has an asymmetric line shape that is diagonally elongated,
characteristic of inhomogeneous broadening. The less intense
but broader peak at 1720 cm�1 originates from the termi-
nal carboxylic acid C==O stretch. The 2D spectrum reveals
a weak cross-peak between the two carbonyl resonances at
the lowest contours of our spectrum. However, the coupling
from Fig. 1(a) is estimated to be only ∼1 cm�1,69 which we
interpret to mean that the coupling is weak enough that they
do not need to be explicitly included in our amide I spectral
modeling.

For comparison, simulated FTIR and 2D IR amide I spec-
tra using the same C36 force field but different water models
and spectral maps are shown in Figs. 1(b)–1(d). Almost iden-
tical FTIR line shapes are found between SPC/E and TIP3P
simulations, but different peak frequencies and subtle line
shape changes can be observed in the 2D spectra [Figs. 1(b)
and 1(c)]. However, none of these simulations reproduce the
asymmetry of the FTIR experiment, and the experimental 2D
line shape. The simulated spectra from the 1F map consistently
show less elongation along the diagonal than the experimen-
tal spectra (similar to another study70), while the simulated
spectra from the 4P map have comparable diagonal width
to the experimental 2D spectrum [Fig. 1(d)]. Recognizing
that solvation configurations near the amide group vary for
different force fields and water models, it is possible that simu-
lations overestimate the population of more hydrogen-bonded
species. The amide I FTIR peak frequencies and FWHM
from experiment and C36 simulations are summarized in
Table I.

Examples of the waiting time dependence of experimental
2D IR spectra are shown in Fig. 2. The 2D line shape changes
between τ2 = 0 and 5 ps show a characteristic evolution of the
line shape from diagonally elongated to symmetric, and a rota-
tion of the node between positive and negative features. These
characteristics are commonly associated with vibrational spec-
tral diffusion and can be extracted using the center line slope
(CLS) method.71,72 The results of this analysis are shown in
Fig. 2, and exhibit single exponential decay with a 1.3 ps time
scale. Experimental CLS decays of different frequency regions
show similar dynamics, and nonlinearity of the center lines
across the waiting time series is not significant (Fig. S1 of
the supplementary material). The experimental CLS decay is

TABLE I. FTIR Peak frequencyωpeak and FWHM from the experiment and
the C36 simulations.

ωpeak (cm−1) FWHM (cm−1)

Expt. 1670 31
SPC/E, 4P 1663 30
TIP3P, 4P 1666 28
SPC/E, 1F 1665 26
TIP3P, 1F 1671 21

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
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FIG. 2. (a) Selected experimental waiting time series of magic angle 2D IR
spectra from 0.15 ps to 5 ps. Center line derived from ω1 slices are shown in
gray dots. [(b)–(c)] CLS decays for varying frequency ranges (dots) and the
corresponding fit curves (dashed lines) from (b) the experiment, and (c) from
the simulations using the 1F map.

compared with the CLS decays from simulated spectra in
Fig. 2(b). The simulation decays are much faster than the
experimental CLS, and we find that TIP3P water decays with a
0.55 ps time scale, even faster than SPC/E water, with a 0.9 ps
time scale. The time scale of CLS decays are summarized in
Table S1 of the supplementary material.

Vibrational lifetime measurements using transient absorp-
tion are shown in Fig. 3. From the bleach and induced absorp-
tion of the pump-probe measurements, the amide I intensity
decay of Ala–Ala is observed to be bi-exponential with time

FIG. 3. (a) Transient absorption spectrum of Ala–Ala. Dashed lines indicate
the frequency slices for fitting in (b). (b) Intensity decays (colored dots) and
fit curves (solid colored lines) with respect to waiting time τ2. (c) Integrated
peak intensities as a function of τ2. Integrated areas are represented by the
colored rectangles.

scales of 0.23 ps and 1.1 ps, comparable with the reported
1.2 ps from Hamm et al.26 As a comparison, the relaxation
time scales of N-methylacetamide-d7 in D2O have been found
to be 0.38 ps and 2.1 ps, and the time scales were attributed
to energy exchange between anharmonically coupled amide I
and II vibrations followed by solvent-mediated dissipation of
vibrational energy.49 The decay times of the carboxylic acid
C==O stretch are about 0.23 and 0.78 ps [Fig. 3(b)].

As a comparison, we integrated spectral regions of the
waiting time series of 2D IR spectra [Fig. 3(c)], choosing
two frequency windows that correspond to the peaks in the
experimental second derivative spectrum [Fig. 1(a)]. Integrat-
ing the upper diagonal at 1670–1675 cm�1 gives a 1.0 ps
exponential decay, while the decay time of the peak integra-
tion at 1660–1665 cm�1 is 0.8 ps. This difference suggests a
vibrational lifetime that varies with frequency, but the com-
parison must account for the influence of line shape changes
due to spectral diffusion, or chemical exchange. In addition,
the integrated peak intensity of the off-diagonal region in

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
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Fig. 3(c), which might reveal exchange processes has the decay
time scale of 1.14 ps longer than the two diagonal blocks.
Since there is no intermolecular energy transfer between the
dilute amide groups in our experiment, this indicates that a
chemical exchange between different hydrogen bonding sol-
vation environments may also be present. Thus, vibrational
lifetime, vibrational dephasing, and chemical exchange pro-
cesses should all be considered in explaining the 2D waiting
time dependence.

To better isolate the frequency dependence of amide I
vibrational lifetime, vibrational lifetime decays were obtained
from single exponential fits to each point of the waiting time
series of absolute value magic angle 2D IR spectra. The result-
ing fits are presented as a 2D lifetime heatmap in Fig. 4(a).
Looking along the diagonal, the heatmap indicates a clear
trend of increasing vibrational lifetime with frequency, with
a variation from ∼1.0 to 1.3 ps (∼25%) over the amide I
resonance.

The time scale of chemical exchange can be estimated
from the slow chemical exchange model,73,74 using data from
Fig. 4. We selected frequency ranges for the two states involved
in the chemical exchange process using the peaks at 1672 cm�1

(U) and 1659 cm�1 (L) in the second derivative FTIR spec-
trum [Fig. 1(a)]. From Fig. 4, we found the vibrational relax-
ation rates at these frequencies are kU = (1.28 ps)−1 and
kL = (1.16 ps)−1. The decay rate of the cross-peak intensity
kCP = (1.35 ps)−1 will depend both on vibrational relaxation

FIG. 4. (a) Amide I lifetime heat map (solid contours) of Ala–Ala from magic
angle absolute value surface (gray contours). Each colored contour line is
space by 25 fs. (b) Scatter plot of relaxation rate and squared electric field
exerted on amide oxygen atom along the C==O axis. Black line is the least

square fit,
(
EO

x

)2
= 0.0023k − 0.001, R2 = 0.99.

and chemical exchange rates as

kCP �
kL + kU

2
−

√(
kL − kU

2

)2

+ kLUkUL. (1)

Here kLU is the chemical exchange rate from state L to state
U, and vice versa. Using the experimental values of kL and kU,
and enforcing detailed balance result in an upper bound of the
chemical exchange rate kLU < (15 ps)−1.

IV. DISCUSSION

The time-resolved IR spectroscopy of the amide I vibra-
tion of dialanine indicates that a variety of spectrally varying
dynamical processes are present, including spectral diffusion,
chemical exchange, and vibrational relaxation. Each of these
has similar time scales and has closely related molecular ori-
gins, which we can investigate with the help of MD simulations
and amide I spectral modeling. Spectral diffusion originates
from vibrational frequency fluctuations that are likely due
to the fluctuating hydrogen bond environment in the vicin-
ity of the amide carbonyl, while chemical exchange would
reflect the coupled changes in peptide and water hydrogen
bonding configurations. From a classical perspective, both
vibrational frequency fluctuations and the vibrational lifetime
can be described in the context of time correlation func-
tion of fluctuating forces experienced by the amide oscillator
CF(t) ≡ 〈F(t)F(0)〉. In this case, the fluctuating forces are pre-
dominantly of electrostatic origin and depend intimately on
hydrogen bonding to the amide group.

A. Vibrational frequency fluctuations

The frequency fluctuations characterized by the CLS are
proportional to the amide I vibration frequency correlation
function, Cδω(t) ≡ 〈δω(t)δω(0)〉 that depends on the time-
dependent interaction potential of the amide I vibration with its
environment.27,30–32,43 The amide I spectral models used here
assume a linear relationship between vibrational frequency and
local electrostatic parameters such as field or potential. For
Ala–Ala in water, we expect that the amide group is highly
solvated, and therefore the frequency fluctuations would
be most influenced by interactions with surrounding water
molecules.

We investigated the role of water dynamics on the amide I
vibrational dynamics using amide I spectral simulations with
different water models. As shown in Fig. 5(a), the decays
of the simulated Cδω(t) directly computed from the amide
I frequency trajectories indicate that they are influenced by
the water model and do not appear dependent on the force
field used. The time scales are faster than the experiment,
but this is also likely a reflection of the water model. For
instance, similar effects are observed in simulations of vibra-
tional dephasing of the O−−H stretching vibration of HOD in
D2O, with the finding that polarizable water models tend to
predict longer, more-accurate frequency correlation functions
than fixed charge models, such as the water models we have
employed here.75,76

The key role of the dynamics of water hydrogen bonds
to the amide carbonyl is also shown in Fig. 5(b). We ana-
lyzed hydrogen bonding dynamics using geometric criteria to
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FIG. 5. (a) Cδω (t) computed from the frequency trajectories computed by
the 1F map. The raw data points are presented as solid circles, whereas the
fits are represented as solid curves. The fit function is tri-exponentials with
constant offset. (b) Cδn(t) computed from MD trajectories. The raw data
points are presented as solid circles whereas the fits are represented as solid
curves. The fit function is tri-exponentials with constant offset. (c) Scatter plot
of the frequency correlation time, τδω , against the water/D2O self-diffusion
coefficient from the experiment and C36m simulations. Gray curve: the fit
curve of the three-site water models by aD−1 + b. The experimental diffusion
coefficient of D2O is taken from Ref. 78.

define the number of hydrogen bonds between water and the
C, O, N, and H atoms of the amide group, n. When the dis-
tance between hydrogen bond donor and acceptor is ≤3.5 Å,
and the donor-hydrogen-acceptor angle is ≥150°, the donor-
acceptor pair is considered hydrogen-bonded. We found that
the time correlation function for the hydrogen bond number,
Cδn(t) ≡ 〈δn(t)δn(0)〉, drops in amplitude by ∼2/3 in the
first 200 fs as a result of fast fluctuations in water hydro-
gen bonding configurations. Cδn(t) has a long time decay
of 1.3 ps that matches the slow time scale of the Cδω(t)
decay [Fig. 5(b)]. This indicates that the frequency fluctuations
depend on the hydrogen bond fluctuation dynamics around the
amide group, similar to prior observations.45,46 The fit results
are summarized in Tables S2 and S3 of the supplementary
material.

Since TIP3P water is known to have a higher diffusion
coefficient than the SPC/E water,77 it allows us to test for a

correlation between the frequency correlation time τδω and
the diffusion coefficients D of various water models. The dif-
fusion coefficients of several different water models and the
corresponding correlation time for the decay of Cδω(t) are
plotted in Fig. 5(c). We find that τδω obeys a D−1 dependence
on the water model diffusion coefficient, with a trend that
also describes the experimental data. In combination with our
previous observations, this indicates that experimental obser-
vations of spectral diffusion are tracking the same hydrogen
bond reorganization about the amide group that governs self-
diffusion in water. TIP4P and TIP5P water models deviate
somewhat from the curve, probably due to different treat-
ment of electrostatic interactions between the amide group and
water.

B. Vibrational lifetime

Since the IR spectroscopy of the amide I vibration can
be effectively described through a fluctuating electric field
generated by the environment, and recognizing that the elec-
tric field is an electrostatic force acting on the vibration, the
vibrational dephasing described by Cδω(τ) should be pro-
portional to a time correlation function for the fluctuating
force acting on the amide I coordinate: CF(τ) = 〈F(τ)F(0)〉.
In a classical representation, the same correlation function
can be related to the amide I vibrational relaxation rate as
follows:79,80

kobs =
∑
i,j

k(ωij) ∝
∑
i,j

Re
∫ ∞
−∞

dt eiωij tCF(t). (2)

Here ωij is the vibrational energy gap defining the relaxation
between initial and final states. The vibrational relaxation rate
is proportional to the Fourier component of the fluctuating
force time correlation function evaluated at the vibrational
energy gap, or equivalently proportional to the spectral density
at ωij in the high temperature limit. Note that the vibrational
population relaxation of the amide I band will have contri-
butions from many relaxation channels beyond simple v = 1
→ 0 relaxation, such as amide I to II intramolecular vibra-
tional energy transfer, solvent-mediated dissipation, and other
anharmonic relaxation channels.42,49,81

Assuming the electric field experienced by the carbonyl
oxygen of the amide group is the dominant source of the fluctu-
ating force, then the relaxation rate would also be proportional
to the corresponding electric field time correlation function:
CF(t) ∝ 〈EO

x (t)EO
x (0)〉. If the CF(t) correlation time also does

not vary much with amide I frequency, a reasonable assump-
tion from our experiments, then the rate is approximately
proportional to the magnitude of the squared electric field
strength. To investigate the relationship between the experi-
mental vibrational relaxation rate and the electric field strength
exerted on the amide oxygen along the C==O axis EO

x , instead
of directly evaluating 〈EO

x (t)EO
x (0)〉 from the simulation and

estimating the relaxation rate, we estimate the correspond-
ing EO

x (ω) at each experimental frequency in the heatmap

[Fig. 4(a)] using the 1F map, and correlate
(
EO

x (ω)
)2

with
the relaxation rate k(ω) shown in Fig. 4(b). These values are
strongly linearly correlated, suggesting that the electrostatic
interactions can account for the vibrational relaxation of the

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
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amide I mode. Increasing force exerted along the C==O axis
effectively reduces the vibrational lifetime. Note that the 4P
map has an equivalent translation to the field-based 3F map.34

Although translating experimental frequency back to electric
field by the 3F map would be ambiguous, the 3F map samples
similar fluctuation dynamics around the amide group as the 1F
map (Fig. S2 of the supplementary material). The assumption
that electric field experienced by the carbonyl oxygen of the
amide group is the dominant source of the fluctuating force
should still be reasonable.

For the classical description of vibrational relaxation and
vibrational dephasing, this fluctuating force can be thought
of as effective friction acting on the amide vibration. From
the fluctuation-dissipation theorem, the friction coefficient for
such processes is related to the force-force correlation func-
tion as γ = (2mkBT )−1

∫
∞
−∞ dtCF(t) that is proportional to the

zero-frequency component in Eq. (2). The friction coeffi-
cient can be expressed in terms of the diffusion coefficient in
water through D = kBT/γ. In the simplest picture, the direct
proportionality of these quantities predicts that the amide I
frequency correlation function should be inversely related to
water’s diffusion coefficient, as observed in Fig. 5(c). There-
fore, we conclude that fluctuating forces originating in water’s
hydrogen bond fluctuations and switching appear to be the pri-
mary origin of both the experimental relaxation processes we
observe.

C. Peptide solvation environment and chemical
exchange

To characterize the relationship between peptide confor-
mation and amide group solvation patterns, we calculated the
probability distribution for the average hydrogen bond num-
ber 〈n〉 as a function of the backbone dihedral angles (φ,ψ).
This is presented as a color-coded potential of mean force
(PMF) in Fig. 6(a). It shows clear variation of 〈n〉with peptide
backbone conformation between values of 1 and 2, indicat-
ing that the solvation structure around the amide group is
coupled to the peptide configuration. A similar, though less
prominent, hydrogen bond number distribution is observed
when only counting those water hydrogen bonds made to the
amide oxygen atom [Fig. 6(b)]. Although Figs. 6(a) and 6(b)
appear to have only one free energy basin, it is well estab-
lished that the dihedral angles are not effective coordinates
for describing peptide conformational dynamics such as ala-
nine dipeptide.13,14 Therefore, one cannot use it to discern
dynamical behavior, for instance, whether changes of 〈n〉 are
due to fast fluctuations in solvent hydrogen bonding configu-
rations or slower global conformational changes. Similar con-
siderations apply to distinguish solvation structures, as seen
when we plot the probability distribution as a function of 〈n〉
[Fig. 6(c)]. The Ala–Ala conformational distribution has two
peaks corresponding to solvent configurations with 〈n〉= 1.4
and 1.8.

To investigate the relationship between peptide configu-
ration and solvation structure, we investigated the structure
and dynamics about three Ala-Ala configurations chosen on
the basis of their dihedral angle and water hydrogen bond
count. State A is the low energy configuration on the PMF in
Fig. 6(a) at (φA,ψA) = (−80◦,−180◦), and is characterized by

FIG. 6. (a) Colored contours: 〈n〉 as a function of backbone dihedrals φ and
ψ from C36 SPC/E trajectory. Black contour lines: PMF spaced by kBT up to
10 kBT at 300 K. PMF is computed by PMF(φ,ψ) = −kBT ln P(φ,ψ), where
P(φ,ψ) is the probability of observing Ala–Ala at (φ,ψ). Inset: Population
of different hydrogen bonding configurations from SPC/E water to the amide
group. The black rectangular boxes represent the states for estimating the first
passage time in Fig. 8. (b) Colored contours: average hydrogen bond number to
the amide carbonyl 〈nC==O〉 as a function ofφ andψ. (c) Probability distribution
as a function of 〈n〉.

〈nA〉 = 1.73. At an energy of ∼2kBT above state A, state B was
chosen as (φB,ψB) = (−80◦,−140◦) to correspond to the lower
value of 〈nB〉 = 1.4 observed for the minor peak in Fig. 6(c).
State C, at (φC ,ψC) = (−50◦,−130◦), corresponds to the
lowest average value of the hydrogen bond counts, 〈nC〉= 1.25,
and lies ∼4kBT in energy above state A.

In Fig. 7, we present visualizations of solvation structures
of water around the Ala–Ala amide unit for states A, B, and C.
Although the dihedral angles vary little between states, there
are noticeable effects on hydrogen bonding to water. While A
and B have on average ∼1 water hydrogen bond to the oxygen
of the amide carbonyl, we find that A differs from B on aver-
age by the presence of more hydrogen bonds from the amide
hydrogen to a water oxygen [Figs. 6(a) and 6(b)]. Although the
solvent accessible surface area of the amide group across the

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
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FIG. 7. Solvation structures and water probability density (transparent iso-
surface) of Ala–Ala at states A, B, and C from 2D umbrella sampling. (a)
(φA,ψA) = (−80◦,−180◦), 〈nA〉 = 1.8. (b) (φB,ψB) = (−80◦,−140◦),
〈nB〉 = 1.4, and (c) (φC ,ψC ) = (−50◦,−130◦), 〈nC〉 = 1.25. Representa-
tive solvent configurations are plotted on top of mass-weighted isosurfaces
for water that are within 3.5 Å of the amide group. The isosurfaces are plot-
ted with isovalue at 40% of the maximum. Black dashed lines correspond to
hydrogen bonds.

entire PMF is uniform (Fig. S3 of the supplementary material),
we find a clear correlation between the hydrogen bond num-
ber from the amide hydrogen to water 〈nN−−H〉, and the distance

between the carbon of the N-terminal methyl side-chain and
the amide hydrogen 〈dC· · ·H〉 (Figs. S4a and S4c of the supple-
mentary material). This indicates that the configuration of the
methyl side chain influences if water can hydrogen bond to
the amide hydrogen. State C differs from A and B by rotating
ψ, resulting in a shorter distance between the COOH group
and amide carbonyl, 〈dC· · ·O〉 (Fig. S4b of the supplementary
material). A decrease in 〈dC· · ·O〉 leads to lower hydrogen bond
number to the amide carbonyl 〈nC==O〉 (Fig. S4d of the sup-
plementary material), indicating that the configuration of the
COOH group can also act to influence the water hydrogen
bonded to the amide carbonyl. The differences in solvent con-
figurations between the states are also observed as the water
density becoming more diffuse with decreasing 〈n〉. We con-
clude that water hydrogen bonding patterns to the amide group
are intimately coupled to the peptide conformation generally,
and the configuration of the methyl sidechain and the COOH
group, in particular.

Turning to dynamics, to estimate the chemical exchange
time scale from the simulations, we computed the first pas-
sage time (FPT) distributions between states A, B, and C
(Fig. 8). We find that the FPT distributions are well described
by the asymmetric form with a t−3/2 tail expected for random
walk diffusion. The mean FPTs between pairs of states are
summarized as follows:

All mean FPTs are found to lie between 1 and 50 ps, which are
long compared to the time scales of local hydrogen bonding
fluctuations. The longest time scales are associated with the

equilibrium, and are of similar time scale to the
estimated chemical exchange rate from 2D IR experiments.
Given the correlation we find between solvation structures and
peptide dihedral angles, these exchange processes are expected
to involve peptide conformational changes coupled with sol-
vent reorganization. We also observe that the most probable
FPT for all transitions involving state B are <1 ps, indicating
that configurational changes associating with this state may in

FIG. 8. First passage time distribution
(a) from state A to state B, (b) from B to
A, (c) from B to C, (d) from C to B, (e)
from A to C, (f) from C to A. The model
used for the fits is

∑
i ait−3/2 exp[−bi/t].

Fit and Fit 1 refer to single component
(i = 1) whereas Fit 2 corresponds to two
components (i = 1, 2).
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FIG. 9. Probability distribution as a function of 〈n〉 taken
from the distribution in Fig. 6, and along 〈ω〉 (a) from the
1F map shown in Fig. 9(c), and (b) from the 4P map shown
in Fig. 9(d). Tiny populated data points were removed,
but the remaining data points still reach 90% of the entire
data points. The 1D projections along 〈n〉 and 〈ω〉 are
next to the 2D contour map. (c) Colored contours: 〈ω〉 as
a function of φ andψ from C36 SPC/E trajectory and the
1F map. Black contour lines: PMF spaced by kBT up to
10 kBT at 300 K. (d) Colored contours: 〈ω〉 as a function
of φ and ψ from C36 SPC/E trajectory and the 4P map.
Black contour lines: PMF spaced by kBT up to 10 kBT
at 300 K.

some cases involve fast fluctuations in solvent structure and
peptide conformation, without an irreversible conformational
exchange.

D. Spectroscopic model and water model

As found in Fig. 1 and Table I, all of the simulations cal-
culate a redshift in peak frequency relative to the experiment.
This suggests that either the frequency map predicts incorrect
frequencies, the water models give a distribution of solvation
structures that do not correspond to experiment, or both mod-
els have problems. Additionally, the spectral line shapes differ
between experiment and simulations that similarly could have
roots in the spectral model, or in the dynamics used to calculate
the spectra. Since both models have issues of concern, iden-
tifying the origin of the mismatch between experiment and
simulations is difficult; however, with the help of testing by
spectroscopic modeling, we can estimate the effects and rule
out some potential origins.

To investigate the correlation between amide I frequency
and the structure of peptide and associated solvent, we com-
puted the joint probability distribution between 〈n〉 and 〈ω〉 for
the 1F and 4P spectral models [Figs. 9(a) and 9(b)]. We find
a correlation between 〈n〉 and 〈ω〉, indicating that frequency
changes do provide a means to probe the hydrogen-bonding
environment around the amide group. However, the slope of
varying 〈ω〉 with 〈n〉 indicates that it is uncertain to assign
a set of structure based only on a given amide I frequency.
Similarly, when viewing the distribution of 〈ω〉 as a function
of backbone dihedrals [Figs. 9(c) and 9(d)], inferring pep-
tide structures from given frequencies can lead to different
conclusions.

However, this analysis does not account for possible dif-
ferences between the experiment and the simulations due to the
water model. While state B is predicted to be 1670 cm�1 by
both maps, the more dominant state A has lower frequency
regardless of the maps, resulting in a different asymmetry

of the frequency distribution from the experimental spectra.
Given the error bar estimate of these maps as ±2 cm�1,33,34

it remains possible that the redshift in peak frequency stems
from the water model overpopulating more hydrogen-bonded
environments rather than originating from the uncertainty of
the frequency maps. We also find that different water models
can predict some variation of hydrogen bond populations (Fig.
S5 of the supplementary material), also seen in other studies
regarding peptide solvation structures.82,83 The effect of state
C would be little due to Boltzmann weighting. Meaningful
conclusions on this question would be better addressed with
a higher level of theory and a water model more appropriate
for IR spectroscopy simulations than the fixed charged models
examined in this study such as ab initio MD,45,84 MB-pol,85–87

etc.
To estimate the effect of the variation of vibrational life-

time on the spectral line shape, we incorporated a fluctuating
vibrational relaxation rate given in Fig. 4 into our spectral
simulation by adding an additional population decay fac-
tor to the transition dipole correlation function of the form
P(τ2) = exp

(
− ∫

τ2
0 k(τ)dτ

)
. We found that the only noticeable

effect is a change of intensity (Fig. S6 of the supplementary
material), and concluded that the variation of vibrational life-
time contributes little to the difference of vibrational line
shape. We also simulated the 2D spectrum with slower spectral
diffusion rate by deuterating the SPC/E water molecules shown
in Fig. S7 of the supplementary material. The effect is also
subtle on the intensity while the spectral line shape remains
similar. Therefore, we can rule out variation of vibrational
lifetime and faster spectral diffusion as the origin.

V. CONCLUSIONS

In this study, we performed a detailed analysis of peptide-
water interactions by ultrafast amide I vibrational spectroscopy
and computational spectroscopy based on MD simulations.
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We observed spectral diffusion, variation of vibrational relax-
ation time scale, and chemical exchange processes in Ala–Ala.
We found that the spectral diffusion of the amide I vibration
is dictated by water solvation dynamics. This effect can be
explained classically as friction experienced by the amide I
vibration, or hydrogen bond fluctuation dynamics around the
amide group microscopically. For vibrational relaxation, we
observed strong linear correlation between relaxation time
and squared electric field strength exerted along the amide
carbonyl, showing that the electric field from the local sol-
vation environment serves as an effective friction force in
response to amide I vibration. On the basis of simulations,
we conclude that the origin of chemical exchange observed
in the experiment requires solvent reorganization coupled
with peptide conformational motions. Specifically, we found
that the configuration of peptide side chain and protonated
COOH group influences the access of water to the N−−H and
C==O of the amide group. In a more general sense, we hope
that this study illustrates the high level of atomistic informa-
tion that can be gleaned on solvation structure and dynamics
from head-to-head comparisons between advanced vibrational
spectroscopy and structure-based spectral modeling rooted in
MD simulations.

SUPPLEMENTARY MATERIAL

See supplementary material for the fit parameters in the
main text, comparison of frequency time correlation function
between different maps, various histograms along backbone
dihedral angles, and effects of varying vibrational lifetime or
changing the spectral diffusion rates on the simulated spectra.
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57S. Pronk, S. Páll, R. Schulz, P. Larsson, P. Bjelkmar, R. Apostolov,

M. R. Shirts, J. C. Smith, P. M. Kasson, D. van der Spoel, B. Hess, and
E. Lindahl, Bioinformatics 29, 845 (2013).

58A. D. Mackerell, M. Feig, and C. L. Brooks, J. Comput. Chem. 25, 1400
(2004).

59P. P. Bjelkmar, P. Larsson, M. A. Cuendet, B. Hess, E. Lindahl, P. P.
Bjelkmar, P. Larsson, M. A. Cuendet, and B. Hess, J. Chem. Theory Comput.
6, 459 (2010).

60J. Huang and A. D. Mackerell, J. Comput. Chem. 34, 2135 (2013).

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-048732
http://dx.doi.org/10.1073/pnas.022387699
http://dx.doi.org/10.1073/pnas.022387699
http://dx.doi.org/10.1016/S0959-440X(03)00030-7
http://dx.doi.org/10.1073/pnas.0307851100
http://dx.doi.org/10.1021/ja034729u
http://dx.doi.org/10.1146/annurev.biophys.35.040405.102134
http://dx.doi.org/10.1016/j.jtbi.2012.02.008
http://dx.doi.org/10.1038/nchembio.1404
http://dx.doi.org/10.1007/bf00124323
http://dx.doi.org/10.1007/pl00000741
http://dx.doi.org/10.1126/science.1088172
http://dx.doi.org/10.1021/jp104787s
http://dx.doi.org/10.1073/pnas.100127697
http://dx.doi.org/10.1021/jp045546c
http://dx.doi.org/10.1021/jp409805p
http://dx.doi.org/10.1021/ja3007897
http://dx.doi.org/10.1021/jz400051p
http://dx.doi.org/10.1021/jp049618b
http://dx.doi.org/10.1021/jacs.6b12463
http://dx.doi.org/10.1039/b804734k
http://dx.doi.org/10.1039/b804734k
http://dx.doi.org/10.1021/ja808997y
http://dx.doi.org/10.1021/ja808997y
http://dx.doi.org/10.1021/ja111515s
http://dx.doi.org/10.1038/nsmb.1955
http://dx.doi.org/10.1126/science.aaa6111
http://dx.doi.org/10.1126/science.1087251
http://dx.doi.org/10.1021/jp9813286
http://dx.doi.org/10.1146/annurev-physchem-040215-112055
http://dx.doi.org/10.1063/1.1622384
http://dx.doi.org/10.1063/1.1536980
http://dx.doi.org/10.1021/jp052324l
http://dx.doi.org/10.1063/1.2148409
http://dx.doi.org/10.1021/jp200745r
http://dx.doi.org/10.1021/jp200745r
http://dx.doi.org/10.1063/1.4798938
http://dx.doi.org/10.1063/1.4928637
http://dx.doi.org/10.1002/(sici)1097-4555(199801)29:1<81::aid-jrs214>3.3.co;2-8
http://dx.doi.org/10.1063/1.1581855
http://dx.doi.org/10.1063/1.2218516
http://dx.doi.org/10.1021/jp070369b
http://dx.doi.org/10.1021/jp9045879
http://dx.doi.org/10.1021/jp9045879
http://dx.doi.org/10.1016/s0301-0104(01)00224-5
http://dx.doi.org/10.1063/1.1346647
http://dx.doi.org/10.1021/jp050257p
http://dx.doi.org/10.1063/1.1536979
http://dx.doi.org/10.1021/jp5011692
http://dx.doi.org/10.1021/acs.jpcb.5b03836
http://dx.doi.org/10.1063/1.1506151
http://dx.doi.org/10.1063/1.1580807
http://dx.doi.org/10.1063/1.1580808
http://dx.doi.org/10.1021/jp0603334
http://dx.doi.org/10.1063/1.3435212
http://dx.doi.org/10.1063/1.3658876
http://dx.doi.org/10.1021/jp500304z
http://dx.doi.org/10.1021/jp0449511
http://dx.doi.org/10.1021/jp044989d
http://dx.doi.org/10.1021/jp064795t
http://dx.doi.org/10.1364/ol.32.002966
http://dx.doi.org/10.1093/bioinformatics/btt055
http://dx.doi.org/10.1002/jcc.20065
http://dx.doi.org/10.1021/ct900549r
http://dx.doi.org/10.1002/jcc.23354


085101-11 C.-J. Feng and A. Tokmakoff J. Chem. Phys. 147, 085101 (2017)

61J. Huang, S. Rauscher, G. Nawrocki, T. Ran, M. Feig, B. L. de Groot,
H. Grubmüller, and A. D. MacKerell, Nat. Methods 14, 71 (2016).

62H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren, A. DiNola, and
J. R. Haak, J. Chem. Phys. 81, 3684 (1984).
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