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distribution changes over 30 years across the Kenyan Coast. We explore
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1. Introduction

During the past decades, advances in GIS technologies have facilitated the mapping of the spatial
distribution of human populations globally at an unprecedented level of detail (Dobson
et al. 2000; Balk and Yetman 2004; Balk et al. 2006; Bhaduri et al. 2007; Linard and Tatem 2012;
Doxsey-Whitfield et al. 2015). Existing large-scale gridded population datasets such as GRUMP,
LandScan or WorldPop are typically based on a top-down approach, that is, an approach that starts
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with census data and disaggregates population counts within administrative units using a simple or
more sophisticated dasymetric method (Dobson et al. 2000; Balk and Yetman 2004; Balk et al. 2006;
Bhaduri et al. 2007; Linard and Tatem 2012; Doxsey-Whitfield et al. 2015). However, populations
change rapidly and therefore make population datasets rapidly outdated. While spatial population
predictions have been produced for the past or the near future, such predictions are generally pro-
duced by simply applying national population growth rates (Hay et al. 2004) or urban/rural popu-
lation growth rates (Gaughan et al. 2013; Noor et al. 2014; Stevens et al. 2015) to current gridded
population databases, and therefore do not include any subnational variation in historical population
distribution trends. In addition, using urban/rural growth rates is heavily dependent on the urban
definition used and ignores urban land cover (LC) changes over time. The gridded population of
the World v4 database is the only one using two different rounds of censuses (circa 2000 and
circa 2010) and therefore providing subnational variations in population distribution for the recent
past (Doxsey-Whitfield et al. 2015).

Historical censuses or surveys often do not exist, are of poor quality or only available as very
coarse aggregated numbers, especially in low income countries. One of the rare previous studies
that attempted to map long-term population distribution changes is the History Database of the Glo-
bal Environment (HYDE), whose main objective was to model long-term past land use dynamics.
The HYDE project provides maps of population distribution for the period 10,000 BC to 2000
AD at a spatial resolution of 5 minutes (approximately 10 km at the equator) (Goldewijk, Beusen,
and Janssen 2010; Goldewijk et al. 2011). Input population data include national historical popu-
lation estimates from the literature, subnational population numbers from Populstat (Lahmeyer
2004) and national urban/rural fractions for the period 1950-2000 from the United Nations (United
Nations Population Division 2014). The construction of the HYDE database inevitably relies on
assumptions and extrapolations that induce significant uncertainties in the output, especially in
data-scarce countries. The HYDE population density layers have been used to derive time-series
of malaria incidence rates across large areas over the twentieth century (Snow et al. 2012; Tatem
et al. 2013). However, while the accuracy of the HYDE database is acceptable for analyses at
broad spatial and temporal scales, much more spatially and temporally detailed time-series of popu-
lation distribution are needed in finer-scale studies.

In addition to historical aggregated population counts, historical ancillary data should ideally be
used to increase the spatial resolution of historical population maps. Gaughan et al. (2016) recently
produced temporally comparable, high-resolution datasets of gridded population distribution for
mainland China using only time-invariant and temporally explicit covariates to model population
distribution. The study demonstrated the importance of including urban development dynamics
in the production of temporally comparable population datasets. Among the temporally explicit cov-
ariates used in this recent study, lights at night appeared as one of the most important predictor of
population distribution (Gaughan et al. 2016). Such datasets have been shown to be good predictors
of human presence at large-spatial scales (Sutton et al. 2001; Elvidge et al. 2007) and have the advan-
tage of being multi-temporal, though limited to the last 2.5 decades (the first images were acquired in
1992). In addition, advances in methods allowing the automatic extraction of settlement extents from
high-resolution remote sensing data recently led to the production of a global time-series of human
settlement layers derived from Landsat data. The Global Human Settlement Layer (GHSL), devel-
oped and maintained by the Joint Research Centre of the European Commission, provides
human settlement layers for the years 1975, 1990, 2000 and 2014, which open new promising oppor-
tunities in the mapping of human population distribution over longer time periods (Pesaresi et al.
2013, 2016; Freire et al. 2016).

Here we make use of these newly available settlement datasets, historical census data and recently
developed population distribution modelling methods to reconstruct population distribution
changes over 30 years across the Kenyan Coast, a data-scarce area characterized by high population
growth rates. We also explore the methodological challenges and opportunities associated with the
production of gridded population distribution time-series.
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2. Materials and methods
2.1. Previously used methods

Methods used in the present paper are mainly based on previous work from Stevens et al. (2015) and
Gaughan et al. (2016). Random forest (RF) models were estimated in order to provide dasymetric
weighting layers to redistribute population counts within administrative units. An RF model is an
ensemble, nonparametric modelling approach that combines individual regression trees and
improves upon bagging (Breiman 2001; Liaw and Wiener 2002). The log-transformed population
density of administrative units was used as a ‘response’ variable and values for covariates were
obtained by aggregating values by administrative unit (using zonal means for each continuous data-
set and class majorities for binary datasets). The resulting RF model is used to predict a pixel-level
map of population densities, which is then used as a weighting layer for a standard dasymetric map-
ping approach, as described for the WorldPop datasets (Linard et al. 2012; Gaughan et al. 2013;
Stevens et al. 2015). To produce gridded multi-temporal population datasets and analyse population
changes, the RF modelling approach was applied to different census years (1990, 2000 and 2010) in
mainland China (Gaughan et al. 2016). To make the population maps temporally comparable,
covariates can only include time-invariant (e.g. elevation, slope, rivers) or temporally explicit (e.g.
satellite-derived urban extents, lights at night) data (Gaughan et al. 2016).

2.2, Study area

The study area covers the coastal districts of Kenya (Kilifi, Malindi, Mombasa and Kwale, according
to the 1999 district boundaries) and currently represents about 7% of the Kenyan population (Figure
1(a)). The study area includes the second largest urban agglomeration of Kenya, Mombasa, which
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Figure 1. (a) Location of the study area in Kenya. (b and c) Estimated percentage of built-up area for the four census years (1979,
1989, 1999 and 2009) in logarithmic scale for (b) the whole study area and (c) close-ups around Mombasa (grid cell resolution is 3
arc seconds, or ~100 m at the equator).
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reached 1 million inhabitants in 2012 (United Nations Population Division 2014). Administrative
divisions in Kenya are classified into six different levels: administrative unit level 0 (ADM-0;
national), ADM-1 (province), ADM-2 (district), ADM-3 (division), ADM-4 (location), ADM-5
(sub-location) and ADM-6 (enumeration areas).

2.3. Census population data

The first complete Kenyan censuses were undertaken in 1948 (Colony & Protectorate of Kenya
1953), 1962 (MFEP 1964) and 1969 (MFEP 1970) and then were repeated every 10 years (CBS
1979, 2001; MEPD 1981; KNBS 2010). During the 1969 census, the smallest administrative units
used were sub-locations (ADM-5), and from 1979, these were further divided into enumeration
areas (ADM-6) for the purpose of census logistics. An ADM-6 unit represents approximately 100
households or 500 persons (MEPD 1981).

Unfortunately, ADM-5 data for the 1969 census, or ADM-6 maps and data for the 1979 and 1989
censuses cannot be located within the Kenya National Bureau of Statistics (KNBS). However, ADM-
5 boundaries can be mapped and linked to data for all censuses since 1979, although these bound-
aries have changed between censuses. It was possible to reconcile ADM-5 boundaries (n=279)
between the 1999 and 2009 censuses. ADM-5 data for the 1989 census were available from the
World Resources Institute (n=212). Boundaries were cleaned to ensure that coastlines, district
boundaries and other obvious matches corresponded with the boundaries of the 1999/2009 census
data. The 1979 data were not available in any GIS format; however, reports from KNBS provide tabu-
lated information at ADM-5 level (MEPD 1981). Here we used matching names of sub-locations
(ADM-5) and locations (ADM-4) to configure the best possible match to the 1989 census ADM-
5 boundaries resulting in 191 polygons that could be linked to de facto population counts. Data
at the finest resolution (ADM-6) are only available for the 1999 census. Table 1 summarizes the fin-
est census data available for each census year since 1979.

2.4. Settlement extents

The beta version of the GHSL produced by the Joint Research Center of the European Commission
was used as main temporally explicit predictor for our multi-temporal population mapping. The
GHSL database uses the Global Land Survey collection of Landsat imagery produced by the Global
Land Cover Facility (www.landcover.org) and the Landsat-8 data downloaded from the EarthEx-
plorer website of the United States Geological Survey to depict settlement extents for four different
epochs (1975, 1990, 2000, 2014) based on machine learning techniques (Pesaresi et al. 2013, 2016).
Here we used the 300 m resolution aggregated dataset which represents the percentage of built-up
area in each 300 x 300 m grid cell. In the GHSL database, settlement extents or built-up areas are
defined as areas where the presence of built-up structures and buildings is observable from satellite
data. Buildings include all constructions above ground intended for human or animal sheltering or
for the production of economic goods. These constructions can be permanent or not, and therefore
also include refugee camps or any other temporary settlement (Pesaresi et al. 2013).

In order to match the census years, a simple linear interpolation method was used to estimate the
percentage of built-up area by 300 m grid cell for each census year (1979, 1989, 1999 and 2009), using

Table 1. Summary of finest census population data available for each census year and total de facto population for the study area
(Kenyan coastal districts), 1979-2009.

Census year Finest administrative unit level Administrative level name Number of units Total population
1979 5 Sub-location 191 1,014,567
1989 5 Sub-location 212 1,444,296
1999 6 Enumeration area 2457 1,949,264
2009 5 Sub-location 279 2,679,478
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the following equation:

B, =B, + (B, — B,l)*<ty ttl>
2— 1
where B, is the percentage of built-up area in target year y, By, is the percentage of built-up area in the
year of GHSL data preceding the target year (t;) and B, is the percentage of built-up area in the year
of GHSL data following the target year (f,). In the absence of information about potential irregula-
rities in settlement growth, the linear interpolation method was chosen as it does not require
additional information or assumption. Figure 1(b) and 1(c) shows the estimated percentage of
built-up area for the four census years: 1979, 1989, 1999 and 2009.

2.5. Other geospatial datasets

Following methods described in Gaughan et al. (2016), we used a reduced set of covariates, limited to
those that are time-invariant or temporally explicit. First, the global ESA CCI Land Cover database
(© ESA Climate Change Initiative - Land Cover project 2014) was used to extract non-built-up land
cover variables that correlate with the human population distribution. The ESA CCI database, which
is derived from Medium Resolution Image Spectrometer imagery at a spatial resolution of 300 m, is
an updated version of the GlobCover dataset that was previously used for mapping population dis-
tribution in Africa (Linard, Gilbert, and Tatem 2011; Linard et al. 2012). Non-built-up land cover
classes were aggregated and re-coded to be consistent with those land cover classes used in previous
AfriPop and WorldPop methodologies (Linard, Gilbert, and Tatem 2011; Linard et al. 2012; Stevens
et al. 2015). The ESA CCI database provides land cover datasets for three different periods, centred
around 2000, 2005 and 2010. While temporally explicit land cover data were used for 1999 and 2009,
we had to assume the non-built-up classes to be time-invariant between 1979 and 1999 and therefore
use the 2000 ESA CCI database for that period. While certainly not entirely correct, this is however a
reasonable assumption given that we only consider nine aggregated non-built-up land cover classes:
(1) cultivated lands, (2) woody/trees, (3) shrubs, (4) herbaceous, (5) sparse vegetation, (6) aquatic
vegetation, (7) bare areas, (8) water bodies, (9) no data, cloud/shadow. Under these conditions,
we assume that no major land cover change in non-built-up classes was observed in the study
area over the 1979-1999 period.

Apart from the settlement layer and the non-built-up land cover classes described above, other
geospatial datasets were assumed to be time-invariant in the study area and therefore included as
covariates. Digital elevation data and its derived slope estimates were extracted from the Shuttle
Radar Topography Mission HydroSheds data (Lehner, Verdin, and Fund 2006). In addition, we
also included geospatial data that may correlate with human population presence such as networks
of primary roads and waterways and protected areas, all of which are considered time-invariant.
Different data sources were compared and the most comprehensive and temporally consistent data-
sets were selected, that is, permanent rivers from the National Geospatial-Intelligence Agency
(NGA) Vector Map Level 0 (VMAPO) data (NGA 2005) and main roads from OpenStreetMap
(OSM 2015). These main roads only include the Nairobi-Mombasa road that crosses the study
area from west to east and the coastal road that links Mombasa with the Somalia border. Given
their commercial importance, these roads were constructed several decades ago and were certainly
already existing in the 1970s. Three recognized protected areas where human settlements are prohib-
ited were digitized from Google Earth.

The predictors used in the present paper are summarized in Table 2. All data were converted to
raster format and resampled by nearest neighbour to a square grid cell resolution of 3 arc seconds
(approximately 100 m at the equator) in order to be included in the modelling framework described
below.
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Table 2. Summary of covariates used for population density estimation for each census year.

Type Description 1979 1989 1999 2009

Settlements  Built-up percentage GHSL 1979  GHSL 1989  GHSL 1999  GHSL 2009

Land cover  ‘Class’ and ‘distance-to’ variables for each LC class, as ESA CCl ESA CCl ESA CCl ESA CCl
defined in Stevens et al. (2015) 2000 2000 2000 2010

Roads Distance to roads OSM: main roads (OSM 2015)

Rivers Distance to permanent rivers VMAPO (NGA 2005)

Elevation Elevation and slope HydroSHEDS (Lehner, Verdin, and Fund 2006)

2.6. Population modelling approach

The RF modelling approach presented above was used to redistribute population counts within
administrative units. Note that people were excluded from protected areas and from 200 m buffers
around the coastline and main roads. Covariate importance was estimated using the percent increase
in the mean squared error (MSE) evaluated with out-of-bag error when the covariate is randomly
permuted (Breiman 2001; Liaw and Wiener 2002).

The finest level census data available are usually used for model estimation and prediction. How-
ever, previous work showed that when the spatial resolution of input census data was coarser than a
certain threshold, using a regionally parameterized model provided more accurate predictions than
country-specific models (Gaughan et al. 2014). Here, given that different levels of administrative
units were available for the different years (Table 1), we tested the model predictive accuracy
when using two different training datasets: (1) the most spatially detailed data (i.e. 1999 ADM-6
data) and (2) the most temporally relevant data for each year (i.e. ADM-5 data for 1979, 1989,
1999 and 2009). These two options are hereafter called Model 1 (M1) and Model 2 (M2) and sum-
marized in Figure 2. In M1, a RF model is parameterized on finer-scale census data from a specific
year and then applied to multiple years. There is an underlying assumption in M1 that the

/w1
= -

1979 ADM-2 data

Gridded
population 1979
Gridded
population 1989

Gridded
population 2009

7
-

N

RF model

1989 ADM-2 data

2009 ADM-2 data

4

Sum gridded
population estimates
by ADM-5

Gridded
population 1979
Gridded
population 1989
Gridded
population 2009

Figure 2. Flow diagram showing the processing steps used to compare the two models M1 and M2, including input census data in
orange boxes, model outputs in blue boxes and validation steps in green boxes.

Compare the
=) population estimates to
the ADM-5 census data

\

1979 ADM-5 data RF model 1979 [L__3 W 1979 ADM-2 data

1989 ADM-5 data RF model 1989 "3 LM 1989 ADM-2 data

RF model 2009

2009 ADM-5 data 2009 ADM-2 data

=)
-
- = =

/IIIE\ /




INTERNATIONAL JOURNAL OF DIGITAL EARTH 1023

relationships between prediction density and covariates do not change over time. In contrast, in M2,
each year is estimated independently from the others, meaning that changes in relationships between
prediction density and covariates are taken into account.

For model comparison purposes, the dasymetric weighting layers obtained with the different
models M1 and M2 were used to redistribute the coarser ADM-2 (district) populations of 1979,
1989 and 2009, as illustrated in Figure 2. ADM-2 data were obtained by aggregating the ADM-5
data using district identifiers. We then compared the output maps to the ADM-5 census data for
each year by summing gridded population estimates within each administrative unit. Accuracy
assessment statistics were calculated to compare the performance of the models for the three census
years with finest ADM-5 census data (1979, 1989 and 2009), including root mean squared error
(RMSE) and the mean absolute error (MAE). These statistics were used to identify the best model
estimation approach (M1 or M2) that was then used to predict population distributions for each cen-
sus year.

3. Results

Figure 3 shows the population growth in the Kenyan coastal districts between 1979 and 2009. The
total population multiplied by more than 2.5 during the period with a higher average annual growth
rate in the urban district Mombasa (3.71%) compared to the rural districts Kilifi (2.98%), Kwale
(2.76%) and Malindi (3.52%).

Figure 4 compares the performance of the two different models M1 and M2 for predicting popu-
lation distributions in 1979, 1989 and 2009. Results show that M1 was more accurate for the years
1989 and 2009, while M2 was more accurate for 1979, the most temporally distant year from training
data. Results are consistent between statistics used (RMSE and MAE). The best model estimation
approach therefore varies between years. M1 takes advantage of the more spatially detailed ADM-
6 census data available for 1999 but assume that relationships between environmental variables
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Figure 3. Population growth for coastal districts 1979-2009, based on population counts from the 1979, 1989, 1999 and 2009
censuses. Dotted vertical lines show the census years.
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Figure 4. Comparison of accuracy statistics (RMSE and MAE) of the two different modelling approaches M1 and M2.

and population distribution are stable over time. M1 should therefore be favoured when modelling
over limited time windows. On the contrary, M2 takes advantage of having different census dates and
develop specific models for each census year. M2 should be favoured for large time windows, pro-
vided that the spatial detail of census data is sufficient for training a model.

Here, for consistency purposes, final population distribution datasets were produced using M1,
that is, using the most spatially detailed data (1999 ADM-6 data) for training the model, even if
the best model estimation approach varies between years. Population distribution datasets for the
census years are shown in Figure 5.
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Figure 5. Predicted population density in the coastal districts of Kenya for the four census years (1979, 1989, 1999 and 2009) using

M1 for (a) the whole study area and (b) close-ups around Mombasa. Grid cell resolution is 3 arc seconds, or ~100 m at the equator,
and grid cell values represent people per hectare.
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Having different RF models in the M2 approach allows the comparison of covariate importance
between years and therefore the evaluation of the stability of statistical relationships through time. In
almost all models, settlements were among the most important predictors (Figure 6). A noticeable
exception is the 1989 model, where settlements have been supplanted by several other covariates
such as the distance to roads and distance to different land cover classes (Figure 6). The increase
in the MSE ranges between 11% and 20% when the settlement variable is removed from M2 models.
Other consistently important covariates include the distance to primary roads, distance to natural
land cover classes and distance to cultivated land. More generally, Figure 6 shows that, apart
from a few exceptions (e.g. settlements in 1989), the importance of variables is relatively stable
between M2 models, which suggests that relationships between environmental variables and popu-
lation distribution are quite stable over time.

4. Discussion

When modelling population distribution changes, three different temporally varying elements have
to be considered: (a) the changing population counts by administrative unit, (b) the changing geo-
graphical covariates and (c) the changing relationships between population distribution and geo-
graphical covariates. When projecting backward in time, (a) and (b) are sometimes available,
though not always at the same spatial and temporal resolutions, which complicates the evaluation
of (c). The present case study represents a typical situation of varying spatial resolutions of available
census data between years. Model comparisons showed that trade-offs have to be found between
spatial and temporal resolutions when selecting the best modelling approach. In the present case
study, we found that the best approach varied through time. Here, we favoured the model parame-
terization using finer-scale census data from a specific year and the application of this single model to
multiple years, with the underlying assumption that the relationships between prediction density and
geographical covariates do not change over time. However, a different approach was preferred for
China (Gaughan et al. 2016). In this specific region of the World and for a specific time period
(1990-2010), each year was estimated independently from the others, meaning that changes in
relationships between prediction density and covariates were taken into account (Gaughan et al.
2016). In the China case study, however, the number of administrative units available was

1979 1989 1999 2009
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Distance to cultivated land
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Figure 6. Percent increase in the MSE when the covariate is randomly permuted in the different year-specific M2 models.
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comparable for each census. In the present case study, given the large differences in the number of
census units available for training the RF model (ie. 2457 in the ADM-6 data used in M1 and
between 191 and 279 in the ADM-5 data used in M2), it seemed more adequate to take advantage
of the very detailed census data than using temporally explicit census data for training the RF model.
There is no consensus on the best approach, as it depends on the spatial and temporal resolution of
input population data, but also on local characteristics. While in China, the fast urban development
has been associated with large national policy reforms, in Kenya, people are more inclined to settle
where they like, without influence from regulations.

The present paper reveals the methodological challenges that need to be tackled when trying to
model population distribution changes in data-scarce countries. Data gaps need to be filled using
strategies that may vary according to the local context and the objective of the study. While we expect
the relationships between population distribution and geographical covariates to vary in space and
time, we need to assume these relationships to be constant as soon as we start making predictions in
spatial and temporal windows for which good census data are not available. Our results showed that
the importance of covariates did not radically change through time in our study area, which suggest
relatively stable relationships between population distribution and environmental covariates through
time. In the present case study, assuming these relationships to be constant allowed us taking advan-
tage of higher resolution data and resulted in more accurate outputs. Similarly, if we want to make
population distribution predictions for the future that take predicted urban land cover changes into
account (Linard, Tatem, and Gilbert 2013), we do not have any other choice than assuming constant
statistical relationships between population distribution and geographical covariates.

The consistency between datasets is another factor to take into account. In many applications, for
example when estimating changes in epidemiological risks, temporally comparable datasets are
essential. This requires the use of a limited number of covariates that are time-invariant or tem-
porally explicit (Gaughan et al. 2016). While lights at night are useful datasets for producing
multi-temporal population density maps, such data are limited to the last 2.5 decades. Built-up
areas are also key predictors of population distribution and the increasing availability of earth obser-
vation data allows to go back further in time. However, the lack of spatially detailed time-series of
built-up areas has so far prevented the production of population distribution time-series. Here we
made use of the new high-resolution GHSL dataset which depicts settlement extents globally and
made settlement extent predictions for every year by assuming linear settlement changes between
1979 and 2009. This new dataset, combined with different census data, allowed the production of
gridded population distribution dataset for a period of 30 years in the Kenyan coastal districts
and is extremely promising for future developments of multi-temporal population datasets at larger
spatial scales. However, to estimate built-up density at specific dates (i.e. census years), assumptions
have to be made on the evolution of built-up density to fill temporal data gaps. Here, we assumed
linear changes between years as no additional temporal information on built-up evolution was avail-
able. More sophisticated interpolation methods could be used if allowed by data availability, but
could also introduce other bias and assumptions. In any case, further analyses would be needed
to better evaluate the accuracy of GHSL for different time periods and accuracy losses due to the
interpolation method used. Future work will focus on more detailed evaluations of the usefulness
of new settlement layers such as GHSL or the Global Urban Footprint (Esch et al. 2013, 2014) for
population mapping purposes. Other currently ongoing research areas may help to improve future
population distribution models in data-scarce circumstances. First, mobile phone data may be used
to improve the temporal resolution of population datasets and may be particularly useful for mod-
elling short-term population changes (Deville et al. 2014). Secondly, bottom-up population mapping
approaches that use a combination of satellite-derived features and household surveys for estimating
population may be particularly useful where census data are unreliable. Finally, new tools like Google
Earth Engine may significantly improve the potential of rapid settlement and population mapping by
improving capabilities of analysing and processing large amounts of remotely sensed images (Patel
et al. 2015).
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The construction of multi-temporal gridded population datasets has been described here for a
relatively small study area and highlighted some of the methodological challenges and opportunities
for future larger-scale development of time-series in population distribution modelling.

Acknowledgements

The authors thank Gilbert Sang for his help in the census data matching. We also thank three anonymous referees for
their useful comments on a previous version of the manuscript. This work forms part of the WorldPop Project (www.
worldpop.org) and the MAUPP Project (maupp.ulb.ac.be).

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

This work was supported by the Belgian Science Policy (BELSPO) under the Research programme for Earth Obser-
vation “STEREO III” [grant number SR/00/304]. AJT is supported by a Wellcome Trust Sustaining Health Grant
(106866/Z/15/Z). AJT, AS, AEG and FRS are supported by funding from the Bill and Melinda Gates Foundation
[grant number OPP1106427], [grant number 1032350], [grant number OPP1134076]. AMN is supported by the Well-
come Trust, UK as an intermediate fellow [grant number 095127]; RWS is supported by the Wellcome Trust as Prin-
cipal Research Fellow [grant number 103602], that also supported CWK. CWK is also grateful to the KEMRI
Wellcome Trust Overseas Programme Strategic Award [grant number 084538] for additional support.

References

Balk, D. L., U. Deichmann, G. Yetman, F. Pozzi, S. I. Hay, and A. Nelson. 2006. “Determining Global Population
Distribution: Methods, Applications and Data.” Advances in Parasitology 62: 119-156.

Balk, D., and G. Yetman. 2004. The Global Distribution of Population: Evaluating the Gains in Resolution Refinement.
New York: Center for International Earth Science Information Network (CIESIN). http://sedac.ciesin.org/gpw/
docs/gpw3_documentation_final.pdf.

Bhaduri, B., E. Bright, P. Coleman, and M. Urban. 2007. “LandScan USA: A High-resolution Geospatial and Temporal
Modeling Approach for Population Distribution and Dynamics.” GeoJournal 69 (1): 103-117. doi:10.1007/s10708-
007-9105-9.

Breiman, L. 2001. “Random Forests.” Machine Learning 45 (1): 5-32. doi:10.1023/A:1010933404324.

CBS (Central Bureau of Statistics). 1979. Kenya Population Census 1979 Volume 1. Nairobi: Central Bureau of Statistics
(CBS), Ministry of Economic Planning and Development, Government of Kenya.

CBS (Central Bureau of Statistics). 2001. 1999 Population and Housing Census: Counting Our People for Development.
Volume 1: Population Distribution by Administrative Areas and Urban Centres. Nairobi: Central Bureau of Statistics
(CBS), Ministry of Finance and Planning, Government of Kenya.

Colony & Protectorate of Kenya. 1953. Report on the Census of the Native Population of Kenya Colony and Protectorate
Taken on the Night of the 25th February 1948. Nairobi: Government Printer.

Deville, P, C. Linard, S. Martin, M. Gilbert, F. R. Stevens, A. E. Gaughan, V. D. Blondel, and A. J. Tatem. 2014.
“Dynamic Population Mapping Using Mobile Phone Data.” Proceedings of the National Academy of Sciences of
the United States of America 111 (45): 15888-15893. doi:10.1073/pnas.1408439111.

Dobson, J. E,, E. A. Bright, P. R. Coleman, R. C. Durfee, and B. A. Worley. 2000. “LandScan: A Global Population
Database for Estimating Populations at Risk.” Photogrammetric Engineering and Remote Sensing 66 (7): 849-857.

Doxsey-Whitfield, E., K. MacManus, S. B. Adamo, L. Pistolesi, J. Squires, O. Borkovska, and S. R. Baptista. 2015.
“Taking Advantage of the Improved Availability of Census Data: A First Look at the Gridded Population of the
World, Version 4.” Papers in Applied Geography 1 (3): 226-234. doi:10.1080/23754931.2015.1014272.

Elvidge, C. D., J. Safran, B. Tuttle, P. Sutton, P. Cinzano, D. Pettit, ]. Arvesen, and C. Small. 2007. “Potential for Global
Mapping of Development Via a Nightsat Mission.” GeoJournal 69 (1-2): 45-53. doi:10.1007/s10708-007-9104-x.

Esch, T., M. Marconcini, A. Felbier, A. Roth, W. Heldens, M. Huber, M. Schwinger, H. Taubenbdck, A. Miiller, and S.
Dech. 2013. “Urban Footprint Processor — Fully Automated Processing Chain Generating Settlement Masks
from Global Data of the TanDEM-X Mission.” IEEE Geoscience and Remote Sensing Letters 10 (6): 1617-1621.
doi:10.1109/LGRS.2013.2272953.


www.worldpop.org
www.worldpop.org
http://sedac.ciesin.org/gpw/docs/gpw3_documentation_final.pdf
http://sedac.ciesin.org/gpw/docs/gpw3_documentation_final.pdf
https://doi.org/10.1007/s10708-007-9105-9
https://doi.org/10.1007/s10708-007-9105-9
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1073/pnas.1408439111
https://doi.org/10.1080/23754931.2015.1014272
https://doi.org/10.1007/s10708-007-9104-x
https://doi.org/10.1109/LGRS.2013.2272953

1028 (&) C.LINARDETAL.

Esch, T., M. Marconcini, D. Marmanis, J. Zeidler, S. Elsayed, A. Metz, A. Miiller, and S. Dech. 2014. “Dimensioning
Urbanization - An Advanced Procedure for Characterizing Human Settlement Properties and Patterns Using
Spatial Network Analysis.” Applied Geography 55: 212-228. doi:10.1016/j.apgeog.2014.09.009.

Freire, S., K. MacManus, M. Pesaresi, E. Doxsey-Whitfield, and J. Mills. 2016. “Development of New Open and Free
Multi-temporal Global Population Grids at 250 m Resolution.” Proceedings of the 19th AGILE conference on geo-
graphic information science, June 14-17, Helsinki.

Gaughan, A. E,, F. R. Stevens, Z. Huang, J. J. Nieves, A. Sorichetta, S. Lai, X. Ye, et al. 2016. “Spatiotemporal Patterns of
Population in Mainland China, 1990 to 2010.” Scientific Data 3: 160005. doi:10.1038/sdata.2016.5.

Gaughan, A. E, F. R. Stevens, C. Linard, P. Jia, and A. J. Tatem. 2013. “High Resolution Population Distribution Maps
for Southeast Asia in 2010 and 2015.” PLoS ONE 8 (2): €55882. doi:10.1371/journal.pone.0055882.

Gaughan, A. E,, F. R. Stevens, C. Linard, N. N. Patel, and A. J. Tatem. 2014. “Exploring Nationally and Regionally
Defined Models for Large Area Population Mapping.” International Journal of Digital Earth, 1-18. doi:10.1080/
17538947.2014.965761.

Goldewijk, K. K., A. Beusen, and P. Janssen. 2010. “Long-term Dynamic Modeling of Global Population and Built-up
Area in a Spatially Explicit Way: HYDE 3.1.” The Holocene 20 (4): 565-573. d0i:10.1177/0959683609356587.

Goldewijk, K. K., A. Beusen, G. Van Drecht, and M. De Vos. 2011. “The HYDE 3.1 Spatially Explicit Database of
Human-induced Global Land-use Change Over the Past 12,000 Years.” Global Ecology and Biogeography 20 (1):
73-86. doi:10.1111/j.1466-8238.2010.00587 x.

Hay, S. 1, C. A. Guerra, A. J. Tatem, A. M. Noor, and R. W. Snow. 2004. “The Global Distribution and Population at
Risk of Malaria: Past, Present, and Future.” The Lancet Infectious Diseases 4 (6): 327-336. doi:10.1016/S1473-3099
(04)01043-6.

KNBS (Kenya National Bureau of Statistics). 2010. The 2009 Kenya Population and Housing Census. Nairobi: Kenya
National Bureau of Statistics.

Lahmeyer, J. 2004. Populstat Database. Growth of the Population Per Country in a Historical Perspective, Including
Their Administrative Divisions and Principal Towns. http://www.populstat.info/.

Lehner, B., K. Verdin, A. Jarvis, and W. W. Fund. 2006. HydroSHEDS Technical Documentation (P. 27). World
Wildlife Fund.

Liaw, A., and M. Wiener. 2002. “Classification and Regression by RandomForest.” R News 2/3: 18-22.

Linard, C., M. Gilbert, R. W. Snow, A. M. Noor, and A. J. Tatem. 2012. “Population Distribution, Settlement Patterns
and Accessibility Across Africa in 2010.” Edited by Guy J.-P. Schumann. PLoS ONE 7 (2): e31743. doi:10.1371/
journal.pone.0031743.

Linard, C., M. Gilbert, and A. J. Tatem. 2011. “Assessing the Use of Global Land Cover Data for Guiding Large Area
Population Distribution Modelling.” GeoJournal 76: 525-538. d0i:10.1007/s10708-010-9364-8.

Linard, C.,, and A. J. Tatem. 2012. “Large-scale Spatial Population Databases in Infectious Disease Research.”
International Journal of Health Geographics 11 (1): 7. doi:10.1186/1476-072X-11-7.

Linard, C., A. J. Tatem, and M. Gilbert. 2013. “Modelling Spatial Patterns of Urban Growth in Africa.” Applied
Geography 44: 23-32. doi:10.1016/j.apgeog.2013.07.009.

MEPD (Ministry of Economic Planning and Development). 1981. Kenya Population Census, 1979. Volume I. Nairobi:
Central Bureau of Statistics, Ministry of Economic Planning and Development, Government of Kenya.

MFEP (Ministry of Finance & Economic Planning). 1964. Kenya Population Census, 1962: Advance Report of Volumes
I and II. Nairobi: Economic and Statistics Division, Ministry of Finance & Economic Planning, Government of
Kenya.

MFEP (Ministry of Finance & Economic Planning). 1970. Kenya Population Census, 1969: Volume I. Nairobi: Statistics
Division, Ministry of Finance & Economic Planning, Government of Kenya.

NGA. 2005. Vector Map (VMap) Level 0. National Geospatial-Intelligence Agency (NGA). http://geoengine.nga.mil/
geospatial/SW_TOOLS/NIMAMUSE/webinter/rast_roam.html.

Noor, A. M., D. K. Kinyoki, C. W. Mundia, C. W. Kabaria, ]. W. Mutua, V. A. Alegana, I. S. Fall, and R. W. Snow. 2014.
“The Changing Risk of Plasmodium Falciparum Malaria Infection in Africa: 2000-10: A Spatial and Temporal
Analysis of Transmission Intensity.” The Lancet 383 (9930): 1739-1747. doi:10.1016/S0140-6736(13)62566-0.

OSM. 2015. “OpenStreetMap Base Data.” OpenStreetMap.org.

Patel, N. N., E. Angiuli, P. Gamba, A. E. Gaughan, G. Lisini, F. R. Stevens, A. J. Tatem, and G. Trianni. 2015.
“Multitemporal Settlement and Population Mapping from Landsat Using Google Earth Engine.” International
Journal of Applied Earth Observation and Geoinformation 35 (Part B): 199-208. doi:10.1016/j.jag.2014.09.005.

Pesaresi, M., D. Ehrlich, S. Ferri, A. Florczyk, S. Freire, S. Halkia, M. J. Andreea, T. Kemper, P. Soille, and V. Syrris.
2016. Operating Procedure for the Production of the Global Human Settlement Layer from Landsat Data of the
Epochs 1975, 1990, 2000, and 2014. EUR - Scientific and Technical Research Reports. Publications Office of the
European Union. JRC97705. http://publications.jrc.ec.europa.eu/repository/handle/111111111/40182.

Pesaresi, M., G. Huadong, X. Blaes, D. Ehrlich, S. Ferri, L. Gueguen, M. Halkia, et al. 2013. “A Global Human
Settlement Layer from Optical HR/VHR RS Data: Concept and First Results.” IEEE Journal of Selected Topics in
Applied Earth Observations and Remote Sensing 6 (5): 2102-2131. doi:10.1109/J]STARS.2013.2271445.


https://doi.org/10.1016/j.apgeog.2014.09.009
https://doi.org/10.1038/sdata.2016.5
https://doi.org/10.1371/journal.pone.0055882
https://doi.org/10.1080/17538947.2014.965761
https://doi.org/10.1080/17538947.2014.965761
https://doi.org/10.1177/0959683609356587
https://doi.org/10.1111/j.1466-8238.2010.00587.x
https://doi.org/10.1016/S1473-3099(04)01043-6
https://doi.org/10.1016/S1473-3099(04)01043-6
http://www.populstat.info/
https://doi.org/10.1371/journal.pone.0031743
https://doi.org/10.1371/journal.pone.0031743
https://doi.org/10.1007/s10708-010-9364-8
https://doi.org/10.1186/1476-072X-11-7
https://doi.org/10.1016/j.apgeog.2013.07.009
http://geoengine.nga.mil/geospatial/SW_TOOLS/NIMAMUSE/webinter/rast_roam.html
http://geoengine.nga.mil/geospatial/SW_TOOLS/NIMAMUSE/webinter/rast_roam.html
https://doi.org/10.1016/S0140-6736(13)62566-0
https://doi.org/10.1016/j.jag.2014.09.005
http://publications.jrc.ec.europa.eu/repository/handle/111111111/40182
https://doi.org/10.1109/JSTARS.2013.2271445

INTERNATIONAL JOURNAL OF DIGITAL EARTH 1029

Snow, R. W., P. Amratia, C. W. Kabaria, A. M. Noor, and K. Marsh. 2012. “The Changing Limits and Incidence of
Malaria in Africa” Advances in Parasitology 78: 169-262. http://linkinghub.elsevier.com/retrieve/pii/
B9780123943033000104.

Stevens, F. R., A. E. Gaughan, C. Linard, and A. J. Tatem. 2015. “Disaggregating Census Data for Population Mapping
Using Random Forests with Remotely-sensed and Ancillary Data.” PLoS ONE 10 (2): €0107042. doi:10.1371/
journal.pone.0107042.

Sutton, P., D. Roberts, C. Elvidge, and K. Baugh. 2001. “Census from Heaven: An Estimate of the Global Human
Population Using Night-time Satellite Imagery.” International Journal of Remote Sensing 22 (16): 3061-3076.
doi:10.1080/01431160010007015.

Tatem, A. J., P. W. Gething, D. L. Smith, and S. I. Hay. 2013. “Urbanization and the Global Malaria Recession.”
Malaria Journal 12 (1): 133. doi:10.1186/1475-2875-12-133.

United Nations Population Division. 2014. World Urbanization Prospects: The 2014 Revision. New York: United
Nations. https://esa.un.org/unpd/wup/.


http://linkinghub.elsevier.com/retrieve/pii/B9780123943033000104
http://linkinghub.elsevier.com/retrieve/pii/B9780123943033000104
https://doi.org/10.1371/journal.pone.0107042
https://doi.org/10.1371/journal.pone.0107042
https://doi.org/10.1080/01431160010007015
https://doi.org/10.1186/1475-2875-12-133
https://esa.un.org/unpd/wup/

	Abstract
	1. Introduction
	2. Materials and methods
	2.1. Previously used methods
	2.2. Study area
	2.3. Census population data
	2.4. Settlement extents
	2.5. Other geospatial datasets
	2.6. Population modelling approach

	3. Results
	4. Discussion
	Acknowledgements
	Disclosure statement
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.245 841.846]
>> setpagedevice


