
Rapid evolution of hosts begets species diversity at the
cost of intraspecific diversity
Jens Frickela,1, Loukas Theodosioua, and Lutz Becksa,2

aCommunity Dynamics Group, Department Evolutionary Ecology, Max Planck Institute for Evolutionary Biology, 24306 Plön, Germany

Edited by Daniel E. Dykhuizen, Stony Brook University, Stony Brook, NY, and accepted by Editorial Board Member Daniel L. Hartl September 7, 2017 (received
for review February 2, 2017)

Ecosystems are complex food webs in which multiple species
interact and ecological and evolutionary processes continuously
shape populations and communities. Previous studies on eco-
evolutionary dynamics have shown that the presence of intraspe-
cific diversity affects community structure and function, and that
eco-evolutionary feedback dynamics can be an important driver
for its maintenance. Within communities, feedbacks are, however,
often indirect, and they can feed back over many generations.
Here, we studied eco-evolutionary feedbacks in evolving commu-
nities over many generations and compared two-species systems
(virus–host and prey–predator) with a more complex three-species
system (virus–host–predator). Both indirect density- and trait-
mediated effects drove the dynamics in the complex system, where
host–virus coevolution facilitated coexistence of predator and virus,
and where coexistence, in return, lowered intraspecific diversity of
the host population. Furthermore, ecological and evolutionary dy-
namics were significantly altered in the three-species system com-
pared with the two-species systems. We found that the predator
slowed host–virus coevolution in the complex system and that the
virus’ effect on the overall population dynamics was negligible when
the three species coexisted. Overall, we show that a detailed under-
standing of the mechanism driving eco-evolutionary feedback dy-
namics is necessary for explaining trait and species diversity in
communities, even in communities with only three species.
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The entanglement of ecology and evolution has been empha-
sized in numerous studies (1–6). Controlled laboratory

studies showed that ecological and evolutionary processes are
often intertwined on one timescale, resulting in feedbacks in
which ecology affects evolution and evolution affects ecology
(eco-evolutionary feedback). Experimental studies using sim-
ple systems with two interacting species showed, for example,
that eco-evolutionary dynamics can control the ecological sta-
bility and maintenance of phenotypic and genetic diversity
within populations (2, 7). With only two interacting species,
feedback loops are necessarily immediate and direct. There are,
however, more possibilities for eco-evolutionary effects with in-
creasingly more interacting species and populations by changing the
potential for rapid adaptive evolutionary responses (8–11) and for
direct and indirect species interactions (12).
Indirect feedbacks can occur through density and trait-related

changes of the members within the community (13). Density-
mediated indirect effects occur when the ecological or evolu-
tionary dynamics of one or more species are driven by a change
in the density of other organisms that are not directly interacting
(14). In contrast, trait-mediated indirect effects result from
evolutionary changes in a heritable trait. Trait-mediated indirect
effects occur when the presence of a second species drives evo-
lutionary changes of such a trait, which affects other members of
the community as well as their interactions (13, 15). Within the
context of eco-evolutionary dynamics, such indirect effects can
be key processes, as they can result in cascading effects across
trophic levels, resulting in feedbacks between ecology and evo-
lution, often with delays over many generations (12, 16).

Studies on eco-evolutionary dynamics in multispecies and
natural communities showed that differentially (locally) adapted
genotypes or ecotypes can lead to cascading effects throughout
the whole community, eventually altering the functioning and
structure of communities (17–19). Whereas these studies clearly
show an effect from evolution onto the ecology of the community,
they rarely test for a feedback resulting from the altered community
to the evolutionary processes. The few studies allowing for such
feedback dynamics represent (19), however, only a snapshot of
potentially continuous feedback between ecology and evolution, as
they consider short timescales of mostly two generations of the focal
species. In this regard, potential consequences for ecological and
evolutionary processes lasting multiple generations are, so far,
overlooked (e.g., apparent competition, extinction or changes in
rates or patterns of evolution). Therefore, the underlying mecha-
nisms of eco-evolutionary feedback dynamics and their effects on
species interactions in complex systems remain unclear. In addition
to studies manipulating natural populations, experimental tests ac-
counting for these multigenerational effects in communities with
direct and indirect species interactions are thus critical to un-
derstand eco-evolutionary dynamics.
In this study, we have the advantage of using simple laboratory

experiments, with which we can measure eco-evolutionary dy-
namics in a controlled way. Our set-up enabled us to identify and
distinguish direct and indirect effects on species interactions over
many generations (>100). Specifically, we asked whether and
how direct and indirect effects control feedbacks between ecol-
ogy and evolution, and whether these effects are important for
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coexistence of multiple species and the pattern and rates of co-
evolution. We manipulated food web composition in a factorial
design with three experimental set-ups: predator–prey or host–
virus communities and communities in which predator and virus
competed for the same resource (prey = host), with possible
indirect effects through apparent competition. For each experi-
mental community, three replicated continuous cultures (che-
mostats) were started from the same isogenic clone of the asexually
reproducing algae Chlorella variabilis (Materials and Methods).
After an initial growth period of the algae of 12 days, an asex-
ually reproducing rotifer clone (Brachionus calyciflorus) was
added as a predator (predator–prey system), an isogenic strain of
a double-stranded DNA virus (Chlorovirus PBCV-1) was added
as viral parasite (host–virus system), or both the rotifer and
virus were added as competing consumers at the same time
(complex system).
We followed the population densities and the evolution of an

antipredator defense trait in the prey populations for 90 days
(∼100 host generations) and measured coevolution between host
and virus at 11 time points (20, 21). Our measures of evolu-
tionary change are based on the notion that evolutionary change
in the host or virus population is the result of selection of indi-
viduals through variation in fitness associated with a phenotype.
The evolutionary change results, then, from differences in birth
and death rates of different phenotypes, depending on the pre-
vailing selection, although the underlying genotype of similar
phenotypes might differ. Overall, applying a comparative ex-
perimental evolution approach allowed us to study all direct and
indirect effects of eco-evolutionary dynamics.

Results and Discussion
Predator–Prey System. When exploring the population dynamics
in the predator–prey systems over time (Fig. 1 A–C), we ob-
served continuous one-quarter-phase lags (0.28 ± 0.1; Methods
and Fig. S1) between predator and prey population densities. We
tracked the evolution of prey in the predator–prey system by

following the evolution of growth in colonies from the ancestral
single-celled algae, a key morphological trait in the algal pop-
ulation over time. The evolution of colonies in response to
zooplankton grazing has been shown previously in different algal
species (7, 22, 23), but we found no notable changes in average
colony sizes over time (Fig. S2). It is, however, possible that the
algae evolved a different defense against predation by rotifers;
for example, by alterations in the cell wall (24). Previous work
showed that evolution in the prey population can lead to sig-
nificant changes in the predator–prey dynamics over time,
resulting in a change of phase shifts of predator and prey cycles
(2, 25) or in a shift from cyclic to steady-state dynamics (7).
When the effect of evolutionary change in the prey would be
important in our experiment, we would expect to find consistent
and significant deviations from one-quarter-phase shifts between
predator and prey densities over time. We used time series
analysis of the predator and prey dynamics and observed such a
change in only one replicate of the predator–prey dynamics to-
ward the end of the experiment (Fig. 1A and Fig. S1A). For all
other time points and for the whole time series of the other two
replicates, we observed no deviations from the one-quarter-
phase lags (Fig. S1A). Therefore, we conclude that the dynam-
ics were mainly driven by ecology, and evolution played no or
only a minor role toward the end of the experiment (25).

Host–Virus System. In contrast, the initial damped cycling of
populations in the host–virus systems changed to more stable
dynamics without cycling (∼day 45). Such change in dynamics
suggests evolution was important in the system. Indeed, the
population dynamics here were driven by both ecological and
evolutionary changes (details discussed in ref. 21). We used time-
shift experiments to track coevolution between host and virus by
isolating individual host clones from different time points during
the experiments and exposing them to virus populations isolated
from their relative past and future. This enabled us to estimate
when hosts evolved resistance to a particular virus population

Fig. 1. Population dynamics of predator–prey (A–C), host–virus (D–F), and complex system with host, virus, and predator (G–I). Green, algae; blue, virus;
orange, rotifer. (A–C) Predator (rotifer) and prey (algae) show classic predator–prey cycles in which the predatory rotifer lags behind the prey with lag of
0.28 ± 0.1 of a period. (D–F) Host (algae) and virus show initial damped oscillations followed by a more stable period (∼day 45), with algae increasing to high
densities and virus decreasing to low densities. (G–I) Predators showed one initial cycle (∼day 15) and went extinct thereafter. The remaining host–virus
dynamics oscillated, followed by stabilization (∼day 45). The predator was added again at day 57, and both predator and virus coexisted with the algae and
showed cycling population densities with a phase-shift of 0.19 ± 0.1.
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and when virus evolved to infect previously resistant hosts again.
These assays were performed after keeping isolated host clones
for multiple generations without the virus, confirming resistance
was a heritable trait. We used these data to estimate host re-
sistance range (i.e., the number of virus populations a host is
resistant to, calculated for 10 host clones per time point). Fur-
ther, as host resistance is a heritable phenotype, we used host
resistance range to estimate phenotypic diversity in the host
population over time. Our diversity estimate is likely an un-
derestimation because different genotypes might produce the
same phenotypes, and we only consider 11 time points here.
Initial damped population oscillations (Fig. 1 D–F; ∼day 12–

45) were the result of rapid coevolution between host and virus.
Host and virus coevolved through arms race dynamics (ARD)
with increasing resistance and infectivity ranges during this pe-
riod. Testing resistance of algal host clones against virus revealed

the typical pattern for ARD; average resistance against the virus
is low for hosts isolated from time points before the virus and
high for hosts isolated from future time points relative to the virus
(Fig. 2A; linear model, time shift: F1,13 = 103; P = 1.5 × 10−7).
The same pattern was found when examining virus population
infectivity evolution (Fig. 2B; linear model, time shift: F1,13 = 79;
P = 6.7 × 10−7).
The host–virus population oscillations stabilized (Fig. 1 D–F;

∼day 45) after several rounds of coevolution through the evo-
lution of a general resistant host. This host could not be infected
by any virus coming from past, contemporary, or future time
points (Fig. 3A; average host resistance range approaches max-
imum). A trade-off between host resistance and per capita
growth rate (Fig. 3B) maintained diversity in the host population
for the rest of the experiment (Fig. 3C), where general resistant
hosts coexisted with less resistant hosts (Fig. 3A). A population

Fig. 2. Algae–virus coevolution dynamics in host–virus (black) and complex system (orange). (A) Host resistance evolution for host–virus and complex system
showing directional selection for increasing host resistance until the evolution of a general resistance host. Contemporary hosts (0), hosts from one or two
time points in the future (+1, +2) and past (−1, −2) were exposed to contemporary virus populations (10 host clones were used from up to seven time points
depending when the general resistant host evolved (host–virus systems: days 0, 13, 17, 27, 33, 45 for Fig. 1D; 0, 14, 22, 29, 32 for Fig. 1E; 0, 14, 20, 27, 37, 45,
51 for Fig. 1F; and complex systems: days 0, 17, 25, 31, 37, 45 for Fig. 1G; 0, 14, 27, 39, 45 for Fig. 1H; 0, 14, 25, 31, 39, 45 for Fig. 1I); shown are averages for all
time points from three replicate chemostats + SD). (B) Virus evolution shows directional selection for increasing infectivity for host–virus (black) and complex
system (orange). Contemporary virus (0), virus populations from one or two time points in the future (+1, +2) and past (−1, −2) were exposed to host clones
(10 host clones were used from the same time points as Fig. 1A; shown are averages for all times from three replicate chemostats + SDs).

Fig. 3. Evolution of host resistance range (A), growth-resistance trade-off (B), and host diversity (C) in host–virus (gray/black) and complex system (orange).
(A) Average host resistance range (from 10 clones per chemostat and time points) increased over time from susceptible (0 = nonresistant) to maximum (1 =
general resistant host), but did not reach 1 as general resistant hosts coexisted together with less resistant host clones. Host resistance range increased
significantly different between two systems. Orange boxes represent periods in which predator was present in the complex system. (B) Host per capita growth
rate (±SEM) decreased with increasing host resistance range. The trade-off observed in the host–virus (gray) and complex system (orange) was not signifi-
cantly different (only hosts from days 0–58 for the host–virus and complex system). (C) Average diversity of host resistance ranges over time. Dashed hori-
zontal lines show averages for the period when general resistant host was first detected until day 57 and for the period after the predator was added to the
complex system. Host diversity was high in both the host–virus and complex system period before the predator was added, but was significantly reduced after
the predator was added to the complex system (n = 3). All error bars show SDs.

Frickel et al. PNAS | October 17, 2017 | vol. 114 | no. 42 | 11195

EV
O
LU

TI
O
N



of virus remained in the chemostats at low numbers, indicating
the virus is a stable member of the community consuming the
less resistant hosts.

Complex System. In the complex systems in which both consumers
were added initially, the predator population went extinct after
one initial cycle in all replicates (∼day 16; Fig. 1 G–I) because of
a complete niche overlap with the virus. The virus had a fitness
advantage, as they could survive at low algal densities (below
detection limit), whereas rotifers went extinct as they starved and
could not reproduce at the low algae densities. The following
host–virus dynamics were relatively similar to the host–virus
system, with initial population oscillations resulting from ARD
(Figs. 2 and 3A; linear model infectivity: F1,13 = 53, P = 6.1 × 10−6;
linear model resistance: F1,13 = 35, P = 5.7 × 10−5) followed by
stabilization and the evolution of a general resistant host.
When the population dynamics stabilized after the evolution

of the general resistance host, we tested whether the predator
would go extinct again or could coexist with the virus and algae.
Therefore, we added the predator again to the complex system at
day 57 (Figs. 1 G–I and 4). We found that all three species could
now coexist, which is unlikely to be attributed to differences in
the prey population size at times of inoculation but, rather, to an
indirect evolutionary effect. With a population size effect, we
would have seen predator extinction in the predator–prey system
as well, as prey densities were similar in all chemostats before the
addition of the consumers at the start of the experiment.

Indirect Effects.During the period when the predator was extinct,
a general resistant host evolved and decreased the effect of the
virus on the host population size. When reintroducing the
predator to the system, the host population could support both
consumers. Hence, previous coevolution between host and virus
(coevolution-past) indirectly affected coexistence and commu-
nity structure by reducing the niche overlap between rotifer and
virus in accordance with the current theory on coexistence (26).
Although the predators went extinct after one cycle, they af-

fected the ecology of algae and virus until after their extinction.
We found that the algal densities in the complex system were
reduced to lower densities (below detection limit) compared with
those of the host–virus system (∼1,250 cells/mL), which was a
direct effect of the presence of predators. Furthermore, even
though the predator was extinct, subsequent virus densities
reached significantly lower densities in the complex system
compared with the host–virus system (t test: comparing maxi-
mum virus densities before algal population growth >0 after vi-
rus addition, t = 7.75; df = 2; P = 0.016). Thus, the predator had
an indirect density-mediated effect on the virus population by
reducing its resource.
In addition to direct and indirect effects on ecology, the initial

presence of predators also affected the coevolutionary dynamics
between algae and virus in the complex system. We found that algal
populations in the complex system recovered significantly slower
(t test: number of days till algal populations growth >0 after virus
addition, t = 4.16; df = 4; P = 0.014). Algal population recovery was
only possible because of the evolution of host resistance as all initial
hosts from the start of the experiment were susceptible.
When comparing the evolution of host resistance range in the

complex system with that of the host–virus system, we found that
host resistance range increased in both the host–virus and
complex systems (Fig. 3A; linear model: test host resistance
range over time, F1,642 = 484.18; P < 0.001), but was significantly
different and delayed in the complex system (Fig. 3A; linear
model: F3,642 = 22.059; P < 0.001). The sole past presence of the
predator affected the evolutionary dynamics between host and
virus indirectly by delaying them in two ways. First, predation-
past reduced the host population size. As population size directly
determines mutation supply in a population, and resistance
evolution was de novo, the slower emergence of potential new
adaptive mutations slowed down coevolution, consistent with
general theory on evolutionary rescue (27). In addition, resistance

mutations that occurred before the addition of the consumer might
have been lost or reduced to very low numbers in the complex
system as the predator consumed algae irrespectively, whether they
are resistant or sensitive to the virus. Second, predation-past de-
creased the population densities of the virus. As both host and virus
densities were decreased, encounter rates between the antagonists
were lower and changed selection for resistance (Fig. 2A). This
difference was, in particular, apparent at low population sizes of
host and virus as selection reversed, favoring lower resistance ranges
of the host (for estimates and comparisons of selection strength, see
Fig. S3 and Table S1). Overall predation-past slowed down co-
evolution and caused an indirect eco-evolutionary feedback by al-
tering future population and coevolutionary dynamics lasting
multiple generations. Interestingly, the differences in selection
over time did not change the overall ARD [Fig. 2; ANOVA for
interaction timeshift × treatment (complex or host–virus system)
resistance: F1,26 = 3.86, P = 0.06; ANOVA for interaction
timeshift × treatment infectivity: F1,26 = 3.27, P = 0.08.

Species and Phenotypic Host Diversity. Similar to the host–virus
system, a trade-off between host resistance and per capita growth

Fig. 4. Population dynamics of complex system when host, virus, and
predator coexist (day > 57). Population densities are scaled to their maxi-
mum; green, algae; blue, virus; orange, rotifers. A–C correspond to Fig. 1 G–I.
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rates evolved in the complex system (not significantly different
between the two systems: linear model: F1,346 = 3.56; P = 0.06;
Fig. 3B). Here again, the trade-off maintained phenotypic di-
versity based on host resistance ranges in which the general re-
sistant hosts coexisted with less resistant hosts, but only until the
time point at which the predator was added again to the complex
system. From this point, host diversity was significantly reduced
compared with the host–virus system (Fig. 3C; t test compare
host diversity after adding the predator: t = 3.76; df = 21.83; P =
0.001), which resulted from a trait-mediated indirect effect.
Specifically, we found that nonresistant hosts grew mainly as
single cells, but with increasing resistance ranges, hosts grew in
increasingly larger colonies (linear model: F1,68 = 51.5; P <
0.001; Figs. S2 and S4). The filter feeding rotifers consumed
general resistant cells (larger colonies) at significantly lower rates
than nonresistant host cells (linear model: F1,33 = 45.07; P <
0.001; Fig. S5). Thus, general resistant hosts were simultaneously
less vulnerable to predation and the predator selected for the
same algal phenotypes as the virus, thereby reducing phenotypic
diversity in the host population.
Coexistence of the two consumers also had effects on the

population dynamics (Figs. 1 G–I and 4). We tested how virus
and predator densities and average colony size cycled relative to
algal densities (host/prey) by inspecting the time series data when
all three species coexisted and by using wavelet-coherence
analysis. We found that algae and rotifers cycled with a phase-
shift of 0.19 ± 0.1; that is, the maximum in the rotifers occurred
∼1/4 of a period after the maximum in the algae population.
Therewith, predator–prey phase-shifts were similar to phase
shifts of the predator–prey system (0.28 ± 0.1) and different from
the stable dynamics of the host population in the host–virus
system after the evolution of the generalist (Fig. 1 D–F). The
virus populations’ maxima occurred between the maxima of the
algae and the predator in the complex system (algae and virus
phase shift: 0.10 ± 0.14) and the maxima of the mean clump size
were found just after the maximum in the algae (algae and clump
size phase shift: 0.03 ± 0.17); that is, when virus and the rotifer
densities started to increase again, the latter increases with a delay.

Conclusions
Our results confirm that eco-evolutionary dynamics can result in
cascading effects within food webs (28–30) and that selection of
parasitism and predation together shape evolutionary and eco-
logical responses (10, 31–34), which are intertwined on one
timescale. Here, however, we go significantly beyond findings of
previous studies by disentangling the direct and indirect links
between the ecological and evolutionary dynamics. Doing so, we
show how direct and indirect effects of predation, predation-past
and coevolution-past, have consequences for eco-evolutionary
dynamics that only become visible after several generations.
Our results support the finding of a recent experimental evolu-
tion study, which showed the importance of evolutionary history
for invasion success (35). Importantly, we demonstrate that in-
direct density and trait-mediated effects are crucial for our un-
derstanding of the maintenance of diversity, as we observed here
a shift from trait diversity maintained within the host popula-
tion (host resistance phenotypes) to diversity at the species
level (coexistence of predator and prey) through complex eco-
evolutionary dynamics. Predation-past altered selection on hosts
and coevolution between host and virus, and subsequent co-
evolution affected coexistence of the virus and predator. Thus,
the consequences and type of indirect effects (trait- and density
mediated) changed over time as a result of the continuous
evolving food web, showing that even in a food web with only
three interacting species, predicting the eco-evolutionary dy-
namics and feedbacks represents a major challenge. Interest-
ingly, the virus did not have a major effect on the dynamics of the
host and predator when the three species coexisted, as algae and
predator were cycling in a similar way as the predator–prey sys-
tem. Coexistence of multiple consumers was, however, at the
cost of phenotypic diversity within the algal population. Thus,

understanding eco-evolutionary dynamics through direct and
indirect species interactions, and the underlying mechanisms, is
essential to understand community structure and diversity.

Materials and Methods
Chemostat Cultures. Continuous flow-through experimental systems con-
sisted of 500-mL glass bottles containing 400 mL sterile Bold’s basal medium,
where nitrate was replaced by ammonium chloride. Sterile air and medium
were supplied continuously at a rate of 10% per day. The cultures were
maintained at 20 °C with continuous light and were mixed by stirring. One
isogenic clone of Chlorella variabilis (strain NC64A) was used to start all
chemostat cultures. As such, all evolutionary changes observed in this study
are a result of de novo adaptations. For each experimental system, the iso-
genic consumers (predator, virus or both) were added at day 12 in three
replicated chemostat cultures (per treatment). Purified and concentrated
virus was used to inoculate the chemostats. Predators were added from a
stock culture containing asexual rotifers (Brachionus calyciflorus) with
Chlorella variabilis as resource. The rotifers were cleaned from algae before
adding to the chemostats by filtering and starving overnight.

Population Dynamics. Samples for assessing population densities were taken
daily using standard sterile methods. Algal and rotifer densities were enu-
merated in live samples (7, 21). Samples for assessing virus densities were
filtered through a 0.45-μm cellulose syringe filter, the filtrate fixed with
1:100 glutaraldehyde and stored at −80 °C after freezing in liquid nitrogen.
Virus densities were counted by flow cytometry (21, 36).

Time-Shift Experiments. Time-shift experiments were performed as described
in Frickel et al. (21). Briefly, during experiments, algal and virus samples were
stored (algae: agar plates, virus: at 4 °C after filtering through 0.45 μm cel-
lulose filter). From each chemostat, 11 time points were used to perform
time-shift experiments (corresponding to the data points in Fig. 2A). Per
time point, 10 random algal clones were picked from the agar plates and
cultured in batch culture. Each algal clone was diluted to equal densities and
challenged to the virus population (virus densities diluted to a MOI of
0.01 particles per algal cell, four technical replicates per combination) from
each time point separately [11 time points × 10 algal clones per time point ×
11 virus populations = 1,210 combinations per chemostat; note that for one
replicate of the complex system, only 10 time points were used for the virus,
as virus concentrations were too low for the time shift (time point 2, day 14)]
in 96-well plates. Growth rates of algae exposed to the virus were calculated
on the basis of OD measurements after 0 and 72 h. Resistant algal clones
should have similar growth rates to the controls, where host clones grew
without the addition of virus, susceptible algal clones should have zero or
negative growth; that is, they could not successfully replicate in the presence
of this particular virus. Because the experimental system requires assays in
liquid cultures and measuring optical densities and zero growth is difficult to
detect (e.g., because the lysed cells still absorb some light), we assessed
whether the algal clones were resistant or susceptible to a particular virus
population through comparing the mean growth rate plus two SDs of four
technical replicates to the mean growth rate minus two SDs of the control. If
the virus treatment value was smaller than the control, the algal clone was
considered susceptible to this particular virus population. If the virus treat-
ment value was greater or equal to the control, these algae were considered
resistant to this particular virus population (see Fig. S6 for an example).
Growth rates of susceptible clones were on average close to zero or negative
[susceptible: 0.035 ± 0.058; resistant: 0.180 ± 0.049 (mean ± SD)]. We further
confirmed for a subset of clones that a growth rate close to zero means virus
production, whereas the growth rates similar to the control without the
virus means virus production (Fig. S6).

Data Analysis. Data analyses were performed in Rstudio (37) and R (38), using
the lme4 package (39). Algal population recovery was compared between
systems by assessing the number of days until first positive growth of algae
after virus addition and performing Student’s t test after verifying equality
of variances (F2,2 = 0.75; P = 0.86). Maximum virus densities during this pe-
riod were compared between algae–virus and complex system after testing
equality of variances (F2,2 = 7.74; P = 0.0029), and performing a Student
t test corrected for unequal variances. Differences in average infectivity
(resistance) of virus (host) when exposed to hosts (virus) from past, the same,
and future time points were tested using linear models with time point
(−2, −1, 0, 1, 2) and treatment (host–virus or complex system) as factors. Host
resistance range was calculated as to how many virus populations (0–11) the
host was resistant to and was calculated for each host clone used in the
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time-shift experiment (10 host clones per time point). The average host re-
sistance range (of 10 clones and three replicates) was then normalized to a
maximum of 1 (1 = all host clones are resistant to all 11 virus populations;
general resistant host). A linear model was used to investigate host resistance
range evolution over time in the host–virus and complex system. Average host
resistance range (of three chemostats for the host–virus and complex system)
was used as response, with three polynomial terms fitted for time point (con-
tinuous) and experimental system as a factor (host–virus or complex system).

Previous work showed a trade-off between host resistance range and
growth rates in the host–virus system (21). We tested for a similar trade-off
between growth and host resistance in the complex system and looked for
significant differences in trade-off between the two systems. The analysis
was limited to hosts from time points before the predator was added for a
second time in the complex system. We used a linear model with host
growth rate as a response and tested for a correlation with host resistance
range (continuous variable) and tested for a different trade-off between
experimental systems (factor: host–virus or complex system).

Shannon index was calculated as a measure of diversity for the same time
points used in the time-shift experiment (based on the host resistance range of
10 host clones per time point). Diversity (after the evolution of a general resistant
host) between the two systemswas compared before and after the predator was
added a second time after testing and verifying equality of variance [equality of
variance, before predator: F5,5 = 1.92 (P = 0.49); after predator, F11,11 = 1.19
(P = 0.78)].

We assessed the average colony size of each host clone by counting average
colony size (number of cells per colony) of host clones used in the time-shift
experiments until the general resistant host evolved (in one host–virus chemostat
replicate, 10 host-clones per time point). We tested for a correlation between
host resistance and average colony size, using a linear model. To test for mor-
phological differences of algae in the predator–prey system, the average colony
size of algae was calculated from daily population-density counts and compared
among the predator–prey, host–virus, and complex systems. We used Kruskal-
Wallis rank sum tests, as variances across treatments were unequal.

We used wavelet coherence analysis (40) to determine phase shifts of
algae, virus, and rotifer populations, as well as mean colony size within one
chemostat, using the R package WaveletComp (41). Following standard
time-series analysis practices, we used detrended [pracma package (42)] and
smoothed time-series data [spline function in R (38), see Figs. S7 and S8 for
time-series]. This method allows measuring the local correlation between
two nonstationary time series over a specific period. Significances of phase-
shifts were assessed by testing the null hypothesis that phase relations are
not relevant at a certain time of the time-series by using a simulation al-
gorithm representing white noise [default methods in the WaveletComp
package (40)]. We used this method to detect significant phase shifts be-
tween the algae and rotifers in the predator–prey system (days 9–90) and
between algae, rotifers, virus, and mean clump size in the algae-virus system
(days 57–90). We extracted all phase angles located within significant re-
gions of the cross-wavelet spectra but outside the cone of influence.

Rotifer Ingestion Rates. To test the efficiency by which rotifers consumed the
general resistant and nonresistant host cells, the number of cells consumed by
predators was assessed over six concentrations of algal cells (from 1.3 to
3.8 ×106 cells/mL). For each concentration, five rotifers were added to 1 mL
algae in 24-well plates (three replicates per algal concentrations), and three
replicates of the same concentration served as control (no rotifers added).
We then calculated the number of cells consumed after 24 h by comparing
algal densities of controls with algal densities in the rotifer containing wells.
For all tests, algae were diluted in BBM without ammonium chloride to
minimize algal growth over the course of 24 h. A linear model was used to
test differences in number of algae consumed over the different concen-
trations between general resistant and nonresistant hosts.
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