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Abstract

Comparative protein structure modeling is a computational approach to build three-dimensional 

structural models for proteins using experimental structures of related protein family members as 

templates. Regular blind assessments of modeling accuracy have demonstrated that comparative 

protein structure modeling is currently the most reliable technique to model protein structures. 

Homology models are often sufficiently accurate to substitute for experimental structures in a wide 

variety of applications. Since the usefulness of a model for specific application is determined by 

its accuracy, model quality estimation is an essential component of protein structure prediction. 

Comparative protein modeling has become a routine approach in many areas of life science 

research since fully automated modeling systems allow also non-experts to build reliable models. 

In this manuscript, we describe practical approaches for automated protein structure modeling 

with SWISS-MODEL Workspace and the Protein Model Portal.
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1. Introduction

Knowing a protein’s three-dimensional structure is crucial for understanding its biological 

function at the molecular level. However, despite remarkable advances in protein structure 

determination by NMR and X-Ray crystallography, currently no experimental structural 

information is available for the vast majority of protein sequences resulting from large-scale 

genome sequencing and meta-genomics projects. To overcome this knowledge gap, over the 

past decades a wide variety of computational methods for predicting the structure of proteins 

have been developed. These methods differ significantly in their computational complexity, 

the range of proteins for which they can be applied, and the accuracy and reliability of the 

resulting models (1, 2). Here, we will focus on homology modeling (aka comparative or 

template based modeling), where a model for a protein of interest is constructed using 

structural information from homologous proteins (1–6). Regular blind assessment of 

prediction techniques has shown that comparative protein structure modeling is currently the 

only technique which is able to reliably provide models of high quality over a wide range of 
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size, while de novo prediction methods are limited to small proteins and peptides (7). On the 

other side, comparative modeling techniques are limited to cases for which suitable template 

structures can be indentified. For example, this poses a major limitation when modeling 

membrane proteins, which are underrepresented in today’s structure databases but embody 

the majority of pharmaceutically interesting drug targets (8). The usefulness of protein 

structure models has been demonstrated in a variety of biological applications (9–11), such 

as rational design of mutagenesis experiments (12), providing receptor models for virtual 

screening (13, 14), to develop strategies for protein engineering, or to support experimental 

structure solution by crystallography (15, 16) or electron microscopy (17–19).

Computational modeling has become a valuable tool to complement experimental 

elucidation of protein structures. To make 3-dimesional information accessible to a broad 

community of biomedical researchers on a whole-genome scale, automated modeling 

pipelines had to be developed which were stable, reliable, accurate and easy to use. Almost 

two decades ago the first automated modeling server - SWISS-MODEL - was made 

available on the Internet (20). Since then, many more services have been developed to model 

the structures of proteins in an automated manner (21, 22), e.g. ModWeb (23), Robetta (24), 

HHpred (25), I-TASSER (26), Pcons (27), PHYRE (28), or M4T (29). Recent method 

developments aim to include additional experimental constraints into the modeling 

procedures (17–19, 30), and to establish methods specialized in certain protein families such 

as GPCRs (31, 32) or Antibodies (33, 34).

One main objective for automating the principal steps of comparative protein structure 

modeling – template selection, target-template alignment, model building and model quality 

evaluation (Fig. 1) – is the need of making these technologies accessible to an audience of 

non experts in bioinformatics. This includes facilitating the usage of computational tools 

which otherwise required highly specialized technical skills, maintaining up-to-date 

modeling software, and managing large amounts of sequence and structural data stored in 

biological databases, which are needed to complete the modeling tasks. Secondly, due to the 

huge number of protein sequences whose structure has not yet been experimentally 

characterized, automated procedures are essential to cope with this flood of data, e.g. to 

increase the coverage of structural information for proteomes of whole organisms or families 

of proteins (20, 35–37). Finally, from a theoretical perspective, automatic procedures ensure 

the reproducibility of the modeling methods by excluding individual human bias, which is a 

pre-requisite for the assessment and comparison of their reliability and accuracy (22, 38).

Validating the quality of the obtained models is a central aspect of protein structure 

modeling. The quality of models determines their usefulness for specific applications in life 

science research (9). Scoring functions which aim to estimate the expected accuracy of a 

protein model are therefore crucial to judge if it would be suitable to address a specific 

biomedical question. A well known first estimate for the expected quality of a structural 

model is the sequence identity between the target and the template sequences, where in 

general higher sequence similarity leads to more accurate models since the evolutionary 

structural divergence will be smaller (39) and alignment errors less likely to occur (40). 

However, sequence identity is only a first indicator and depending on the specific protein at 

hand, accurate models can be achieved based on very low sequence identity templates, while 
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models based on medium sequence identity templates may contain significant errors. The 

development of more sophisticated scoring methods, taking into account various aspects of 

structural and sequence information in order to be able to judge the quality of obtained 

models (41–45), is currently matter of intensive research.

The SWISS-MODEL Server

Since the first release of the SWISS-MODEL server, the resource has evolved to reflect 

advances of modeling algorithms as well as Internet and web-technologies (46). The most 

recent version of the server is the SWISS-MODEL Workspace (47), a web based working 

environment, where users can easily compute and store the results of various computational 

tasks required to build homology models. In particular, the Workspace gives access to 

software and databases necessary to complete the four main steps of comparative modeling: 

(i) detection of experimental structures (templates) homologous to the protein of interest 

(target), (ii) alignment of the target and template(s) protein sequences, (iii) building of one 

or more models for the target protein (iv) and evaluation of the quality of the obtained 

model(s) (Fig. 1). In the fully “Automated” mode of SWISS-MODEL Workspace, the amino 

acid sequence (or the database accession code) of the protein of interest is sufficient as input 

to compute a structural model in a completely automated fashion. For non-trivial modeling 

cases, however, where the evolutionary distance between target and template is large, it is 

advisable to use the “Alignment” mode of the server, where a curated multiple sequence 

alignment of target, template and other family members of the protein can be submitted to 

compute the structural model. Similarly, the “Project” mode of the SWISS-MODEL 

Workspace allows the user to examine and manipulate the target-template alignment in its 

structural context within the DeepView (Swiss-Pdb Viewer) visualization and structural 

analysis tool (20). The server will then build the coordinates of the model according to the 

target-template alignment specified by the user.

Programs like SWISS-MODEL generate the structural coordinates of the model based on 

the mapping between the target residues and the corresponding amino acids of the structural 

template(s). Regions of the protein, for which no template information is available, typically 

insertions and deletions in loop regions, are built by using libraries of backbone fragments 

(48) or by constraint space de novo reconstruction of these backbone segments (49). Local 

suboptimal geometry of the obtained model, e.g. distorted bonds, angles and close atomic 

contacts due to imperfect combination of fragments from structural templates, is regularized 

by limited energy minimization using the Gromos96 force field (50). Finally the quality of 

the overall model is validated using specialized model quality estimation tools (MQE) such 

as ANOLEA (44) or QMEAN (51). Often when building a structural model for a specific 

protein, it is useful to produce several models based on alternative target-template 

alignments, especially if the sequences are only distantly related. The expected quality of the 

produced models can then be predicted to identify which has(have) the highest probability of 

being the most accurate. Moreover, based on hypotheses about the functional mechanisms of 

a protein, the visualization of key residues in their structural context may facilitate deciding 

which models are the most useful for the biochemical application of interest. Workspace 

offers additional tools to support the building of protein 3D-model(s) such as programs for 
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functional and domain annotation, template identification, and structure assessment. Please 

see “Materials and on Methods” section for details.

Protein Model Portal

The goal of Protein Model Portal (PMP) (52) of the Nature PSI Structural Biology 

Knowledgebase (53) is to promote the efficient use of molecular models in biomedical 

research. PMP provides a comprehensive view of structural information for proteins by 

combining information on experimental structures and theoretical models from various 

modeling resources. When searching the Protein Model Portal, data about experimental 

structures are derived from the latest version of the PDB databank (54), whereas 

comparative models are obtained from repositories of precompiled models (36, 37). It is not 

feasible to regularly pre-compute models for all protein sequences known today, and a more 

suitable template may have become available for a given protein of interest since it was 

initially modeled. Therefore, PMP provides an interface to simultaneously submit a 

modeling request to several state-of-the-art modeling resources (29, 47, 55, 56) to receive a 

set of up-to-date models by different homology modeling programs. Using different 

independent methods for modeling may indicate which parts of the protein structure model 

are expected to be more and which to be less reliable. In other words, regions of the protein 

which are consistently predicted to be similar by different independent methods are 

considered more likely to be correct (57). Finally to estimate the quality of the obtained 

models, PMP provides an interface to submit models in parallel to several model quality 

estimation tools, e.g. ModEval (43), ModFold (58), and QMEAN (41, 51).

In this manuscript, we will illustrate the use of SWISS-MODEL and Protein Model Portal 

for automated comparative protein structure modeling for a selection of examples.

2. Material

2.1 Swiss-Model Workspace

2.1.1 Access to the service

1. A computer with a web browser and connection to the Internet to access the web 

address of the server: http://swissmodel.expasy.org/workspace/.

2. The Java runtime environment (JRE) installed on the computer to run Astex (59) 

a molecular graphics program accessible on the server web site. Java is typically 

installed on most computers. You can get the latest version at http://java.com.

2.1.2 Software

1. The DeepView (Swiss-PdbViewer) software (v4.0) (20), downloaded and 

installed from http://spdbv.vital-it.ch/. Microsoft Windows and Mac versions of 

the program are available.

2. To learn the basic handling of the program DeepView, we recommend following 

Gale Rhodes’ tutorial at: http://spdbv.vital-it.ch/TheMolecularLevel/SPVTut/

index.html.
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2.1.3 Programs accessible through the server—Several tools necessary to complete 

the modeling task are accessible through the server, i.e. they do not require local installation 

on the computer:

1. Protein sequence structure and function annotation programs: InterProScan (60) 

for protein domain motifs and families recognition, PsiPred (61) for secondary 

structure prediction, DisoPred (62) for disorder prediction and MEMSAT (63) to 

predict transmembrane segments.

2. Database search programs for template selection: Blast (64), Iterative Profile 

Blast (64) and HHsearch (65).

3. Programs for protein structure and model quality evaluation: QMEAN (41), 

Gromos (50) and Anolea (44) to estimate the local (per residue) accuracy of the 

models; DFire (45) to estimate the global quality of the models; Whatchek (66) 

and Procheck (67) to verify the stereochemistry of protein structures and 

molecular models; DSSP (68) and Promotif (69) to evaluate structural features, 

such as secondary and super-secondary structures elements.

2.2 PMP

2.2.1 Access to the service

1. A computer with a web browser installed and a connection to the internet to 

access the web address of the server: http://proteinmodelportal.org/.

2. The Java runtime environment (JRE) installed on the computer to run Jmol (70), 

a viewer for chemical structures embedded in the web site. Java is typically 

installed on most computers. You can get the latest version at http://java.com.

2.2.2 Participating resources—Following resources are currently participating to the 

Protein Model Portal:

1. The PDB (54) protein structure database.

2. Comparative models providers: CSMP - Center for Structures of Membrane 

Proteins (71), JCSG - Joint Center for Structural Genomics (72), MCSG - 

Midwest Center for Structural Genomics (73), NESG - Northeast Center for 

Structural Genomics (74), NYSGXRC - NYSGX Research Center for Structural 

Genomics (75), JCMM - Joint Center for Molecular Modeling (76), ModBase 

(37) and SWISS-MODEL Repository (36) databases of comparative protein 

structure models.

3. Interactive services for model building: ModWeb (37), M4T (29), SWISS-

MODEL (47) and I-Tasser (56).

4. Model quality estimation tools: ModFOLD (58), QMEAN (51) and ModEval 

(43).
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3. Methods

Please note that the examples used in this section to describe the usage and the results 

obtainable from the SWISS-MODEL Workspace and Protein Model Portal represent the 

status of the these resources at the time of writing. Different results, in general better, may 

be obtained at a later point since more closely related experimental template structures might 

become available.

3.1 Swiss-Model Workspace

We will use the Caulobacter crescentus protein PopA (UniProt accession code Q9A784 (77)) 

to demonstrate how to use the SWISS-MODEL Workspace to generate and analyze 

comparative models. PopA is a paralog in C. crescentus of PleD, a response regulator 

protein which is a component of the signal transduction pathway controlling transitions 

between motile and sessile lifestyles in eubacteria (78). PleD catalyzes the condensation of 

two GTP molecules to the cyclic dinucleotide di-GMP (c-di-GMP), an ubiquitous second 

messenger in bacteria (79). The diguanylate cyclase activity is harbored by the GGDEF (or 

DGC) domain of the protein. PleD also contains two response regulatory domains, CheY-

like response regulator receiver (Rec, also called D1) domains.

3.1.1 User account

1. The SWISS-MODEL Workspace is freely accessible at http://

swissmodel.expasy.org. For each user, the results of their computations are 

organized in a personal account, a workspace. Each calculation is stored as a 

“work unit” of the Workspace, displaying title and status of the computation. 

Work units are automatically deleted after a week, unless the storage of the 

results is prolonged by the user.

2. Alternatively, occasional users have the possibility to use SWISS-MODEL 

without the need to create a personal account by bookmarking the results pages 

for future reference.

3.1.2 Target sequence feature annotation—Tools to analyze the sequence of a protein 

and predict its functional and structural characteristics can be very useful in identifying the 

most probable structural template(s) (see paragraph 3.1.3). These programs are accessible in 

the “Domain Annotation” Tools section on the Workspace (Fig. 2). It is sufficient to provide 

the sequence or the UniProt accession code (80) of the protein of interest and select among a 

list of available tools:

1. InterProScan (60) queries protein sequences against the InterPro database (81) 

(see Note 1). In our example, InterProScan predicts the presence of a GGDEF 

domain in the C-terminal region of the PopA protein and two receiver domains in 

the N-terminal, respectively. Details about the location in the protein of different 

domains and signatures are graphically displayed and links to the InterPro 

1InterPro is a collection of protein “signatures” used for the classification and automatic annotation of proteins. InterPro classifies 
sequences at super-family, family and subfamily levels and predicts the occurrence of functional domains, repeats and functional sites.
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database provide additional information about the protein classification and 

documentation about the signature annotations.

2. DISOPRED (62) detects intrinsically unstructured regions in protein, i.e. 

segments of protein with no defined 3-dimensional structure in solution (see 
Note 2). Disordered residues are represented by asterisks (*), whereas ordered 

are shown with dots (.). PopA is predicted to contain no intrinsically disordered 

regions.

3. MEMSAT (63) predicts regions of proteins spanning cellular membranes, 

indicated with “X” in the output of the program. PopA appears to not contain any 

trans-membrane segments.

4. PsiPred (61) predicts the occurrence of secondary structure elements, such as 

alpha helixes, extended beta strands or coil regions, which are graphically 

indicated by a letter H, E and C respectively.

5. Comparing the functional annotations of the target protein with the protein 

features of possible templates can help deciding if a given structure can be used 

as scaffold to build a comparative model. A protein with a known 3D-structure 

sharing the same type of domains, or having a similar secondary structure 

elements arrangement can indicate an evolutionary relationship to the target 

protein. Indications about the presence of trans-membrane domains or disordered 

regions are also valuable hints regarding the function and the domain architecture 

of the target protein and can be taken into account when evaluating if templates 

are available and for which region(s) of the protein of interest.

3.1.3 Template detection—A prerequisite for building a homology model is the 

availability of one or more evolutionary related proteins whose structure has been elucidated 

experimentally (see Note 3). For this purpose the target protein sequence can be queried 

against a sequence library (SMTL – SWISS-MODEL Template Library) extracted from 

known structures using increasingly sensitive search methods. The sequence (in FASTA or 

raw sequence format) or the corresponding UniProt AC can be submitted to the following 

search tools available in the Workspace “Template identification” tools section:

1. Blast (64), to detect evolutionarily closely related protein structures. Basic Blast 

standard parameters can be adjusted to regulate the sensitivity and the selectivity 

of the program (see Note 4).

2Intrinsically disordered regions in proteins have been associated with important biological functions involved for instance in cellular 
signaling and transcription regulation (110). Disordered regions often interfere with crystallization, and are therefore typically missing 
in experimental structures (unless in complex with other partners). Attempts to model intrinsically disordered regions using 
comparative techniques are therefore in most cases not such a good idea.
3In case no evolutionary related template(s) for a given target protein can be found, it is not possible to reliably build a 3D structure 
model of this protein based on comparative/homology modeling techniques. De novo approaches (i.e. without using information from 
homologous templates) may be applied instead. However, it should be noted that despite advances in the field, de novo (or ab initio) 
techniques are restricted to relatively small proteins.
4The “substitution matrix” is one of the important parameters of Blast/Profile Blast algorithms. The matrix allows evaluating and 
calculating the score of two aligned protein (or DNA) sequences. Different substitution matrixes have been specifically designed to 
change the scope and tune sequence database search. In particular, the choice of the substitution matrix influences the sensitivity vs. 
the selectivity of the search. The sensitivity of a query is defined as the ability of detecting remote homologs, but possibly including 
false matches. On the other side, selectivity ensures a more stringent search minimizing the number of false positives, at the cost of 
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2. Iterative Profile Blast (64), is used to identify more distantly related proteins (see 
Note 5).

3. HHSearch (65), an HMM based profile-profile comparison tool, is a very 

sensitive search method to detect remotely related sequences (see Note 6).

4. A graphical synopsis of the search results is presented showing the region(s) of 

the related target protein(s) aligned to the query sequence. The matches are 

colored according to their statistical significance (Expectation- and/or 

Probability-values, for details see Note 7), green color indicating more reliable 

hits. Domain boundaries according to InterPro annotations are also shown to 

guide the choice of suitable template with respect to functional domains. Details 

about the detected templates are accessible below the graphical representation, 

alongside with the alignment of the template sequence to the protein of interest.

5. In this example, Blast and Profile Blast template recognition tools detect three 

structures (PDB ID 1w25, 2wb4, and 2v0n) as possible templates for PopA. 

They represent structures of the paralog PleD protein in C. crescentus in complex 

with c-di-GMP, the activated form in complex with c-di-GMP and the activated 

form in complex with c-di-GMP and GTP-alpha-S, respectively (82, 83). 

HHsearch additionally detect the Pseudomonas aeruginosa diguanylate cyclase 

WspR (84) as potential template. All four structures span the full length of the 

target protein (see Note 8) ; three of them are paralogs whereas the WspR protein 

is an ortholog protein. Since all structures represent statistically significant hits 

(very low E-values), users should decide based on templates annotations which 

is(are) the most suitable template(s) for building the comparative model for 

PopA. Typically, one would select a template with high sequence similarity 

(PDB IDs 1w25, 2wb4 or 2v0n (82, 83)), unless specific features are considered 

important for the planned application: i.e. using templates in active or inactive 

forms, bound to specific ligands, etc. (see Note 9).

missing some true homologs. In particular, for the BLOSUM type of substitution matrices, a higher index (e.g. BLOSUM 80) 
indicates a more selective type of search, whereas a lower index (e.g. BLOSUM 45) will results in a more sensitive query. For more 
information please see the BLAST documentation at the NCBI server (111).
5Profile Blast consist of two main steps, in the first one a profile is constructed from closely related sequences detected by a standard 
Blast search against a non-redundant protein sequence database. The profile is a representation of the group of aligned homologous 
sequences. This step can be iterated to extend the profile with new, more distantly related sequences. In the second step, the profile is 
used to perform a Blast search of the SMTL sequence library to look for related proteins with known structure. The parameters of both 
steps can be adjusted to shift the balance between selectivity and sensitivity of the search (see Note 4).
6In HMM-HMM based alignment tools, both the query sequence and the sequences in the library are represented as HMM-based 
profiles. Therefore, the search is usually done against a culled version of the PDB database library, i.e. structures with similar 
sequences (e.g. 70% sequence identity) are clustered together.
7In sequence database searches the E- (or expected) value associated with the results indicates the statistical significance of a given 
match (or hit). Each match is associated with a score (S), with higher scores indicating better results. The E-value estimates the 
probability of obtaining by chance a number of matches with this score (S) in a database of a particular size. In other words, the closer 
the E-value is towards 0, the more significant the alignment (between the query and the sequence found in the database) is. Similarly, 
the P- (or probability) value describes the probability that an alignment with this score (S) occurs by chance in a database of this size. 
The closer the P-value is towards 0, the better the alignment is.
8In the best-case-scenario one would detect a statistical significant template covering the entire length of the protein of interest. Very 
often however, templates spanning only part of the query protein are detected. In this case, it is advisable to try to increase the 
sensitivity of the template detection methods, by additionally searching only those regions of the protein for which no templates were 
detected. Often, several non-continuous structural templates are detected which allow to model the target protein in separate 
fragments. Prediction of the relative orientation of isolated domains with comparative modeling methods is only feasible if a) one of 
the templates contains significant overlap with both domains, and b) their relative orientation is structurally well conserved.
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6. If clustered versions of the templates library are searched using the template 

detection tools, all the structures of the same cluster can be retrieved by clicking 

the corresponding “show template cluster” link of the results list.

3.1.4 Target-template Alignment

1. The target-template alignment generated by the template search tools can be used 

as starting point to create the correspondence between the residues of the target 

protein and the structure of the template, to ultimately produce the homology 

model. This is a critical step since standard homology modeling techniques will 

not recover from an incorrect input alignment, therefore special care should be 

addressed to this step.

2. The alignments in the output of the template identification tools can be retrieved 

as DeepView format file for further inspection. The file contains the target 

sequence aligned to the structure of the template. This allows the users to inspect 

the occurrence of amino acid insertions/deletions in the alignment in their 

structural context. For instance it is more likely that during evolution an 

insertion/deletion has occurred in a flexible surface loop rather than in a well 

structured secondary structure element such as an alpha helix or a beta strand in 

the core of the structure. The alignment between target and template sequences 

can be modified using the DeepView program’s “alignment window” and the 

changes visualized in the 3D-environment of the structure. The “alignment 

window” also allows verifying if important residues of both target and template 

sequences (i.e. amino acids belonging to active sites) are correctly aligned. For 

this purpose the DeepView function “scan for Prosite Patterns” (85) of the “Edit” 

menu can be applied.

3. Alternatively, pair-wise or multiple sequence alignment between the target, the 

template and preferably related sequences, can be generated with other state-of-

the-art alignments tools (see Note 10) and submitted to the server for 

computation of models (see next paragraph 3.1.5 Model building).

3.1.5 Model building—Three variations of the model generation step are available in 

Workspace: “Automated”, “Alignment” and “Project” Modes. These are accessible in the 

“Modelling” section of the server:

1. The Automated mode is recommended when the sequence similarity between 

target and template proteins is high, i.e. larger than 60%. It is sufficient to submit 

the target sequence (either in raw or Fasta format) and the Swiss-Model pipeline 

will select the template(s) based on a hierarchical procedure to search and select 

the most suitable structures (36). If several templates are available or a custom-

9The selection of the most suitable template should take into account not only the sequence similarity to the target protein, but also 
consider the quality of the experimental structure (e.g. resolution of the experimental technique), ligand molecules which may 
influence the local conformation of biding sites, or alternative conformations indicating structural variability observed within the 
protein family.
10The development of sequence alignment algorithms is an active field of research in bioinformatics. For a (non-exhaustive) list of 
alignment tools employed in the filed of protein structure prediction please see (86).
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made structure is required, the user can additionally specify to use a particular 

template by either indicating its PDB ID code or by uploading a file in PDB 

format of the structure (see Note 11).

2. The Alignment method is appropriate for more distantly related target and 

template sequences. Multiple sequence alignment algorithms and PSSM or HHM 

based profile-profile methods (86) will generate the reasonable alignments. 

However, often these alignments can be verified manually and improved using 

for instances sequence alignment editors like JalView (87). The alignment in one 

of the supported formats (FASTA, MSF, ClustalW, PFAM and SELEX) can be 

subsequently submitted to the Workspace server. The alignment is checked for 

format compatibility and the user is required to indentify the sequences of the 

target and of the template protein and the PDB protein chain ID of the template 

structure (see Note 12) when submitting the alignment for the computation of 

models.

3. If the protein target-template sequence identity is close to the twilight-zone (i.e. 

sequence identity below 20%) (88), particular care should be taken in manually 

curating the alignment between the target protein and the template structure prior 

computation of the comparative model. This is facilitated by the DeepView 

program (see paragraph 3.1.4 Target-Template alignment - point 2.). The target-

template alignment is saved as DeepView “project file” and submitted for 

computation to the “Project Mode” of the server. The DeepView program also 

enables calculation of models using structures which are not part of the SMTL 

library (see Note 12).

4. Modeling of oligomeric proteins, i.e. a group of two or more associated 

polypeptide chains, is possible using DeepView and the “Project Mode” of the 

server. The prerequisite is to determine the correct quaternary structure of the 

template protein - which is typically not identical with the coordinates 

representing the asymmetric unit of a PDB entry. Prediction of the most likely 

biological assembly for a particular protein can be retrieved from the PISA 

database (89). A DeepView project file with the sequences of the homo-

multimeric or hetero-multimeric protein target sequences and template structure 

is then created (for details please see Note 13) and submitted to the server to 

obtain a model for the oligomeric complex.

5. After the computation of the structure for the macromolecule of interest is 

completed, the results are stored in a summary page of the workspace (Fig. 3) 

and users are notified by email.

11A simple PDB-like file containing the coordinates of the template structure. For more information about PDB file format please 
refer to the corresponding documentation on the wwPDB website (112).
12Please make sure when submitting a multiple sequence alignment that the names of the proteins specified in the alignment contain 
only alphanumerical characters. Use short names for the proteins (e.g. “Q9A784”, “PopA_CAUCR”, 2wb4) and verify that the 
alignment contains the sequence of the structure template. The selected template should be part of the SMTL library (see: “Template 
library” Tools section of the server.)
13A step by step tutorial how to use DeepView for oligomeric protein modeling is provided on the SWISS-MODEL server web site 
(http://swissmodel.expasy.org/) and (113).
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6. Here we model the structure of PopA based on the structure of the activated 

diguanylate cyclase PleD in complex with c-di-GMP (PDB ID 2wb4). Activation 

of the PleD protein occurs upon phosphorylation-induced dimerization (90). For 

this reason we model the structure of PopA based on the homodimer activated 

form of PleD. The most likely biological assembly of the template is downloaded 

from the PISA database (89). A DeepView project file of the target sequence 

aligned to the homodimeric template is created and the alignment carefully 

inspected. Particular attention is devoted in correctly aligning residues which 

constitute important functional sites, i.e. the catalytic A-site and the inhibitory I-

site of the diguanylate cyclase (DGC or GGDEF) domain and the phosphor 

acceptor P-site in the receiver domain of both proteins (82, 91). Insertions and 

deletion in the target-template alignment are visually assessed in the context of 

the template PleD structure and also guided by the secondary structure element 

predictions of the target PopA sequence (see paragraph 3.1.2 Target sequence 
feature annotation). Finally, the “Project file” containing the target-template 

alignment and the structure of the template is submitted to the server to calculate 

the comparative model for PopA.

7. The Swiss-Model Workspace’s modeling results page is composed of different 

sections (Fig. 3). 1) In the “Model details” section the structure of the computed 

macromolecule is available for download as PDB file or DeepView “Project file” 

for further analysis. The model can be also displayed directly from the web site 

by clicking on the model image which will launch the molecular graphics 

program Astex Viewer (59). In the fully automated mode, additional details are 

provided, i.e. the template the model was based on (with a link to the 

corresponding PDB entry), the sequence identity and statistical significance of 

the target-template alignment (see Note 7). 2) The “Alignment” section contains 

the details of target-template alignment including secondary structure elements 

assignments. 3) Estimation of model quality based on Anolea (44) and Gromos 

(50) is available as residue based graphical plot, to indicate parts of the model 

with unfavorable interactions. 4) Technical modeling details are accessible in the 

“Modeling Log” section. 5) If the “Automated” mode is applied, an additional 

“Template Selection Log” is present in the results section, providing information 

about the template selection step performed to search the SWISS-MODEL 

Template library for suitable templates.

3.1.6 Model quality estimation—Finally the quality of the obtained model(s) can be 

assessed and estimated using the programs available in the “Structure assessment” tools 

section of the Workspace. A list of quality estimation algorithms and programs to verify the 

structural quality of proteins can be applied to the obtained models. We distinguish between 

programs to predict the local (per residue) and the global expected accuracy of the computed 

models (see paragraph 2.1.3 Programs accessible trough the server) and tools to verify the 

structure of the calculated models, e.g. structure geometries, packing quality, most probable 

side chain conformations, etc....
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1. We analyze the quality of the homology model for PopA using QMEAN (41, 51) 

and Anolea (44) tools. The QMEAN scoring function estimates the local 

structural error at a given position in the protein. Regions in the model with low 

associated values are expected to be more reliably predicted. Anolea calculates 

pseudo energies based on potentials of mean force. Negative energy values 

indicate regions of the protein with favorable interatomics interactions. The 

sequence identity (~22%) between PopA and the template structure of PleD is 

close to the twilight zone of sequence alignments. For this reason is not 

surprising that the expected quality of some regions of the model is not high. 

However we verified that functional important sites of the protein, e.g. the P- A- 

and I- sites were better modeled than other loop regions of the protein (Fig. 4B).

2. The QMEAN Z- score is a quality estimate which relates structural features 

observed in a model to their expected distributions based on statistics for 

experimental protein structures of comparable size (54, 92). QMEAN Z- scores 

are normalized such that more positive values represent better model quality. 

Based on this measure, the quality of the obtained model for PopA of -1.59 lies 

within the expected range and is comparable to a medium resolution 

experimental structure (Fig. 4A).

3. We validate the predicted structure of PopA using the program Procheck (67). 

The analysis reveals a satisfactory quality of the model structure, e.g. in the 

Ramachandran plot (93) 91.1% of the PopA residues occupy the most favored 

regions, with only 7 residues in disallowed areas of the plot.

4. Finally regions of the comparative models, containing errors or of low quality 

can be further inspected and the corresponding segments in the target-template 

alignment adjusted to create a new model. The process (see Fig. 1) can be 

iterated until satisfactory results are obtained. This is facilitated by the use of the 

DeepView project files downloadable from the modeling results web site.

3.2 PMP

To illustrate how to access functional and structural information for a given protein using the 

Protein Model Portal, we will use the example of the human Myeloid cell nuclear 

differentiation antigen protein (MNDA, UniProt accession code P41218). The MNDA 

protein is suggested to play a role in the granulocyte/monocyte cell-specific response to 

interferon (94–96).

3.2.1 Search options

1. PMP can be queried by submitting the entire amino acid sequence of a protein or 

a fragment of it. UniProt (80) proteins with identical or very similar sequences, 

will be identified and listed.

2. The portal can be also searched by database identifiers (e.g. UniProt, RefSeq 

(97), IPI (98), gi (99), Entrez (100)) or by keyword suggestions (e.g. “kinase”).
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3. Models built based on a specific template structure can be also retrieved by 

entering either PDB accession codes (54) or structural genomics targets 

identifiers (101).

3.2.2 Results of the PMP query

1. The results of the query are presented in a summary page (Fig. 5) with a 

graphical representation of the regions of the protein where structural 

information is available. Additionally functional annotation derived from 

UniProt and InterPro (81) (see Note 1) is provided. For the MNDA protein an 

experimental protein structure exists for the N-terminal Pyrin domain (PDB ID 

2DBG (102)), a putative protein-protein interaction domain (103). Whereas for 

the C-terminal domain of unknown function, three protein structure models have 

been pre-computed by model resources accessible via PMP.

2. The graphical illustration of the matches is followed by a detailed list of the 

obtainable structural models for the protein of interest. Experimental protein 

structures in the PDB with more than 90% sequence identity to the target protein, 

are reported, if available.

3. Three models have been built for the MNDA protein by three resources 

accessible trough the portal: ModBase (55), Swiss-Model Repository (36), and 

NESG (104). Each single model is tagged with a color coded (“traffic lights”) as 

first indication about its reliability. In this example the models are based on a 

target-template alignment of about 60% sequence identity. Typically, models 

based on a target-template sequence alignment of this degree of similarity, are 

largely correct (7, 105, 106). Search results can be sorted based on different 

attributes, e.g. models provider, template identifier, target-template percentage of 

sequence identity and region of the target covered.

4. For each model the “Model Details” page provides further information (Fig. 6) 

about (1) the range of the modeled region, (2) the template used, (3) the target-

template alignment the model was based on, (4) when the model was first created 

and verified, (5) the expected quality of the model, (6) a link to submit the model 

to quality estimation services and (7) the URL to the model database to 

download the model coordinates file. The protein structure models can be also 

visualized using the web browser applet Jmol (70).

5. In case the model has not been updated for a while a sign warns that new 

structures may have become available which would allow building a more 

reliable model. The target protein can be submitted directly to the interactive 

modeling services to compute models based on the most recent templates library 

(Fig. 6). In our example, some models have not been updated for a while and 

some regions exist for which structural information is not available, it is 

worthwhile triggering a new round of calculations. As of 11-11-2010 the results 

of interactive modeling show that there are no new templates that could be used 

instead of 2OQ0 (107) to model the C-terminal domain.
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3.2.3 Protein model and structure comparison—Models submitted by the different 

participating sites have been generated using various algorithmic approaches with different 

strengths and weaknesses. Also the quality of individual models highly depends on the 

evolutionary proximity to the selected structural templates. Finally, experimental structures 

may show structural variation due to domain motions, mobile loops, induced fit, etc. For 

these reasons, in the results page models and experimental structures spanning a common 

range can be selected to analyze their structural variability (Fig. 7A).

1. Differences within the ensemble of models and experimental structures can be 

identified using a matrix that shows the deviations of Cα distances of the 

collection of models (Fig. 7B).

2. In particular for each model or structure, regions of the protein that deviate more 

from the ensemble are shown in a plot (Fig. 7C).

3. The details of the superposed structures can be also visualized in page using 

Jmol (70) (Fig. 7D).

Whereas for the N-terminal domain of MNDA an experimental structure has been solved, 

for the C-terminal domain three structural models are available. As mentioned before the 

accuracy for these models are expected to be high and since all resources used the same 

template, the structural variations among them is expected to be low (Fig. 7). Some minor 

deviations are in fact observed around residues 230, 260 and 280 corresponding to loops 

region of the protein (Fig. 7D) which have been modeled differently by the various modeling 

servers.

3.2.4 Interactive modeling—Model accuracy crucially depends on the availability of 

suitable template structures. Model repositories contain precompiled models based on the 

best available templates at the time of modeling. However, in the meantime better templates 

might have been released, which would allow for producing a higher quality model. 

Therefore, PMP provides a service interface (called “Interactive Modeling”) where to submit 

target protein sequences to several established modeling services (29, 47, 55, 56, 108) and 

initiate a new template selection and modeling process for the protein of interest. Depending 

on the type of resource, protein structure models coordinate files are either sent as 

attachment to an e-mail or can be retrieved via the corresponding service website.

For the region of MNDA spanning residues ~ 90 to 200, there is no pre-computed structural 

information available trough PMP, however when submitting the target sequence to the 

interactive modeling services, ModWeb server calculate a new model structure based on 

template 3na7 (109) spanning residues 62–157. The sequence identity of the alignment used 

to build the model is relatively low (27%) and the results should be taken with caution and 

further analyzed by quality estimation tools.

3.2.5 Quality estimation resources—Various model quality estimation tools have been 

developed by the community to analyze different structural features of protein models in 

order to judge the correctness of structural predictions.
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1. The accuracy of a pre-computed model can be estimated using state of the art 

model quality estimation tools (43, 51, 58), directly from the “Model Details” 

page.

2. Alternatively, any coordinate file (PDB format; see Note 11) can be submitted to 

the “Quality estimation” interface of the portal.

The three models generated for the C-terminal domains of the MNDA protein are estimated 

to be mainly correct with a medium to high quality scores especially for the beta barrels core 

parts of the structure (Fig. 8). On the contrary the model for the region spanning residues ~ 

90 to 200 belongs to the low to bad quality range as expected for target-template sequence 

alignments below 30% sequence identity.
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Fig. 1. 
SWISS-MODEL workflow. The flowchart illustrates the classical steps to construct a 

homology model of a target sequence as they are implemented in SWISS-MODEL 

Workspace. Starting from the sequence of the protein of interest (target) one or more related 

structures (templates) are identified (template selection). Annotation of the target sequence 

(feature annotation) can guide the choice of appropriate template(s). Based on the 

evolutionary distance between target and template(s) sequences three different regimes of 

the target-template alignment step are available on the Swiss-Model Workspace: Automated, 

Alignment or Project Mode. Target and template(s) sequences are aligned (target-template 

alignment) either in a fully automated fashion, by using external alignment tools, and 

(optionally) adjusted visually with the help of the DeepView program. The model is then 

constructed based on these alignments. Finally the quality of the obtained model(s) can be 

estimated and verified and if necessary the procedure is repeated until a satisfactory result is 

obtained.
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Fig. 2. 
SWISS-MODEL Workspace target sequence feature annotation. To predict functional and 

structural features of the target proteins, several annotation tools are available on the 

SWISS-MODEL Workspace. In this example, the C. crescentus PopA protein (represented 

as a green bar on the top) is predicted to contain a C-terminal GGDEF domain and two N-

terminal receiver domains. The likelihood (between 0 and 1, where 1 means highest 

probability) of the occurrence of secondary structure elements are depicted as curves (red for 

alpha-helices, yellow for β-strands and green for coiled regions). Prediction of disordered 

regions and transmembrane domains is also available. In particular, for PopA neither 

intrinsically unstructured regions nor portions of the protein spanning the membrane are 

detected.
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Fig. 3. 
Typical representation SWISS-MODEL Workspace modeling results. In this example the C. 
crescentus PopA protein was modeled based on the structure of the paralog protein PleD 

(PDB ID 2wb4) using the Project Mode of the server. (A) The comparative model for PopA 

can be downloaded as PDB or DeepView project file. The model can be visualized directly 

on the web-page by clinking on the ribbon plot which will launch a java based visualization 

tool. In the Automated Mode, additional information about the template and the statistical 

significance of the target-template alignment would be shown in this section. (B) Details of 

the target-template alignment are provided together with the secondary structure elements 

assignments. (C) Anolea (44) and Gromos energy (50) plots provide residue based quality 
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estimates of the model. Regions with positive energy values (red bars) indicate unfavorable 

interactions and regions of likely modeling errors. (D) Details about the modeling procedure 

are available at the end of the results. In the Automated Mode an additional section 

regarding the template selection step will be shown.
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Fig. 4. 
Examples of SWISS-MODEL Workspace model quality estimation plots calculated using 

QMEAN. (A) The global estimated energy of the PopA model (red cross) is compared to the 

QMEAN energy estimates (51, 92) for a non-redundant set of high-quality experimental 

protein crystal structures of similar length, and their deviation from the expected 

distributions is represented as Z-scores. The QMEAN quality estimate for PopA lies within 

the expected range for models of this type and is comparable to a medium resolution 

experimental structure. (B) Local (per-residue) plot of the QMEAN predicted errors for 

PopA. QMEAN scores for important functional sites (Phosphorilation- Activation- and 

Inhibitory- sites respectively) are depicted as arrows, indicating that the local environment of 

these regions is not located in problematic segments of the predicted structure.
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Fig. 5. 
Protein Model Portal (PMP) query results for the human myeloid cell nuclear differentiation 

antigen protein (UniProt P41218 (94, 95), represented as a red bar). For the first 90 residues 

of this protein an experimentally solved structure (green bar) is deposited in the PDB 

database (PDB ID 2dbg (102)). The protein structure corresponds to the PPAD_DAPIN N-

terminal domain of the protein. For the C-terminal HIN domain, three homology models are 

obtainable from the PMP model providers ModBase, SWISS-MODEL and NESG. Below 

the graphical representation a list of models and information about the structure is available. 

Additional information is accessible by clicking the corresponding model or PDB ID links. 

A subset of models or structures can be selected for further structural comparison.
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Fig. 6. 
PMP model details. For each model, target-template sequence identity, experimental 

annotation regarding the template, and cross-references to the model provider is available. A 

link allows users to automatically submit the protein sequence to interactive modeling 

servers for generating an updated prediction. The sequence alignment between the target and 

the template sequences is indicated, and a plot of the evolutionary distance between target 

and template gives an estimate about the expected accuracy of the model. Specialized model 

quality estimation tools can be automatically invoked for the model at hand to provide a 

more in depth assessment.
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Fig. 7. 
PMP structure comparison results. Structural differences can be analyzed in case several 

structures or models are available for the same region of a protein. (A) The comparative 

models available for the C-terminal domain of the myeloid cell nuclear differentiation 

antigen protein were compared. A subset of models or structures can be selected either by 

clicking the corresponding bars in the graphical synopsis or by checking the boxes of the 

lists. (B) A two-dimensional matrix indicates which regions of the analyzed structures 

deviate most among each others (blue=low, green=medium and red=high variability). For 

the comparative models of the antigen protein these regions are located around residues 230, 

260 and 380. (C) The plot shows the magnitude of the deviation (residue based) of 

individual models (or structures) from the mean of the ensemble of the analyzed 

macromolecules. (D) The variability among models or structures can be visualized as 

structural superposition. In plots (C) and (D) each comparative model is represented by a 

different color (black=ModBase, blue=Swiss-Model, green=NESG models). As expected, 

regions of the models showing small differences around residues 230, 260 and 380 of the 

antigen protein are located in loops region on the surface of the protein, which were 

reconstructed differently by the various modeling methods.
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Fig. 8. 
Model quality estimation. The quality of the model of the C-terminal domain of the myeloid 

cell nuclear differentiation antigen protein was analyzed using one of the tools accessible 

from the PMP portal, the QMEAN scoring function. (A) The global estimated energy of the 

antigen protein (red cross) is compared to the QMEAN energy estimates (51, 92) for a non-

redundant set of high-quality experimental protein crystal structures of similar length, and 

their deviation from the expected distributions is represented as Z-scores. The QMEAN 

quality estimate for a C-terminal model (Fig. 6) lies within 0 to 1 standard deviations from 

the mean values, suggesting overall a very good expected quality for this model, comparable 

to experimental structures (B) The QMEAN method also allows predicting expected errors 

on a per residue basis. The model is colored according to the QMEAN score where blue 

regions represent regions predicted as reliable and red as potentially unreliable, respectively.
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