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Abstract: Recent advancements in diffuse speckle contrast analysis (DSCA) have opened the 
path for noninvasive acquisition of deep tissue microvasculature blood flow. In fact, in 
addition to blood flow index αDB, the variations of tissue optical absorption μa, reduced 
scattering coefficients μꞋ s, as well as coherence factor β can modulate temporal fluctuations of 
speckle patterns. In this study, we use multi-distance and multi-exposure DSCA (MDME-
DSCA) to simultaneously extract multiple parameters such as μa, μ

Ꞌ 
s, αDB, and β. The validity 

of MDME-DSCA has been validated by the simulated data and phantoms experiments. 
Moreover, as a comparison, the results also show that it is impractical to simultaneously 
obtain multiple parameters by multi-exposure DSCA (ME-DSCA). 
© 2017 Optical Society of America 
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1. Introduction 
Many optical methods, such as diffuse correlation spectroscopy (DCS) [1,2] and diffuse 
speckle contrast analysis (DSCA) [3–7], have recently been employed for non-invasive blood 
flow measurements in deep tissues. These methods are usually performed by the illumination 
of the biological tissue with a coherent light source and detecting the scattered speckle at a 
certain distance from the light source by a photodetector or camera. The speckle pattern is 
produced by the coherent addition of the photons experiencing multiple scattering events in 
tissues with different path lengths. The motion of the scattering particles, mostly red blood 
cells in vessels, results in the spatial and temporal fluctuations in the light intensity of the 
speckle pattern. Therefore, these fluctuations can be used to obtain the information about 
dynamic properties of the red blood cells. 

DCS is a recently developed optical method that utilizes the temporal intensity auto-
correlation function of speckle pattern to quantify these fluctuations to obtain blood flow in 
deep tissues. DCS offers some advantages compared with other methods including laser 
Doppler flowmetry (LDF) [8], Doppler ultrasound [9], perfusion MRI [10], etc. It has been 
extensively used for various clinical applications such as brain [11–13], cancer [14,15] and 
muscle [16,17]. Usually, DCS needs a single photon counting avalanche photodiode (APD) to 
detect the scattered photons and a photon correlator to record the arrival time of the photons 
detected by the APD. Meanwhile, for improving the signal-to-noise (SNR), multiple APD 
fibers bundled together in the same position are used to derive an average intensity correlation 
function. Therefore, DCS is relatively expensive. 

As an alternative method, DSCA utilizes the spatial or temporal blurring [18] of speckle 
pattern defined as speckle contrast for blood flow measurement. DSCA uses the same light 
source as DCS but with a camera like laser speckle contrast imaging (LSCI) [19–21], i.e. 
simultaneously capturing many speckles with high frame rates at different distances or 
exposure times. DSCA has the advantage of simplifying the instrument in hardware and 
computation process. In fact, DSCA is essentially obtained by the combination of auto-
correlation function in DCS and LSCI. We note that it has been demonstrated that the inverse 
of the speckle contrast (1/K2) has a linear relation with blood flow index (BFI) [3,4]. Besides, 
some authors [22,23] further demonstrated that it was possible to obtain BFI by the 
dependence of speckle contrast on exposure time or the source-detector separation. However, 
these results are all based on the numerical calculation of the time integral over the auto-
correlation function. DSCA does not have an analytical expression of speckle contrast like 
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DCS to describe the influence of optical properties [24] (the absorption μa and reduced 
scattering coefficients μꞋ 

s ) and BFI on the estimation of speckle contrast. Meanwhile, for 
extracting a quantitative measurement of BFI from the measurements of speckle contrast, the 
optical properties of the medium and the coherence factor β [25] depending on the light 
source and detection optics should be a priori known in DSCA. However, the inaccurate 
estimations of optical properties can influence the calculated BFI [26]. We note that, recently 
[27], it has been demonstrated that the multi-distance DCS (MD-DCS) can obtain BFI and 
optical properties by the dependence of autocorrelation function on the source-detector 
separations. Therefore, it is necessary to simultaneously extract multiple parameters (BFI, 
optical properties and a coherence factor β) from DSCA. 

In our previous works [28,29], we have deduced an analytical expression of speckle 
contrast for quantitative flow measurement. This model, combined with multi-exposure 
speckle imaging (MESI) [30–33] used in LSCI, was fitted to the measured speckle contrasts 
and the information about BFI was further successfully obtained. In this work, we have 
deliberately followed the scheme of MD-DCS in Ref [27]. and developed a multi-distance 
and multi-exposure DSCA (MDME-DSCA) algorithm for simultaneous measurement of 
multiple parameters by the simulated data and phantom experiments. Besides, we also 
investigate the possibility of multi-exposure DSCA (ME-DSCA) at a single source-detector 
(SD) separation for extracting these parameters as a comparison. 

2. Methods 

2.1 Diffuse speckle contrast analysis (DSCA) 

DSCA detects tissue blood flow using the speckle contrast (K) which is defined as the ratio of 
the standard deviation (σs) to the mean intensity (<I>) within a local region [34] in the speckle 
image, i.e. K = σs/<I>. The speckle contrast is related to the normalized electric 
autocorrelation function g1(r,τ) [3,4]: 

 ( ) ( ) ( ) 22
10

2
1 , ,

T
K T T g r d

T

β τ τ τ= −     (1) 

where T is the camera exposure time, g1(r,τ) = G1(r,τ)/G1(r,0), G1(r,τ) = <E(r,t)E*(r,t + τ)>, r 
is the source-detector (SD) separation, E(r,t) is the light electric field, β is a constant 
determined by experimental setup and τ is the delay time. 

In the multiple scattering media, G1(r,τ) is well modeled by the correlation diffusion 
equation [2,35] 

 ( ) ( ) ( )2 2 2
0 1

1 1
, ,

3 3a s
s

k r G r S rμ αμ τ τ
μ

 
′− ∇ + + Δ = ′ 

 (2) 

where k0 is the magnitude of the light wave vector in the medium, S(r) is the source light 
distribution, μꞋ s is the reduced scattering coefficient, μa is the absorption coefficient, α (0-1) is 
defined as the fraction of moving scatterers to the total number of scatterers in the medium, 
and <Δr2(τ)> is the mean-square displacement (MSD) of the moving scatterers in time τ. 
Usually, the Brownian motion model <Δr2(τ)> = 6DBτ is considered as a better fit to DCS 
data than the random flow model, where DB is the effective Brownian diffusion coefficient of 
the particles. Therefore, the combined term αDB is referred to as BFI in tissues, although its 
unit (cm2/s) is neither that of flow nor of speed. 

The Green’s function solution of Eq. (2) for a homogeneous semi-infinite geometry is 
given by [35] 
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where K(τ) = [3μꞋ sμa+6μꞋ2 
s k2 

0αDBτ]
1/2, r1 = [r2 + ltr

2]1/2, r2 = [r2 + (ltr + 2zb)
2]1/2, zb = 2(1-Reff)/ 3μ

Ꞌ 
s 

(1 + Reff), ltr = 1/μꞋ s , and Reff is the effective reflection coefficient accounting for the index 
mismatch between the tissue and surrounding medium [36]. 

In our previous paper [29], we have deduced the general analytical expression of speckle 
contrast by substituting Eq. (3) into Eq. (1), i.e. 
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where K0 = K(τ = 0) = [3μꞋ sμa]
1/2, F = F=6μꞋ2 

s k2 
0αDB and G0 = 4πG1(r,0)/ 3μꞋ s. Equation (4) is a 

rigorous mathematical model of DSCA that describes the typical behavior of speckle contrast 
K with respect to the absorption μa, scattering μꞋ s and αDB at the SD separation r with exposure 
time T. Typical theoretical 1/K2 as a function of αDB is computed from Eq. (4) by employing 
the same parameters in Ref [4]. and is plotted in Fig. 1. Our speckle contrast model described 
by Eq. (4) extends the range over which theoretical 1/K2 is linear with αDB compared with 
Ref [4]. This linear relation has been studied in our previous works [29]. The analytical 
solution Eq. (4) can address the underestimation of 1/K2 due to the discretization error of the 
numerical calculation process and provide a physical model for the measured speckle 
contrasts. 
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Fig. 1. Theoretical calculation of 1/K2 as a function of dynamic parameter αDB over a broad 
range. Here μa = 0.03cm−1, μꞋ s = 8cm−1, β = 0.5, r = 2cm, T = 0.2ms and λ = 785nm were used. 

2.2 Extraction of multiple parameters from multi-distance and multi-exposure DSCA 

Multiple parameters (i.e. μa, μ
Ꞌ 
s , αDB and β) can be obtained by fitting the measured speckle 

contrasts Kmeasured(ri,Tj) at multi-distance and multi-exposure to the analytical solution of 
speckle contrast Ktheory(ri,Tj) (see Eq. (4)). The difference between the measured and 
theoretical speckle contrast, χ2, is defined as 

 ( ) ( ) 2
2

1 1

= , , ,
r TN N

measured theory
i j i j

i j

K r T K r Tχ
= =

 −   (5) 
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where ri is the i’th SD separation, Tj is the j’th exposure time, Nr and NT are the number of SD 
separation and exposure time respectively. The goal of MDME-DSCA is to minimize χ2, 
which is done by the Nelder-Mead derivative-free simplex method (fminsearch function). 

Meanwhile, as a comparison, we also investigate the possibility of obtaining multiple 
parameters at a single SD separation by the method of multi-exposure DSCA (ME-DSCA). 
This difference δ2 is defined as 

 ( ) ( ) 2
2

1

= , , ,
r TN N

measured theory
j j

j

K r T K r Tδ
×

=

 −   (6) 

where Nr × NT is the number of exposure time and equal to the total number of the measured 
speckle contrasts for MDME-DSCA. We note that the SD separation in the middle of multi-
distance used in MDME-DSCA is chosen as a representative for ME-DSCA. Meanwhile, the 
minimization of this difference δ2 is also done by fminsearch function. 

2.3 Simulated data generation 

To test the accuracy of MDME-DSCA and ME-DSCA, we have simulated 125 media with 
five different absorption (μa from 0.04 to 0.16cm−1 with a step of 0.03cm−1), five different 
scattering (μꞋ s from 4 to 16cm−1 with a step of 3cm−1), and five different αDB (αDB from 1.4 × 
10−8 to 2.6 × 10−8cm2/s with a step of 0.3 × 10−8 cm2/s). For MDME-DSCA, the same 9 SD 
separations (r from 0.25 to 1.05cm with a step of 0.1cm) and 10 exposures (T from 0.1 to 1ms 
with a step of 0.1ms), which were also used for phantom experiments, were used. In a single 
SD separation fitting for ME-DSCA, 90 exposures from 0.1 to 1ms with a step of 0.01ms at 
the middle separation r = 0.65cm, where the data at the exposure time T = 0.55ms was 
removed to have the same number of simulated speckle contrast values as MDME-DSCA, 
were used. Then these parameters (μa, μ

Ꞌ 
s, and αDB) were varied to generate simulated speckle 

contrast values at different exposure time and SD separations using a constant factor β = 
0.124 and Eq. (4). The Nelder-Mead derivative-free simplex method was further used to 
minimize the difference χ2 or δ2 to obtain these parameters with the initial values of μa, μꞋ s, 
and αDB which were randomly assigned (rand function) in the same ranges as those indicated 
previously, i.e. 0.04≤μa≤0.16cm−1, 4≤ μꞋ s ≤16cm−1, and 1.4 × 10−8cm2/s≤αDB≤2.6 × 10−8cm2/s. 
Besides, the initial value of β was randomly determined in the range from 0 to 1, and the 
termination tolerance for the fitted variables (TolX) was set as 10−10 which was enough to 
obtain precise results for these parameters. 

The ability of MDME-DSCA was further examined by fitting the simulated speckle 
contrasts with the noise. Usually the major noises in DSCA are CCD noise [22,23,37] and 
statistical noise [37]. The CCD noise is a type of electronic noise and introduces additional 
background contrast to original speckle contrast. The statistical noise is due to the limited 
number of pixels used for the calculation of speckle contrast and can cause speckle contrast 
value fluctuation. Since the CCD noise is not determined by speckle contrast and can be 
corrected by the method in Ref [22,23], we just generate speckle contrast values with the 
statistical noise. A mathematical model of statistical noise has been developed in Ref [37]. 
The model shows that the statistical noise is related to speckle contrast value and increasing 
the number of pixels can reduce statistical noise. The statistical noise (standard deviation σK) 
of the simulated speckle contrast K is shown as [37] 

 
2 0.5

,K

K K

N
σ +=  (7) 

where N is the number of pixels used for calculating a single speckle contrast value and N = 7 
× 7 is the same as the liquid phantom experiments. Therefore, the ratio of the standard 
deviation σK to the speckle contrast K, i.e. σK/K, is larger than 0.101. 
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The standard deviations σK corresponding to simulated speckle contrast values at different 
exposure time and SD separations were calculated by Eq. (7). The noises following a 
Gaussian distribution with zero mean and standard deviation σK were then generated, and 
added to the simulated speckle contrast values to obtain speckle contrast measurements with 
noise. Meanwhile, for each exposure time of each SD separation, 1000 speckle contrast 
values with statistical noise were used to obtain an averaged speckle contrast values like in 
phantom experiments. Finally the speckle contrast curves with the noise were fitted to 
simultaneously extract multiple parameters. The discrepancies between the fitted and 
expected values of the parameters was calculated as [(Fitted-Expected)/Expected] × 100%. 

2.4 Tissue simulating phantoms 

10cm Sample

Lens 
Fiber           

Laser CCD PC

 

Fig. 2. Schematic of the experimental setup using the phantom. 

We have designed the phantom experiments to test the accuracy of MDME-DSCA in 
homogeneous media. The liquid phantoms comprise of Intralipid [38–40] (30%, Fresenius 
Kabi, China) for control of the scattering μꞋ s and particles Brownian motion αDB (all particles 
are considered as dynamic and α = 1), India ink [40,41] (Black 4001, Pelikan, Germany) for 
control of the absorption μa, and distilled water. The theory and details of Intralipid including 
optical properties are described in Ref [38]. The absorption of India ink μa = 440.1mm−1 was 
measured in our previous work [29]. Then the 30% Intralipid and India ink can be diluted by 
distilled water to obtain the desired optical properties of the phantoms. As shown in Ref [26], 
the error in the estimation of αDB mostly depended on the error in the estimation of the 
reduced scattering coefficient μꞋ s compared with the absorption μa. Therefore, MDME-DSCA 
was validated in five liquid phantoms where μꞋ s  (4, 7, 10, 13, 16cm−1) was varied, and μa = 
0.1cm−1 and αDB were constant. 

In these MDME-DSCA measurements, we used a long-coherence 671 nm CW laser 
source (CNI MRL-III-671, 100mW) to illuminate the surface of the phantoms via a 200 μm 
muti-model optical fiber, and a 12 bit CCD camera (IMC-140F, Imi Tech, Korea) with a lens 
(f = 50mm and f/# = 8) to record the backscattering speckle patterns as shown in Fig. 2. The 
imaging region covered the field of view 1.4cm × 1.2cm. We defined nine detector regions 
with a size of 15 × 15 pixels (0.15 × 0.15mm2) at different SD separations (r from 0.25 to 
1.05cm with a step of 0.1cm). The exposure time ranging from 0.1 to 1ms with a step size of 
0.1ms was used and 1000 images were obtained for each exposure time. For each image of 
each detector region, we used a 7 × 7 window size to calculate the speckle contrast and 
further obtained a spatially average speckle contrast over the detector region. Then these 
speckle contrasts were temporally averaged over 1000 images. Besides, we used the method 
in Ref [22,23]. to correct the influence of CCD noise, i.e. dark and shot noise, on the 
calculation of speckle contrast. The Nelder-Mead derivative-free simplex method described in 
Section 2.3 was then used to extract multiple parameters. 

Meanwhile, prior to these works, the nanoparticle analyzer, Malvern Zetasizer Nano 
ZS90, was used to independently measure the particle size distribution of the diluted 
Intralipid using the dynamic light scattering (DLS) method [42]. The nanoparticle analyzer 
collected the scattered light at an angle of 90° and obtained Z-average hydrodynamic 
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diameter DZ = 195.9 ± 4.7nm from the measured intensity auto-correlation function. Then the 
particles Brownian motion αDB can be calculated by the Stokes-Einstein relation 

 ,
3

B
B

Z

k T
D

D
α

π η
=  (8) 

where kB is the Boltzmann constant, T is the temperature, and η is the viscosity. The viscosity 
of the phantoms over μ Ꞌ 

s  variation at controlled temperature 18 °C was measured by a 
viscometer, and the particles Brownian motion αDB can be calculated using the associated 
viscosity and Eq. (7). The measured viscosity and αDB were then averaged from five 
phantoms to obtain η = 1.068 ± 0.023cp and αDB = (2.04 ± 0.043) × 10−8cm2/s. We note that 
the μꞋ s variation has minor influence on the viscosity and particles Brownian motion. 

3. Results 
3.1 Difference patterns in MDME-DSCA and ME-DSCA 
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Fig. 3. Contour plots of the differences between the reference (a) ME-DSCA or (b) MDME-
DSCA measurements and testing speckle contrast measurements generated by varying the 
values of paired parameters. The reference speckle contrast measurements were generated by 
the given parameters μa = 0.1cm−1, μꞋ s = 10cm−1, αDB = 2 × 10−8cm2/s and β = 0.124. χ2 and δ2 
were obtained by varying the values of 0≤μa≤0.25cm−1, 5≤ μ Ꞌ 

s  ≤15cm−1, 1.5 × 
10−8cm2/s≤αDB≤2.5 × 10−8cm2/s and 0≤β≤0.25. The reference values of paired parameters are 
marked at the cross where the differences χ2 and δ2 achieve the minimum values. 

As shown in Section 2.3, the reference MDME-DSCA and ME-DSCA measurements without 
noise were generated with the same given parameters: μa = 0.1cm−1, μꞋ s = 10cm−1, αDB = 2 × 
10−8cm2/s and β = 0.124. The differences χ2 and δ2 between the reference speckle contrast 
measurements and the testing speckle contrast measurements generated by varying the values 
of paired parameters, i.e. 0≤μa≤0.25cm−1, 5≤ μ Ꞌ 

s  ≤15cm−1, 1.5 × 10−8cm2/s≤αDB≤2.5 × 
10−8cm2/s, and 0≤β≤0.25, were calculated by Eq. (5) and Eq. (6) respectively. Contour plots 
of these differences are then shown for different pairs of parameters in Fig. 3. In the ME-
DSCA, the local minima of the difference δ2 is divergent and has a wide range calculated by 
the values of paired parameters, which makes it difficult to obtain the minimum at the cross 
point in Fig. 3(a) using the dependence of speckle contrast on the exposure time. By contrast, 
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MDME-DSCA confines the local minima of the difference χ2 to a smaller area and the 
difference χ2 is convergent as shown in Fig. 3(b). These results show that it is possible to 
simultaneously obtain these reference parameters at the cross points by MDME-DSCA. 
Besides, the curves of the pairs of μa and αDB show that the results of αDB are less sensitive to 
μa. 

3.2 Extraction of multiple parameters from the simulated data 

3.2.1 Noise-free simulations 
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Fig. 4. Fitted parameters μa, μ
Ꞌ 
s , αDB and β from noise-free data for 125 media by (a) ME-

DSCA and (b) MDME-DSCA. The noise-free data for ME-DSCA or MDME-DSCA was 
generated at the SD separation r = 0.65cm with exposure time T from 0.1 to 1ms with a step of 
0.01ms, or at nine SD separations (r from 0.25 to 1.05cm with a step of 0.1cm) with 10 
exposures (T from 0.1 to 1ms with a step of 0.1ms). Each marker represents one μa, i.e. square: 
μa = 0.04cm−1, circle: μa = 0.07cm−1, triangle: μa = 0.10cm−1, diamond: μa = 0.13cm−1, and 
cross: μa = 0.16cm−1. Each color represents one μꞋ s, i.e. black: μꞋ s = 4cm−1, red: μꞋ s = 7cm−1, blue: 
μꞋ 

s  = 10cm−1, dark cyan: μꞋ 
s  = 13cm−1, and magenta: μꞋ 

s  = 16cm−1. The same marker with 
different colors means the same μa with various μ Ꞌ 

s  values. The same color with different 
markers means the same μꞋ s with various μa values. For better observing the fitted parameters, 
we move the points slightly across the x-axis and αDB increases from left to right for each μa or 
μꞋ s. 
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We have used the Nelder-Mead derivative-free simplex method to simultaneously extract 
multiple parameters from the simulated ME-DSCA and MDME-DSCA measurements for 125 
media as described in Section 2.3. The average number of the iterations was 440 and the 
average calculation time was 3.14s for the used Intel i5-3450 CPU. Figure 4 shows that the 
fitted parameters by ME-DSCA have considerable errors even in the noise-free data. These 
errors are due to the large crosstalk between these parameters. Therefore, it is difficult to 
decouple the crosstalk by the dependence of speckle contrast on the exposure time. By 
contrast, MDME-DSCA can accurately obtain all parameters without any error in the noise-
free data. 

3.2.2 Noise-added simulations 
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Fig. 5. Performance of MDME-DSCA in the noise-added simulated data. (a) Fitted parameters 
μa, μ

Ꞌ 
s, αDB and β, and (b) percentage error of fitted parameters. Each color and marker in (a) 

represent the same as Fig. 4. The same marker with different colors means the same μa with 
various μꞋ s  values. The same color with different markers means the same μꞋ s  with various μa 
values. The linear fitting between fitted parameters and expected parameters is displayed in 
(a). The percentage error in (b) is defined as [(Fitted-Expected)/Expected] × 100%. The 
standard deviations of the errors are shown with blue error bars and the centers of the crosses 
represent the mean values of the errors. 

We further verify the feasibility of MDME-DSCA for the noise-added simulated data as 
shown in Fig. 5. Figure 5(a) shows the estimated multiple parameters from MDME-DSCA 
and the percentage error of estimated parameters are then calculated as shown in Fig. 5(b). 
The absolute values of the errors for μa, μ

Ꞌ 
s , αDB and β are respectively less than 10.11%, 

3.94%, 5.48%, and 1.87%. Besides, the mean values and the standard deviations of the errors 
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are presented as blue error bars in Fig. 5(b). Compared with other parameters, MDME-DSCA 
may result in a higher error in μa. In fact, we can increase the number of speckle patterns to 
reduce the influence of the noise. In summary, these results show that MDME-DSCA can 
obtain all parameters from the noise-added simulated data with a relatively high accuracy. 

3.3 Extraction of multiple parameters from liquid phantoms data 
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Fig. 6. Speckle contrast measurements from phantom experiments in which μꞋ s was varied, i.e. 
(a) μꞋ s = 4cm−1, (b) μꞋ s = 7cm−1, (c) μꞋ s = 10cm−1, (d) μꞋ s = 13cm−1, and (e) μꞋ s = 16cm−1, and other 
parameters were constant. The solid lines are the fitting results calculated by Eq. (4). Some 
speckle contrast measurements in (d) and (e) are not available due to the low CCD SNR. 

Figure 6 shows the speckle contrast measurements from phantom experiments in which μꞋ s (4, 
7, 10, 13, 16cm−1) was varied and other parameters were constant. The speckle contrast 
measurements over multiple SD separations for multiple exposure times were calculated by 
the procedure described in Section 2.4. The solid lines in Fig. 6 represent the calculated 
speckle contrast curves using Eq. (4) with the fitted parameters in Fig. 7 obtained from 
MDME-DSCA. We note that the error bars in Fig. 7 are the 95% confidence intervals (CI) of 
the fitted parameters which are calculated by the nonlinear least-squares regression. The fitted 
μa (0.097 ± 0.020cm−1) and μꞋ s  are in agreement with the expected value μa = 0.1cm−1 and 
expected μꞋ s . The Brownian diffusion coefficient αDB and the factor β are not expected to 
change along with the varied μꞋ s , since the change in the viscosity due to the change in μꞋ s  is 
negligible and β only depends on light source and detector optics. Indeed, the fitted αDB (1.93 
× 10−8 ± 0.16 × 10−8cm2/s) and β (0.1261 ± 0.004) show good stability, which are in 
agreement with the priori measurements of αDB = (2.04 ± 0.043) × 10−8cm2/s described in 
Section 2.4 and β = 0.124 estimated from the static speckle contrast. 
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Fig. 7. Fitted parameters (a) μa, (b) μꞋ s , (c) αDB and (d) β versus the varied μꞋ s  in the liquid 
phantoms. The dash line in (b) represents an ideal linear relation with the slope equal to one 
and intercept equal to zero. 

4. Discussion 
One of the criticisms for DSCA has been the lack of quantitative speckle contrast model 
describing the influence of multiple parameters such as μa, μ

Ꞌ 
s , αDB and β on the speckle 

contrast measurements. In our previous works [29], the analytical expression of speckle 
contrast has been used for quantitative αDB measurement with other known parameters μa, μ

Ꞌ 
s 

and β. Due to the facts that the speckle contrast expression is a highly nonlinear function of 
multiple parameters and the inaccurate measurements of μa or μ Ꞌ 

s  can lead to incorrect 
measurements of αDB, this paper is aimed at separating μa, μ

Ꞌ 
s , αDB and β from the speckle 

contrast measurements by this analytical expression. We note that, recently [27], it has been 
demonstrated that it is possible to use the dependence of autocorrelation function on the SD 
separations to obtain multiple parameters by multi-distance DCS (MD-DCS). In fact, DSCA 
is essentially obtained from the combination [3–5] of DCS and laser speckle contrast imaging 
(LSCI). Therefore, in this paper, we have developed a multi-distance and multi-exposure 
DSCA (MDME-DSCA) algorithm for simultaneous measurement of multiple parameters. 
Here, we show that MDME-DSCA can accurately obtain all four parameters without any 
error in the noise-free simulation data (see Fig. 4). Besides, simultaneous measurements of 
multiple parameters by MDME-DSCA are also shown to be feasible for the noise-added 
simulated data (see Fig. 5). Then in order to validate MDME-DSCA, we have performed 
liquid phantoms experiments. Our experimental results of μa, μ

Ꞌ 
s , αDB and β agree well with 

the expected values as shown in Fig. 7. By contrast, it is impractical to simultaneously obtain 
multiple parameters from multi-exposure DSCA (ME-DSCA) at a single SD separation even 
in the noise-free simulation data, which is the same as the previous work [43]. 

Figure 3 well explains these comparison results where it is shown that the minimum 
differences δ2 of ME-DSCA has a wide range due to the large cross-talk between these 
parameters and is divergent. According to the expression of speckle contrast (see Eq. (4)), the 
decay of speckle contrast depends on αDB which is only included in the term FT = 6μꞋ2 

s k2 
0

αDBT. It is apparent that it is difficult to separate αDB and μꞋ s using the dependence of speckle 
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contrast on exposure time T at one SD separation. By contrast, the dependence of speckle 
contrast on the SD separation makes that the difference χ2 of MDME-DSCA in Fig. 3 is 
confined to a smaller area and becomes convergent, suggesting that it is able to use MDME-
DSCA to decouple large cross-talk between these parameters. 

To further discuss the influence of these parameters on speckle contrast, Fig. 8 shows the 
dependence of the speckle contrast variation on the μꞋ s , αDB and μa variation at different SD 
separations and exposure time. The percentage change in μꞋ s , αDB and μa are respectively 
defined as [(μꞋ 

s - μꞋ 
s0)/ μ

Ꞌ 
s0] × 100%, [(αDB-αDB0)/αDB0] × 100%, and [(μa-μa0)/μa0] × 100%, 

where μꞋ 
s0 = 10cm−1, αDB0 = 2 × 10−8cm2/s, and μa0 = 0.1cm−1 are the same as the given 

parameters used in Fig. 3. For all variations, the percentage change in K is defined as [(K(μꞋ s
,αDB,μa)-K0)/K0] × 100%, where K0 is obtained from the given parameters μꞋ s0, αDB0, and μa0. 
As shown in Fig. 8, for all variations, the variation in K over different SD separations has a 
wider range compared with the variation in K over different exposure time. On the other 
hand, the variation in μꞋ s  in Fig. 8 has a greater influence on the variation in K at both SD 
separation and exposure time compared with the variation in αDB. The variation in K due to 
the variation in μa is much less than the variation due to μꞋ s or αDB. Therefore, the differences 
χ2 and δ2 generated by the pair of μa and αDB in Fig. 3 have the biggest area and the fitted μa 
has a higher error from the noise-added simulated data compared with other fitted parameters 
as shown in Fig. 5. 
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Fig. 8. Variations in μꞋ s , αDB and μa at different SD separations and exposure time result in 
corresponding change in speckle contrast. T = 0.6ms was used for the calculation in (a) and 
(b). r = 0.65 was used in (c) and (d). 

Overall, these results show that the reasonable accuracy of MDME-DSCA algorithm 
opens a relatively low cost, simpler and computationally convenient method for simultaneous 
extraction of tissue optical properties and dynamic information. Meanwhile, some effects on 
this method need to be further discussed. 

Firstly, the SD separation and exposure time play an important role in MDME-DSCA. We 
note that DSCA is obtained from a weighted time integral over the autocorrelation function in 
DCS. However, DSCA is not like DCS to retain fine-details which are retained in the shape of 
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the measured autocorrelation function in DCS. In this paper we chose 0.25~1.05cm and 
0.1~1ms as SD separation and exposure time to capture the dynamic range of the measured 
speckle contrasts with varied μꞋ s  as shown in Fig. 6, considering the sensitivity [44,45] of 
speckle contrast and the signal to noise (SNR). The used SD separations provide a relatively 
limited measurement of penetration depth as the largest SD separation is 1.05cm. The used 
exposure time T = 0.1ms at SD separation r = 0.25cm is used to obtain β, as the speckles have 
a little de-correlated within this measurement. In fact, the number of exposure time and SD 
separation could be further increased to improve the accuracy of the fitted parameters. Larger 
SD separations are required to increase penetration depth of DSCA and smaller exposure time 
are used to improve the sensitivity to multiple parameters. However, it is difficult to maintain 
a sufficient SNR at larger SD separation and smaller exposure time. Besides, for shorter SD 
separations where the diffusion approximation model can’t be used, we can also use more 
advanced models or Monto Carlo simulations to improve the results. These effects should be 
studied in the future. 

A detector region with a size of 15 × 15 pixels (0.15 × 0.15mm2) as a SD separation in 
this paper is used to obtain a spatial speckle contrast value. A higher imaging magnification 
can be used to reduce the size of the detector region, whereas it also reduces the range of SD 
separation in the CCD field of view. The scanning of the media by moving the camera with a 
translation stage is a reasonable compromise. Besides, we have used 1000 images for the 
calculation of the averaged speckle contrast to reduce the statistical errors of speckle contrast. 
The fast cameras with a high frame rate [46,47] will rapidly reduce the acquisition time of 
speckle images. 

Finally, we note that the autocorrelation function g1(r,τ) for a homogeneous semi-infinite 
geometry is used in this paper and can be simplified to exponential [29] at the early delay-
time, i.e. g1(r,τ)≈exp[-Fr1τ/2(r1K0 + 1)]. The autocorrelation function at early delay-time 
usually associates with the photons with long light paths in the media [48,49]. g1(r,τ) arises 
from the momentum transfer accumulated by the scattering events of the photons along their 
paths in the tissue. Usually the photons with long paths undergo a larger number of scattering 
event and have more momentum transfer, which results in the decay of g1(r,τ). This decay due 
to the photons with long paths is more obvious at early delay-time [48]. Therefore, the 
speckle contrast at smaller exposure time will be more sensitive to deeper tissue. Besides, the 
inverse of speckle contrast at larger exposure time can be simplified to a linear equation and 
the slope of this linear equation could be used to obtain multiple parameters. These works 
could be included and texted in the future. 

5. Conclusion 
We have demonstrated the feasibility of simultaneous measurement of multiple parameters 
(μa, μ

Ꞌ 
s, αDB and β) by MDME-DSCA. The simulated and experimental results show that using 

the dependence of speckle contrast on SD separations can well decouple the large cross-talk 
between these parameters and obtain more accurate estimations of these parameters compared 
with ME-DSCA. This further makes DSCA a quantitative method for deep tissue blood flow. 
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