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Abstract

Microbial dose response modelling is vital to a well-characterized microbial risk estimate. Dose 

response modelling is an inherently multidisciplinary field, which collates knowledge and data 

from disparate scientific fields. This multidisciplinary nature presents a key challenge to the 

expansion of microbial dose response modelling into new groups of researchers and modelers. 

This research employs a dose response optimization R code used in 18 peer-reviewed research 

studies to develop a multi-functional dose response software. The underlying R code performs an 

optimization of the two primary dose response models using the MLE method and outputs 

statistical analyses of the fits and bootstrapped uncertainty information for the models. VizDR 

(Visual Dose Response) was developed to provide microbial dose response modelling capabilities 

to a larger audience. VizDR is programmed in JavaScript with underlying Python scripts for 

intercommunication with Rserve. VizDR allows for dose response model visualization and 

optimization of a user's own experimental data.
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Code availability
The R source code for dose response optimization and app pseudo code (due to its size) are available at the QMRA wiki (http://
qmrawiki.canr.msu.edu/index.php/Dose_Response_Modeling_R_Code). The code as well as the description contains instructions for 
use. The code and software will work on Windows, Mac and Linux equally well. The user will need to have an updated version of R 
(https://cran.r-project.org/) and their own dose response data, the outline of which can be seen in the software as well as the code 
description file. The developer is Dr. Mark H. Weir who's contact information can be seen under his affiliation in the author list.
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1. Introduction

Quantitative Microbial Risk Assessment (QMRA) modelling is a well-established tool for 

water quality and food safety (WHO, 2004; Haas et al., 2014; WHO, 2014). Stressors such 

as global climate change, global population growth, water stress and food scarcity have 

increased QMRA's importance for mitigating risks from emerging or reemerging pathogens 

(Hunter et al., 2011; Schijven et al., 2011). Given the need for credible QMRAs across 

multiple domains, it is the vision of the authors to make QMRA modelling freely accessible 

to all interested parties. The inspiration for this software came at the inception of the 

quantitative microbial risk assessment interdisciplinary instructional institute (QMRA-III). 

QMRA-III are NIH funded short courses for quantitative and non-quantitative scientists 

interested in QMRA, a field mostly dominated by physical scientists and engineers.

Dose response modelling is a vital step in the QMRA framework. Without a dose response 

model, a complete QMRA model is exceptionally difficult to develop if not impossible. 

Dose response modelling can be considered a niche research field, requiring a solid 

understanding of microbiology, pathology, mathematics and statistics. The microbiology 

skills are to understand the protocols used in development and delivery of the inoculum, thus 

assessing the applicability of the data to dose response modelling. Pathogenesis knowledge 

is used to determine the relevance and limitations of chosen exposure routes (e.g. 

intracranial versus inhalation) and the limitations of mechanistic assumptions within the 

model. Advanced mathematics knowledge is needed to understand how to develop 

approaches to optimize a model and subsequently write the requisite code to perform such 

algorithms. Cognizance of statistics allows for the inference of a good fit to candidate data, 

and to determine the confidence associated with applying the model across multiple hosts, 

pathogen strains, pathogen isolates and exposure routes.

Due especially to its regulatory and public health implications (US EPA, 2000; Petterson et 

al., 2006a,b), it is vital to make QMRA modelling more accessible to a broader set of 

expertise. A means of greater accessibility is through instructional programs such as 

QMRA-III (https://goo.gl/0zYgb5). Other such institutes include: Infrastructure for Health 

and Ecosystem Risk Assessment (IHERA), Joint Institute for Food Safety and Applied 

Nutrition (JIFSAN; http://jifsan.umd.edu) and formerly offered under the Center for 

Advancing Microbial Risk Assessment (CAMRA; www.camra.msu.edu). Unfortunately, 

these programs are limited by funding availability, the number of participants able to take 

these courses at any given time, and the amount of time required to instruct QMRA's 

underlying sciences. This instructional time constraint is no different for the QMRA courses 

offered in a select few universities. Software such as VizDR (Visual Dose Response) is a 

first step in allowing for a more effective use of instructional time regarding the specific 

steps in the QMRA framework, in this case the dose response step. VizDR and similar 

software will also alleviate the practitioner from developing or running complicated code 

routines for dose response modelling.

Currently there are a limited number of QMRA software applications that are scenario 

specific. This is unsurprising due to the scenario driven nature of QMRA (Haas et al., 2014), 

but, this limits their use outside of the given scenario of development. What can be seen in 
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the following examples of QMRA software is the lack of software for microbial dose 

response model visualization and optimization. In all of these software packages the dose 

response model(s) is/are fixed, based on the pathogen(s) chosen or sole pathogen(s) 

available in the modelling software. Therefore, these packages disallow the user to: choose a 

dose response model or learn more about dose response modelling in general. Additionally, 

they do not provide the capacity for the user to develop their own optimized dose response 

model.

1.1. QMRA software for water

QMRASpot is a QMRA software developed by Kiwa Watercycle Research (KWR). 

QMRASpot specifically models drinking water systems for the Dutch government (Schijven 

et al., 2011). This is vital for the Netherlands due to their system not maintaining a chlorine 

residual (Smeets et al., 2009; Smeets, 2011). Water treatment and distribution system 

characteristics can be adapted to the user's treatment and distribution system. However, the 

overall exposure pathway and dose response models are imbedded, unchangeable and cannot 

be independently visualized in QMRASpot.

1.2. QMRA software for food

The FDA-iRISK is an integrative comparative risk assessment system primarily for food-

borne hazards (Chen et al., 2013). iRISK is now expansive over a set of models and 

scenarios that can be incorporated into a risk model. iRISK limits the users’ interactions 

with the dose response model, simply displaying the dose response model name (i.e. 

exponential or beta Poisson, etc.) and their functional forms. iRISK regularly updates the 

dose response model using expert elicitation from dose response experts. However, the 

capability to choose, optimize or visualize the dose response models is not available in 

iRISK.

MicroHibro (http://www.microhibro.com/) is an on-line tool for microbial risk assessment in 

vegetables and meat products. The tool can be used to carry out a probabilistic exposure 

assessment based on predictive models of growth, inactivation and cross-contamination 

(Péerez Rodríguez, 2011). The WHO Food and Agriculture Organization of the United 

Nations (http://www.fstools.org/) provide QMRA tools for Cronobacter spp. in infant 

formula and for Campylobacter and Salmonella spp. in chicken meat. Since the tool is 

limited to these two pathogens there is no choice or interaction with the dose response 

models.

The Interactive online Catalogue on Risk assessment (ICRA; http://icra.foodrisk.org/) is a 

catalogue of existing microbial risk assessments. ICRA serves as a resource for risk 

modelers to use in the development of their own models. ICRA allows users to compare and 

contrast models for the same pathogen and/or commodity. ICRA is the closest of these four 

examples of being able to compare and learn more about the dose response models, being a 

catalogue of risk models. However, we again see an inability to directly visualize current 

dose response models and no ability for the users to optimize dose response models to their 

own data.
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1.3. Chemical and radiological dose response software

The need for dose-response modelling software was first recognized for chemical risk 

assessment. Several tools exist, but they do not incorporate the models recommended for use 

in microbial risk assessment. The U.S. Environmental Protection Agency (EPA) benchmark 

dose software (BMDS; https://goo.gl/jxSq1d) is used to fit mathematical models to dose 

response data using established empirical relationships for chemical hazards. Collaborative 

Drug Discovery (CDD; https://www.collaborativedrug.com) is a proprietary cloud-based 

tool for high-throughput screening of drugs that fit select dose response models for chemical 

compounds (Hohman et al., 2009). There is open source software for chemical dose 

response modelling too. UNISTAT 6.5 (https://www.unistat.com) Statistics Software 

(London, England, UK) can fit the logit, probit and gompit models. DRC is an R (R Core 

Team., 2014) dose response modelling package for three and four parameter, sigmodal 

models including the log-logistic and Weibull (Knezevic et al., 2007).

These tools and packages demonstrate two things: (1) the need for software support for 

microbial dose response modelling; and (2) the breadth of the various dose response models 

that are standardized and unique to different domains of study. While software exists for 

QMRA, they are focused on providing researchers, risk assessors, regulators and decision 

makers with the capabilities of using a QMRA model already developed. As the dose 

response model is vital to a QMRA (Weir and Haas, 2011; Haas et al., 2014), the absence of 

the ability to optimize a dose response model from raw data without consulting with a dose 

response modelling expert is a limiting step in the QMRA framework. VizDR is a dose 

response modelling and visualization software intended to end this limitation in QMRA and 

can be found at the QMRAWiki (https://goo.gl/al7OAB).

2. Methods and materials

2.1. Mechanistic microbial dose response models

A model is only as relevant as its underlying assumptions and methods of derivation. In the 

case of microbial dose response modelling it is important to derive a model from 

mechanistic roots. Theoretically any function that is bounded on (0,1) for the dependent 

variable range and has support to infinity for the independent variable can be considered a 

candidate model. In the case of QMRA there is a need for biological plausibility for the dose 

response models (Haas, 1983; Haas et al., 2014). Additionally it is often recommended to 

use biologically plausible dose response models for QMRA by government and 

nongovernmental organizations (US EPA, 2014; WHO., 2016b). Mechanistic dose response 

models describing a generalization of the underlying pathogenesis mechanisms provide this 

biological plausibility. To accomplish this in a generalizable manner Haas et al. (2014) 

outlines the derivation of the mechanistic models but the underlying principles are: a bolus 

exposed dose with Poisson variability about the mean (d), from which there is a binomial 

likelihood of k pathogens that survive to initiate an infection. The mechanistic microbial 

dose response models are the exponential (Equation (1), parameter r) and beta Poisson 

(Equation (2), parameters α and N50). In Equation (1) r is an estimate of the probability of 

one organism surviving post-exposure to develop an infection in the host. Equation (2) is an 

approximation of the exact form of the beta Poisson model, the development of which is 
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outlined in Haas et al. (2014). Use of the approximated form of the beta Poisson model is 

predicated on α ≪ N50 and N50 ≥ 1 (Weir, 2016). This approximated form retains the 

linearity at low doses, a vital characteristic of microbial dose response models (Haas et al., 

2014;Weir, 2016). In Equation (2) N50 refers to an estimate of the median infectious dose 

with units of counts (i.e. CFU, PFU, cells, etc.) and α is a unitless model parameter.

(1)

(2)

While there are empirical model options that can theoretically be used for dose response 

modelling, these are generally not as widely used in QMRA (Petterson et al., 2006a,b; 

WHO., 2016a; Haas et al., 2014). Therefore, VizDR was developed to visualize and 

optimize the mechanistic biologically plausible dose response models.

2.2. VizDR underlying R code and its functionality

VizDR uses an underlying R code has been used to develop optimized dose response 

parameters in 18 peer reviewed dose response modelling publications (Bartrand et al., 2008; 

Tamrakar and Haas, 2008a, 2008b, 2011; Huang and Haas, 2009; Huang et al., 2009; Jones 

et al., 2009; Weir, 2009; Weir and Haas, 2009; Watanabe et al., 2010; Huang and Haas, 

2011; Teske et al., 2011; Weir and Haas, 2011; Watanabe et al., 2012; Watanabe et al., 2014; 

Coulliette et al., 2013; Teske et al., 2014; Breuninger and Weir, 2015). The parameters being 

optimized in dose response modelling code develop specific dose response models to those 

data used in the parameter optimization. This R code continues to be used for microbial dose 

response modelling in papers currently under review and revision.

The underlying R code that is the computational core of VizDR is a streamlined dose 

response optimization and modelling code. The algorithm used by the R code can be seen in 

Fig. 1. The R code performs a maximum likelihood estimation (MLE) on the negative 2 log-

likelihood of the dose response models, herein referred to as the deviance (Y; Equation (3)). 

The Y statistic is a function of: predicted probability of response (πi, from the model), 

observed probability of response ( , from the data), number of positive responses (pi) and 

number of hosts in each dose group (ni). By optimizing for Y the test statistic for goodness 

of fit and best fitting model analyses is minimized, thereby, allowing for rapid inferences 

from the optimization. As can be seen in Fig. 1 the bootstrap method is used to assess the 

uncertainty in the parameter estimates after the inferences are made.

(3)
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Following the algorithm in Fig. 1, once the data are imported the code is instructed to 

identify English language strings that have dose, positive and negative in separate columns 

in the header. An example of dose response data can be seen in Table 1, which is a set of 

pooled non-human data published under one dose response model (Haas et al., 2014). Table 

1 shows infection data for three strains of pathogenic Escherichia coli (E. coli): 
Enteropathogenic (June et al., 1953), Enteroinvasive (Graham et al., 1983) and 

Enterotoxigenic (DuPont et al., 1971)

The Cochran-Armitage trend test (Equation (4)) is used to determine the significance of a 

trend between the dose (di, independent variable), n adjusted doses (d̅), ni, pi and the 

summed observed probability of response (p̅ dependent variable). The summations are 

carried out from 1 to j doses in the experiment (Haas et al., 2014).

(4)

To pass the trend test, Zca must be greater than 95th confidence interval of the normal 

distribution (1.644). This is an important quality assurance check to ensure that a trend 

between the dose and observed probability of response exists before attempting dose 

response model optimization. After assessing the statistical significance of the trend, the 

MLE results are used to establish baseline goodness of fit and best fitting analyses results. 

The MLE method is a consistent estimator allowing it to converge to an optimal solution 

even for small sample sizes (Rizzo, 2008; Weir, 2016). Since dose response data are most 

typically small datasets the MLE is ideal for dose response model optimization.

After Y is minimized and optimal parameters for the respective models are determined, two 

fundamental inferences are made. These inferences are made from an adaptation of the 

likelihood ratio test. Therefore, there is the potential especially for larger number of doses 

that despite a good fit in actuality, the test may fail. The likelihood of having such a large 

number of doses in microbial dose response modelling however is very low. The goodness of 

fit is inferred by comparing the minimized Y to the chi-squared (χ2) distribution's critical 

value. This critical value is selected at a chosen confidence interval (CI; 0.05) and N-m 
degrees of freedom where: N is the number doses and m is the number of parameters for the 

respective model (e.g. 1 for exponential). Next the best fitting model is assessed, where this 

inference is made by first calculating the difference in minimized Y (Δ; Equation (5)), where 

Ye and YBP are the Ys for the exponential and beta Poisson models respectively. Δ is then 

compared to the χ2 critical value at one degree of freedom.

(5)

After these inferences are assessed they are printed to the screen and saved as comma 

separated values (.CSV) files. The bootstrap is invoked after these analyses, holding 
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iterations at 10,000 for both the exponential and beta Poisson models. Just as in the standard 

MLEs performed earlier the bootstrapped MLEs use the Broyden-Fletcher-Goldfarb-Shanno 

(BFGS) algorithm for optimization. The BFGS does not require smooth optimizations, and 

since it estimates the Hessian matrix from gradient evaluations rather than direct derivation 

(quasi-Newtonian), it is much faster. During a bootstrap iteration the dose response data are 

randomly sampled with replacement from the positive responses. These new computational 

data are then used to optimize the dose response models. After all iterations for both models 

are complete, the resulting computational data: Y, optimized parameter(s) and ID50 – 

infectious dose for 50% of the population (outputted only for the exponential model) – are 

saved to. CSV files on local storage.

There has been debate regarding the use of non-bootstrapped optimized parameters within a 

QMRA model. Therefore, in line with robust statistics an estimate the median parameter 

value(s) from the bootstrap are calculated. Since the α and N50 parameters have a functional 

relationship they are more akin to multivariate data, thus requiring the depth median. Also α 
and N50, percentiles are not a simple calculation and may be erroneous. Therefore, the best 

approach is to visualize their uncertainty via a plot. The r parameter does not have this 

complication therefore percentiles can be estimated for it, but a histogram is also generated 

to visualize parameter uncertainty.

2.3. Functioning of VizDR

Within VizDR the user can select their pathogen of interest if an optimized dose response 

model already exists. The menu is linked directly with the QMRAWiki 

(qmrawiki.canr.msu.edu). The QMRAWiki is a semantic wiki, which ensures that updates to 

tables on the QMRAWiki automatically update applications using the data in them. This 

results in VizDR always having the most up-to-date information on recommended dose 

response models to use for the selected pathogen. Therefore, VizDR streamlines the process 

of finding the dose response parameter value(s) from the QMRAWiki. All pertinent 

information is displayed from the associated dose response experiments including: pathogen 

strain, host species, exposure route, number of doses and dose units, median infectious dose, 

response type and reference for the data. This information is displayed along with a plot to 

visualize the dose response relationship. Where the application is most useful for future 

research and QMRA modelling is in the option for users to fit the dose response models to 

their own data. This option allows the user to access the R code directly thus using the same 

rigor that as has been used in eighteen peer-reviewed publications.

One of the current model fitting limitations is the ability to use the platform's local and 

storage media. If VizDR was to be downloaded and used on a smartphone, there may not be 

sufficient memory (virtual or physical) to operate all the bootstrap iterations and save the 

computational data. Therefore, the current version of VizDR is hosted on a server. No access 

is requested or made to the users' device or memory, therefore the outputs that would 

typically be saved in a working directory are instead displayed to the user. The user is 

instead given the option of developing a PDF of the outputs to save on their device.

Once the R code has run, the results are sent back to the client application in JavaScript 

Object Notation (JSON) format. On the client side the inferences for the goodness of fit and 
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best fitting model analyses are displayed to the user. Also on the client-side, d3, a popular, 

open-source JavaScript data-visualization library, is used to plot: the data, optimized models 

and confidence intervals for the models. The uncertainty plot of ln(α) and ln (N50) 

parameters from the bootstrapped beta Poisson model, and a histogram of the ln(r) 
parameter from the bootstrapped exponential model are generated.

3. Results

3.1. R code outputs and inferences to be made

For this example use of the R code, the dose response data for pathogenic E. coli from Table 

1 is used. The MLE minimizes Y and in doing so determines optimal values for r for the 

exponential α and N50 for the beta Poisson. Example results can be seen in Tables 2 and 3, 

where the goodness of fit and better fitting analyses are respectively displayed. These 

outputs display the better fitting model and demonstrate the metrics used to come to this 

conclusion. Table 4 shows the optimal parameters determined using MLE optimization (not 

bootstrapped).

Figs. 2 and 3 are the uncertainty plots for the exponential and beta Poisson models 

respectively. A histogram is used for the r parameter to demonstrate its central tendency and 

skewness. A scatter plot with confidence ellipses is used for the α and N50 confidence 

intervals. These outputs as well as a table with percentiles (for the exponential model only) 

present QMRA modelers with the optimal parameter(s) and range(s) to use.

The last outputs from the R code are the dose response plots. These are scatter plots of the 

dose and observed probability of response on a log-log scale. The optimal set of parameters 

from the non-bootstrapped MLEs are used to draw the model line (solid line), which is then 

bounded by the upper and lower 95th and 99th confidence intervals from the sets of 

parameter(s) from the bootstrap (Figs. 4 and 5). While it looks as though the models are 

smoothed for the plot, this is not the case, as this would risk residual effects, such as erring 

into the negative x-axis region. The data are split into 700 divisions to plot smooth lines for 

the model and confidence intervals. This was done to achieve smooth lines without requiring 

smoothing functions such as a C or S spline.

3.2. Example use of VizDR

3.2.1. Use of VizDR for visualization and quick reference to dose response 
models in the wiki—The users can interact with the current library of optimized dose 

response models using VizDR in two ways. The user will choose the mode as Dose to 
Response or Response to Dose, which operates only the visualization portion of VizDR. The 

user will then select a pathogen from the drop down list (Fig. 6), in this case a known 

Bacillus anthracis dose response model. The user can then visualize the information 

regarding this optimized dose response model such as: pathogen strain, host animal, 

exposure route, dose units, the best fitting model, associated median infectious dose, 

response monitored for in the experiments and reference for the original data. Once the user 

enters a dose estimate (top center column of Fig. 6) the resulting risk of response is 
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visualized at the bottom of the screen. The dose can be estimated from a known response 

percentage if the mode is changed to Response to Dose.

3.2.2. Use of VizDR for optimization and bootstrapping using experimental 
data—As with the R code example a pooled dataset for multiple strains of pathogenic E. 
coli (Table 1) is used. Selecting the mode as Use Experimental Data shows a data import 

screen, where the user can either upload a. CSV file of their data or enter it manually (Fig. 

7). Once the data are uploaded clicking GO will use the underlying R script to optimize and 

bootstrap the dose response models. Once all 5000 bootstrap iterations have completed then 

the outputs are displayed below the loading screen. Scrolling down the user will see: the 

MLE outputs with parameter estimates and the goodness of fit and best fitting model 

analyses results (Fig. 8). Scrolling down further the user will see the plots generated from 

the R script (Fig. 9). The top two plots of Fig. 9 show the parameter uncertainty plot for the 

beta Poisson and exponential models (from left to right), and the bottom plots show the dose 

response model plots with confidence intervals for the exponential and beta Poisson (from 

left to right).

4. Discussion

VizDR is designed to use an underlying R code that has been used in 18 peer-reviewed 

journal publications. One of the limitations of the app can be viewed as the set of models 

used. The dose response models used are the accepted biologically plausible mechanistic 

dose response models that have been used in regulatory and other decision analyses 

(Petterson et al., 2009; Messner et al., 2006; Huang et al., 2010; Weir et al., 2011).

VizDR can be used within the QMRA paradigm in two primary ways. First the dose 

response model that has already been optimized for a known pathogen can be looked up 

from the QMRA Wiki with ease. By maintaining the tool's mode at “Dose to Response” the 

drop-down menu can be used to find the pathogen of interest to the user. The user is then 

informed which: dose response model, parameter value and parameter uncertainty values to 

use in their QMRA. The second primary use is the optimization of the dose response models 

to the user's own data. This allow the user to determine a best fitting optimized dose 

response model based on their data or data from the open literature. This can be for data not 

included in the QMRA Wiki's warehouse of dose response data or their own animal model 

data. In both of these uses the user is aided in performing a Monte Carlo for the QMRA with 

ease since the uncertainty of the dose response model parameter can be included in the 

Monte Carlo QMRA model.

The form of the beta Poisson model used is an approximation from the exact form, which 

utilizes the confluent hypergeometric function. This was done for three reasons: first, this 

form of the beta Poisson is easier for novices and students to understand and to make 

inferences with since N50 is an estimate of the median infectious dose. Second, the 

optimization of the hypergeometric function is not sufficiently stable for an online app such 

as this one. Third, regulators, engineers and decision analysts – primary target users of 

VizDR – are likelier to be familiar with QMRA in general, therefore, this form of the beta 

Poisson model.
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VizDR will be used and further evaluated during the QMRA-III summer institutes to 

determine the applicability of its use for QMRA model development by novices and 

students. Also all VizDR users will be encouraged to contact the editor of the QMRAWiki 

dose response page to upload and share new models (once peer reviewed) among those that 

have already been archived.

The current version of VizDR is limited to 5000 iterations due to the current server 

infrastructure being used. This is being rectified by moving VizDR to dedicated servers 

owned by Michigan State University. The improved bandwidth will allow for all 10,000 

iterations for the bootstraps. This will improve the uncertainty assessment of the parameters 

in VizDR when compared to the R code.

5. Conclusions

The field of QMRA is growing and becoming more inclusive of other fields, a movement 

that is needed for its expansion, broader use and further refinement. As the use of QMRA 

models for policy and wider decisions beyond engineering systems increases, expansion of 

the field to include less quantitatively oriented scientists is needed. This can be heavily 

limited by the requirement for a dose response model to perform a modern QMRA and the 

lack of one being a quantitative gap precluding them from developing a QMRA model. To 

this end software has been developed to allow for easy access to a library of peer reviewed 

dose response models and data. This software (VizDR: Visual Dose Response) allows for 

easy reference and visualization of the dose response models already housed in the 

QMRAWiki. VizDR visualizes the best dose response model to use for a selected pathogen. 

VizDR also allows for the use of the same optimization code developed by dose response 

modelling experts and used in 18 individual dose response modelling research projects. 

VizDR is designed to address the dose response modelling step in the QMRA framework, 

thus being a first step in an adaptive QMRA software. VizDR will also allow quantitative 

scientists greater time to focus on the environmental exposure and risk characterization 

models in the QMRA.

VizDR is the beginning of a series of apps to bring QMRA and risk modelling as a freely 

accessible tool to multiple communities around the globe. Therefore, the app will be 

continually hosted on the QMRAWiki, an interactive knowledge repository and platform for 

collaborative QMRA development (Mitchell et al., 2014). It will be updated with new 

functionality as needed or requested.
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Fig. 1. 
Algorithm of underlying dose response optimization R code. Exp refers to the exponential 

dose response model and BP refers to the beta Poisson dose response model and trend test 

referes to the Cochran-Armitage trend test. The colours in the figure outline the following: 

red for paths to purposely end computations and exit code execution, yellow for data import 

and blue for code functions. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.)
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Fig. 2. 
Uncertainty plot for α and N50 parameter estimates from the bootstrap ellipses are 

confidence ellipses for the corresponding confidence levels. Plot shows a tight grouping of 

estimates from the 10,000 iterations, from this plot percentiles can be directly inferred.
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Fig. 3. 
Histogram of r parameter from the bootstrap estimates, showing a strong grouping of the 

parameter estimates for all 10,000 iterations.
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Fig. 4. 
Exponential dose response model curve showing the optimal solution (solid line) and upper 

and lower 95th and 99th percentiles of the model in the dotted lines.
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Fig. 5. 
beta Poisson dose response model curve showing the optimal solution (solid line) and upper 

and lower 95th and 99th percentiles of the model in the dotted lines.
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Fig. 6. 
Dose to response and response to dose modes, both of these act as the dose response model 

visualization portion of VizDR. As can be seen an easy look up of the best fitting dose 

response model for B. anthracis is being visualized for 10,000 spores.
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Fig. 7. 
Data upload screen for use of the user's own experimental data or data garnered from a 

literature review.
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Fig. 8. 
The first outputs demonstrate the inferences that can be made from the dose response 

optimization.
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Fig. 9. 
Bootstrap plot results, the top plots demonstrate the uncertainty of the parameters after the 

bootstrap is operated. The top right plot has confidence ellipses for the 90, 95 and 99th 

percentiles. The bottom plots are the dose response models with confidence intervals 

(dashed and solid blue lines for 90 and 95th percentiles respectively) around the MLE 

optimized model (solid black line). The differences seen between these outputs and those 

seen in Figs. 2 and 5 is that there are 5000 bootstrap iterations for the software and 10,000 
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for the R code. (For interpretation of the references to colour in this figure legend, the reader 

is referred to the web version of this article.)
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Table 1

Example of dose response data using oral exposure data for pathogenic E. coli.

Dose (d)a Positive response (pi)b Negative response Total (ni)

10,000 0 5 5

10,000 0 5 5

1,000,000 0 5 5

1,000,000 1 8 9

100,000,000 1 4 5

100,000,000 5 3 8

100,000,000 3 2 5

100,000,000 2 3 5

143,000,000 6 2 8

270,000,000 9 7 16

1,730,000,000 5 2 7

5,330,000,000 6 2 8

10,000,000,000 4 1 5

10,000,000,000 3 2 5

16,000,000,000 7 1 8

Example data for exposure to Escherichia coli.

a
CFU.

b
Host infection.
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Table 2

Example of goodness of fit analysis and resulting inference.

Model Y χ2
CI, N-m Critical * χ2

CI, N-m p-value * Conclusion

Exponential 119.49 23.68 0 Exponential model does not show a good fit to the data

Beta poisson 6.56 22.36 0.92 Beta poisson shows a good fit to the data

*
Ho: The model is a good fit to the data – if not using p-value: Y < χ2CI, N-m critical value to fail to reject.
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Table 4

Resulting dose response parameters from the non-bootstrapped MLE.

Model Y Parameter value

Exponential 119.49 r = 4.84 (10−10)

Beta poisson 6.56 α = 0.178 N50 = 8.60 (10+7)
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