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Abstract 

Microaneurysms (MAs) are known as early signs of diabetic-retinopathy which are called red lesions in color fundus 
images. Detection of MAs in fundus images needs highly skilled physicians or eye angiography. Eye angiography is an 
invasive and expensive procedure. Therefore, an automatic detection system to identify the MAs locations in fundus 
images is in demand. In this paper, we proposed a system to detect the MAs in colored fundus images. The proposed 
method composed of three stages. In the first stage, a series of pre-processing steps are used to make the input 
images more convenient for MAs detection. To this end, green channel decomposition, Gaussian filtering, median 
filtering, back ground determination, and subtraction operations are applied to input colored fundus images. After 
pre-processing, a candidate MAs extraction procedure is applied to detect potential regions. A five-stepped proce-
dure is adopted to get the potential MA locations. Finally, deep convolutional neural network (DCNN) with reinforce-
ment sample learning strategy is used to train the proposed system. The DCNN is trained with color image patches 
which are collected from ground-truth MA locations and non-MA locations. We conducted extensive experiments on 
ROC dataset to evaluate of our proposal. The results are encouraging.
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Introduction
Color fundus camera is a useful tool that can be used for 
the back of eye screening. The back of eye screening helps 
the physician to evaluate the eye for early detection of 
the potential diseases such as diabetic retinopathy (DR). 
DR is deduced as the most common cause of blindness 
in developed countries [1] and microaneurysms (MAs) 
are the early sign of DR. An expert physician can deter-
mine the locations of the MAs in fundus images manu-
ally, which is a challenging task. Therefore in the last two 
decades, fundus images based automatic fast and reliable 
MAs detection algorithms have been proposed [2–8].

Niemeijer et al. [2] grouped the MAs into three catego-
ries namely; subtle, regular and obvious based on their vis-
ibility in fundus images. Authors also aimed to detect the 
MAs which are close to vessels. Antal et al. [3] extended 
the Niemeijer’s work by adding extra two categories. These 
new two categories were constructed based on the MAs 
which are in macula and which are on the periphery of 
the image. Authors also determined the characteristics of 
the detected MAs. Later, Antal et al. [4] proposed another 
MAs detection method which was based on context aware 
approach. In the proposed method, a set of candidate MAs 
were extracted and then an ensemble method was used 
for classification. Fleming et  al. [5] proposed an image 
enhancement based method for efficient MAs classifica-
tion. The proposed method was based on contrast nor-
malization and the authors compared their proposal with 
various other contrast normalization methods. Quellec 
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et  al. [6] proposed wavelet domain template matching 
approach for efficient MA localization. Authors adapted a 
sequence of wavelet families optimally for improving the 
classification accuracy. In [7], the authors proposed an effi-
cient MAs detection model. The proposed method firstly 
applied a dark object filtering based method for candi-
date MAs extraction. Then, singular spectrum analyses of 
cross section profiles of MAs were extracted as statistical 
features. K-Nearest Neighbour (k-NN) classification was 
finally used to distinguish MAs and non-MAs. Another 
dark object diameter based method was proposed by 
Walter et  al. [8]. Authors used a top-hat based method 
to determine the initial segments. After initial segmenta-
tion, a thresholding was employed to extract MA candi-
dates. Kernel density estimation with variable bandwidth 
was employed to distinguish MAs and non-MAs. Wu et al. 
[9] proposed a novel approach for detection of MAs. Pro-
posed method was consisted of four stages; pre-processing 
of input fundus images, candidate MAs extraction, fea-
ture extraction and classification. Authors considered the 
cross-section profiles of MAs for potential MAs candidate 
extraction. Statistical features and KNN classification is 
employed for efficient classification.

As deep learning has been attracted so many researcher 
nowadays, there have been some works where deep 
learning was used for MAs detection [10–15]. Shan 
et al. [10] used the popular Stacked Sparse Autoencoder 
(SSAE) for MAs classification in fundus images. Small 
image patches, where MAs were localized, were used in 
training SSAE. Authors mentioned that during training, 
SSAE learns high-level features from pixel intensities 
and these learned features were then fed into a classi-
fier to categorize each image patch as MA or non-MA. 
Haloi et  al. [11] proposed a deep learning scheme for 
discrimination of the MA and non-MA structures. The 
deep learning scheme was trained with dropout train-
ing procedure and max-out activation function. Authors 
indicated that they did not use any pre-processing stage 
during the classification of MAs. Abramoff et al. [12] dic-
tated in their research work that by using a deep-learning 
based algorithm, the automatic detection of DR in fun-
dus images has been improved significantly. Authors 
compared their deep learning based method’s results 
with some of the previously reported results and put for-
warded the improvement. Gulshan et  al. [13] proposed 
another deep learning based methodology for detection 
of the DR in fundus images. Deep convolutional neural 
network (DCNN) was used in order to detect DR. During 
the training of DCNN, retrospective development data 
set was used. Authors indicated that DCNN achieved 
high sensitivity and specificity for detection of the refer-
able DR. In [14], authors used two DCNN namely Com-
bined Kernels with Multiple Losses Network (CKML 

Net) and VGGNet with Extra Kernel (VNXK) for detec-
tion of the DR in fundus images. Authors used hybrid 
color space for improving the detection of the DR. The 
results on EyePACS and Messidor datasets showed the 
efficiency of the proposed on detection of the DR.

In this paper, we proposed a novel MAs detection 
methodology, which is based on a candidate MAs extrac-
tor, and a DCNN architecture. The developed method 
initially adopted a series of image pre-processing such 
as binary region of interest (ROI) mask generation, 
median and Gaussian filtering, background subtraction 
and bright pixels determination in order to facilitate the 
candidate MAs extraction. Candidate MAs extraction is 
carried out in five steps; obtaining the spiral sequence of 
gray scale values in a given window size, an increasing 
length segmentation approach is employed for partition-
ing of the spirally sequenced gray scale values. Two new 
images are generated in the third step. Thresholding of 
generated new images and removing the all connected 
and elongated structures is handled in steps four and five 
respectively. After candidate MAs detection, small image 
patches were collected for both true MAs and non-MAs. 
A data augmentation procedure was used to augment 
the number of training number of MAs. To do that, the 
input image patches were flipped on X, Y axis, and were 
rotated +  90°, respectively. The training of the DCNN 
was carried out with reinforcement sample learning 
strategy. The experimental works were carried out on 
ROC dataset [15]. The results showed the efficiency of 
the proposed method. We further compared our results 
with some existing methods on the same dataset.

The organization of the paper is as following; in the next 
section, the proposed method is introduced with its compo-
nents. Pre-processing, candidate MAs extractor and DCNN 
concepts are introduced. In “Experimental works and 
results” section, the experiments and obtained results are 
presented. In “Conclusion” section, we conclude the paper.

Proposed method
The proposed MA detection system is composed of three 
stages: image pre-processing, candidate MA extraction 
and DCNN based classification. While the pre-processing 
and candidate MA extraction stages were performed on 
the green channel of the retinal images, the DCNN stage 
was performed on three channels of the retinal images. An 
overall schema of the proposed method is given in Fig. 1.

Pre‑processing
This stage employs a series of pre-processing steps such 
as binary region of interest (ROI) mask generation, 
median and Gaussian filtering, background subtrac-
tion and bright pixel determination in order to facili-
tate the candidate MAs extraction. In addition, a shade 



Page 3 of 10Budak et al. Health Inf Sci Syst (2017) 5:14

correction method [5] was performed to prevent poten-
tial confusions of MAs and non-MAs. The shade correc-
tion operation is introduced as following;

1. A background image  Imbg is constructed by applying 
a 45 ×  45 median filter to the input green channel 
image  Igch.

2. A Gaussian filtered (variance  =  1 and width  =  3) 
image  Iggch is subtracted from the background image 
 Imbg for obtaining a new image  Igsb. The positive val-
ues in  Igsb show the bright pixels in  Iggch which means 
no MAs are on these pixels. The gray values of these 
pixels in  Igsb are replaced by the values of their corre-
sponding pixels in  Imbg. Finally, the  Iigsb image which 
is the inverted image of  Igsb is fed into the next stage.

Candidate MA extraction
The aim of candidate extraction is to reduce the complex-
ity of the proposed method. In addition, determination 
of all possible regions showing MA-like characteristics 
is another aim of candidate extraction [5]. In previous 
works, morphological transformations and pixel interac-
tions are generally used to obtain potential MA candi-
dates. Although these methods can extract a great deal 
of true MAs as candidates, there are still several chal-
lenging situations which cause this method ineffectively 

in detecting ground-truth MAs as candidates [5]. In 
this stage, we use the following steps to improve its 
performance:

Step 1 To alleviate the deficiencies of the previous can-
didate extraction methods, in this work, we propose a 
new candidate extraction method. The proposed method 
is based on the spiral sequence of gray level values in a 
clockwise direction in a given local window size. An illus-
trative figure, which shows the spiral sequence of gray 
scale values on an 11 × 11 window, is shown in Fig. 2.

As MAs have a 2D Gaussian distribution, the spi-
ral sequence of gray scale values inside a given window 
should have a gradually decreasing structure as shown in 
Fig. 3.

Step 2 After obtaining the spiral sequence of gray level 
values, an increasing length segmentation approach is 
employed for partitioning of the sequence, and mean 
gray scale values are calculated in each segmented 
sequence. This procedure is illustrated in Fig. 3. In Fig. 3, 
while the red curve shows the spiral sequence of the gray 
scales, the blue stars show both the segment borders and 
the related five mean gray scale values Mgsv.

Step 3 Two new images Inew1 and Inew2 are con-
structed based on the obtained mean gray scale values as 
following;

Inew1 = max(Gssg )−min
(

Mgsv
)
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where max(Gssg) shows the maximum gray scale value 
in the spiral sequence, max(Mgsv) shows the maximum 
of the mean gray scale values, and similarly, min(Mgsv) 
shows the minimum mean gray scale value. Figure  4 
shows the Inew1 and Inew2 images respectively.

(1)Inew2 = max
(

Mgsv
)

−min
(

Mgsv
)

Step 4 The obtained Inew1 and Inew2 images are then 
thresholded as shown in Fig. 5. The threshold  Thrv value 
for Inew1 images is chosen as bright pixels and the thresh-
old  ThrMAs value is determined heuristically.

Step 5 The vessels in the thresholded Inew1 image are 
identified using a morphological connected component 
analysis operation and then subtracted from Inew2 image 
to obtain the candidate MAs as shown in Fig. 6. In other 
words, all connected, elongated structures in Inew1 image 
are eliminated in Inew2 image and the left regions are con-
sidered as Mas candidates.

Deep convolutional neural networks (DCNN)
DCNN is an important method for object detection [16]. 
For a given input image, DCNN incorporates spatial 
information between pixels into the nodes of network. 
Generally, DCNN architecture contains three basic lay-
ers: convolution, pooling, and fully connected layers. 
Convolution and pooling layers are embedded sequen-
tially. Convolution and pooling operations construct the 
features. The classification is performed based on these 
features with the fully connected layer. In DCNN archi-
tecture, there is a huge number of parameter that needs 
to be tuned during DCNN training stage. The training of 
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DCNN is handled with the conventional back propaga-
tion algorithm.

The DCNN architecture contains the following layers 
as:

  • Convolution layer: this layer contains a sequence 
of filters, whose coefficients are adjusted during 
the training process. In the training procedure 
of the DCNN, each filter is convolved across the 

Fig. 4 a  Inew1 image, b  Inew2 image

Fig. 5 Thresholded images. a  Inew1 image, b  Inew2 image

Fig. 6 a Detected vessel, b detected candidate MAs
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width and height of the input volume in the for-
ward pass.

  • Pooling layer: pooling layer aims to create a non-
linear down-sampling. In other words, pooling parti-
tions the input volume into a set of non-overlapping 
rectangle sub-regions and for each sub-region, the 
considered operation is applied for obtaining the out-
put. The pooling operation reduces the spatial size of 
input which also reduces the amount of parameters 
and computation in the network.

  • Fully connected layer: the classification process is 
carried out in fully connected layer. Neurons in this 
layer have full connections to all activations in the 
previous layer.

Reinforcement sample learning strategy
The idea of reinforcement sample learning is to reinforce 
training the network on these samples with poor perfor-
mance in the training procedure [17]. The detailed steps 
are described as follows:

1. Divide the samples into several batches randomly;
2. Train the model using all batches of samples in one 

epoch;
3. Identify the batches whose performance is lower than 

the criteria for the current epoch;
4. Tune the network only using these batches with more 

epochs;
5. Go to step 2 to train the model until the termination 

criterion are satisfied.

The criterion to identify the samples with poor perfor-
mance is as follows:

where Bi is the batch of samples at t epoch and Er(t)(Bi) is 
the classification error rate of batch Bi at t epoch. N is the 
total number of batches. If the batch’s error rate is greater 
than the C, it will be trained using more epochs. In step 
4, the network is tuned only on these batches with poor 
accuracy. The iteration epochs to tune are determined 
by a strategy based on their previous error rate. The idea 
is that the poorer performance, the more epochs will be 
employed to retrain the batch of samples. The repeated 
epoch number is determined by:

where f(·) is a function to map the absolute difference 
value of Er and C to epoch number. In our experiment, 
we use a piecewise function to implement it.

(2)C =
1

N

N
∑

j=1

Er(t)(Bi)

(3)ReEp
(

B
(t)
i

)

= f (�Er(i))

(4)�Er(i) =
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∣
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∣

Fig. 7 Sample patches for MAs

Table 1 Training parameters and their values

Parameter Value

maxEpochEachIter 5

miniBatchSize 100

initialLearnRate 0.001
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Fig. 8 Sample patches for non-MAs

Fig. 9 Detected candidate MAs, red circles show the ground-truth MA locations
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Experimental works and results
Experiments were conducted on the Retinopathy Online 
Challenge (ROC) database [15]. The ROC database con-
tains two different sizes (768 ×  576 and 1389 ×  1383) 
of color images. There are in total 100 images that are 
equally partitioned into training and test sets. Only the 
ground-truth locations of the MAs are indicated for 
training set images. There are no ground-truth MA 
locations for test set images. Thus, we conducted our 
experiments and evaluated the detection results on 
training set images. As training dataset contains totally 
50 images, 336 true MAs were indicated in 37 images. 
Randomly selected 289 of the true MAs were used in 
training and the rest was used for testing. Several sam-
ples of MA image patches are shown in Fig. 7. Data aug-
mentation was applied before training of the DCNN. 

a b c

d e f

g h

Fig. 10 DCNN classification results, blue circles show the detected MAs and red circles show the ground-truth
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Therefore, training image patches were flipped on X, Y 
axis, respectively.

Further augmentation was handled by rotating the 
image patches +  90°. Thus, totally 1156 MA image 
patches were used in training of the DCNN. In addition, 
5000 non-MA image patches were used in the training of 
the DCNN. Several non-MA image patches are shown in 
Fig. 8.

The DCNN model has 9 layers. The first layer was an 
input layer and after it, a convolution layer was adopted 
with 64 filters of size 3 ×  3. A Relu layer followed the 
convolution layer. A pooling layer was next to Relu layer 
where maximum operator was used. In pooling layer, 
the filter size was 2 ×  2 and the stride value was cho-
sen as 2. In the second convolution layer, 64 filters of 
size 3 ×  3 were considered and Relu and pooling lay-
ers followed it. In the second pooling layer, we used the 
same parameters as considered in the first one. A fully 
connected layer was next to second pooling layer. One 
dropout layer with 0.65 dropout probability was consid-
ered in the model. The DCNN model was ended with 
a loss layer where softmax was considered. The DCNN 
model was trained with reinforcement sample learning 
algorithm. The related training parameters and their 
values were given in Table  1. These values were tuned 
heuristically.

The extracted MA candidates for various test images 
were given in Fig.  8. The red circles show the ground 
truth MA locations and the white regions in the black 
background show the candidate MA locations. As seen 
in Fig. 9a, there were 9 true MA locations and proposed 
candidate detector found four of them correctly. In addi-
tion, in Fig. 9g, there were 25 true MA locations as indi-
cated with red circles, our candidate detector extracted 
15 of them correctly.

The obtained DCNN results were also given in Fig. 10. 
As seen in Fig. 10, the blue circles show the detected the 
MAs location and the red circles show the ground-truth 
MAs location.

As seen in Fig.  10a, four true positives and ten false 
positives were recorded. In Fig.  10b, the proposed sys-
tem accurately detect the true MA location, however, 
nine false positives were produced. In addition, for 
Fig. 10e, two true positives and seven false positives were 
obtained.

We further compared our results with two other meth-
ods [9, 18] by calculating the Free-Response Receiver 
Operating Characteristic curve (FROC). FROC is a 
plot of operating points displaying the possible tradeoff 
between the sensitivity vs the average number of false 
positive detection per image. The sensitivity is calculated 
as follows:

where TP denotes true positive and FN denotes false 
negative.

The final score of a method was calculated as the aver-
age sensitivity at seven false positive rates (1/8, 1/4, 1/2, 
1, 2, 4 and 8 false positives per image). Figure 11 shows 
the FROC curve of the proposed method and compared 
methods. These curves showed that our proposal was 
effective than the compared methods on detection of 
the MA locations. Table  2 also shows the sensitivities 
at seven false positive rates (1/8, 1/4, 1/2, 1, 2, 4 and 8 
false positives per image) for the proposed method and 
the compared Wu’s method [9] and Lazar’s method [18]. 
While our method achieved an overall score of 0.221, 
Wu’s and Lazar’s methods achieved 0.202, and 0.152 
scores, respectively.

Conclusion
Computer aided diagnostic systems are quite popular 
recently and so many research papers published day by day 
[19, 20]. In this paper, a new MA detection method was 
proposed which was constructed on image pre-processing, 
candidate MAs extraction and DCNN based classification. 
The proposed method is applied on ROC training dataset 
and the obtained results are presented accordingly. The 
proposed method evaluation was done both visually, where 
the obtained MAs and the ground-truth MAs were shown 
on the fundus images. We further evaluated our method 
quantitatively with FROC curves and then compared the 
proposed method performance with two other methods 
performance’s according to the FROC curves. In the future, 
we plan to augment our MA and non-MA patches for 
increasing the efficiency of our method. To this end, we will 
use some other existing datasets. In the data augmentation 
procedure, hundreds of thousand true positive and false 

(5)sensitivity =
TP

TP + FN

Table 2 Sensitivities at predefined FP per image rate for the proposed method and compared methods

1/8 1/4 1/2 1 2 4 8

Lazar’s method 0.037 0.055 0.103 0.162 0.196 0.223 0.285

Wu’s method 0.037 0.056 0.103 0.206 0.295 0.339 0.376

Proposed method 0.039 0.061 0.121 0.220 0.338 0.372 0.394
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positive MA samples collection necessitate long time which 
we could not manage to handle it in a limited time interval.
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