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Anthropomorphism, the attribution of human cognitive processes and

emotional states to animals, is commonly viewed as non-scientific and poten-

tially misleading. This is mainly because apparent similarity to humans

can usually be explained by alternative, simpler mechanisms in animals,

and because there is no explanatory power in analogies to human phenomena

when these phenomena are not well understood. Yet, because it is also difficult

to preclude real similarity and continuity in the evolution of humans’ and ani-

mals’ cognitive abilities, it may not be productive to completely ignore our

understanding of human behaviour when thinking about animals. Here we

propose that in applying a functional approach to the evolution of cognitive

mechanisms, human cognition may be used to broaden our theoretical think-

ing and to generate testable hypotheses. Our goal is not to ‘elevate’ animals,

but rather to find the minimal set of mechanistic principles that may explain

‘advanced’ cognitive abilities in humans, and consider under what conditions

these mechanisms were likely to enhance fitness and to evolve in animals. We

illustrate this approach, from relatively simple emotional states, to more

advanced mechanisms, involved in planning and decision-making, episodic

memory, metacognition, theory of mind, and consciousness.
1. Introduction
Anthropomorphism, the attribution of human cognitive processes or emotional

states to animals, is frequently portrayed as bad science and students of animal

behaviour are repeatedly warned not to fall into the trap of viewing their

animal subjects as little humans [1]. There are several good reasons for this critical

view and the issue has been discussed thoroughly in the past. In a behavioural

take on Ockham’s Razor, an argument known as Morgan’s Canon has stated

that, a behaviour should not be attributed to some complex psychological process

if it can be explained by a simple one [2]. It has also been argued that one cannot

conclude that because an animal behaves in a seemingly human way, its behav-

iour can be explained in the same way [3], and that an analogy is not an

explanation [4].

However, while anthropomorphic tendencies are widely condemned, the

question of how similar is animal cognition to human cognition has never

ceased to challenge the scientific community (e.g. [5–8]). This question is

especially relevant for understanding the evolution of human cognition from rela-

tively simpler cognitive processes, and for the use of animal models in the study of

human brain and behaviour. There is increasing evidence for human–animal simi-

larities in mechanisms underlying a wide range of cognitive phenomena, from

hormones or brain regions that are involved in pair-bonding and social attachment

[9,10], to emotional states related to fear and aggression [11], and to spatial, episo-

dic, and episodic-like, memory [12,13]. Nevertheless, even a high degree of

mechanistic similarity cannot justify anthropomorphism. It is always possible

http://crossmark.crossref.org/dialog/?doi=10.1098/rspb.2017.1616&domain=pdf&date_stamp=2017-10-25
mailto:michalarbilly@gmail.com
https://dx.doi.org/10.6084/m9.figshare.c.3899368
https://dx.doi.org/10.6084/m9.figshare.c.3899368
https://dx.doi.org/10.6084/m9.figshare.c.3899368
http://orcid.org/
http://orcid.org/0000-0002-3227-882X


rspb.royalsocietypublishing.org
Proc.R.Soc.B

284:20171616

2
that despite a similar mechanistic platform, added layers of

sophistication in the human brain make the human condition

critically different. For example, even if the same neurobiologi-

cal processes were implicated in the social and mating

behaviour of humans and prairie voles [9], it would not be pos-

sible to conclude that prairie voles are capable of ‘loving’ each

other as humans do.

Much of the difficulty in comparing human and animal

cognition stems from our incomplete understanding of

human cognitive traits. It should be clear, for example, that

in order to test whether prairie voles ‘love’ each other, we

should first define in some mechanistic terms what is ‘love’

in humans; however, that is not a simple task (see review in

[14]). On the other hand, our inability to define, to measure,

or to observe human-equivalent processes in animals, cannot

preclude their existence. In other words, while anthropo-

morphism is wrong, it is equally wrong to assume that

whatever we cannot observe or measure does not exist.

Here, we consider a ‘middle way’. We believe that the

natural tendency of using our human experiences when

thinking about animals (i.e. the tendency to anthropomor-

phize) can actually be harnessed productively to generate

hypotheses regarding cognitive mechanisms and their evol-

ution (see also [1,15,16]). We suggest a particular approach

that we shall call ‘constructive anthropomorphism’ and take

the opportunity of this special volume to present it.

Similar to the title of this volume (humans as a model for

understanding biological fundamentals), our approach is to

use humans as a model. The advantage of the human model

is that it forces us to consider complex cognitive abilities that

are normally not attributed to animals, explain them using

simple biological principles, and then, to carefully examine

their possible application to animals. Note that our goal is not

to ‘elevate’ animals’ cognitive abilities to those of humans.

Using the human model may actually result in sharpening the

differences, not necessarily in highlighting similarities [5].

Previous attempts to compare human and animal cogni-

tion have resulted in an emphasis on the use of rigorous

experimental protocols, needed to avoid unsubstantiated

anthropomorphic claims (e.g. [17–19]); however, this empha-

sis may also result in a conservative approach that cannot

tolerate unproven, yet theoretically plausible ideas. Our

approach is different in being mostly theoretical, and is thus

focused on exploring the likelihood of various possibilities.

Our goal is to find the minimal set of mechanistic principles

that may explain certain ‘advanced’ cognitive abilities in

humans, and to consider under what conditions such mechan-

isms were likely (or unlikely) to enhance fitness and thus

evolve (or not) in other animals. This theoretical exercise will

become clearer as we walk through the different examples

below and show how it could be helpful in generating novel

explanations and testable predictions.

We are, of course, not the first to use a functional evol-

utionary approach in the study of cognitive mechanisms

([20–22], and recent work by McNamara, Houston, and

co-workers e.g. [23–26]). However, while previous work

emphasized the adaptive value of cognitive traits regardless

of whether they are based on similar or different mechanisms

in animals and humans, here this potential mechanistic simi-

larity is the main focus of the paper. We use a functional

evolutionary approach to examine under what conditions

the same mechanisms observed in humans were likely to

evolve in animals.
In what follows, we describe our approach using several

examples. We begin with emotional states, and gradually

introduce more complex phenomena, such as those required

for decision-making and planning, episodic memory, meta-

cognition, mentalization and consciousness. Given the wide

scope of each of these challenging subjects, our treatment

here is inevitably brief and will not do them full justice.

Discussion will, therefore, be limited to specific aspects and

should be taken mainly as a proof of concept. As the compu-

tational and energetic costs of mechanisms discussed are

unknown, we focus on potential benefits, thus setting the

minimal requirement for their evolution.

Finally, relying on similar theoretical approaches, we

assume that cognitive mechanisms (including highly advanced

ones in humans), can be broken down into associative learning

principles that can construct complex representations of past

experiences in the brain [17,27–30], most probably in the

form of a network [31–34]. Accordingly, advanced cognitive

mechanisms are not viewed as alternatives to associative learn-

ing but rather as mechanisms that evolved from, and are based

on, associative principles. This working hypothesis will allow

us to propose concrete mechanistic explanations to advanced

cognitive traits in humans, and to consider their possible

evolution in animals.
2. Emotional states and their representations
in memory

Combining different perspectives on emotional systems

[23,35–40], we suggest viewing emotions very broadly (and

at least for the present discussion) as ‘state reporting systems’.

That is, an emotional system is a system that identifies a pre-

specified state (based on some pre-specified signals) and reports

it to other systems of the body, which then execute a set of pre-

specified actions. Consider first the very basic state of ‘hunger’;

it is a good starting point, as the occurrence of hunger in

animals is not under dispute. In a state of hunger, some lack

of nutrients is identified and signalled to other systems in the

body. Those systems respond by executing a set of physiological

actions (metabolic, hormonal, etc.), as well as by behavioural

actions, such as foraging, enhanced aggression and suppression

of conflicting activities (such as mating and breeding), and in

social animals, the state of hunger may also be signalled to

other individuals (e.g. [41]). Finally, the state of hunger may

also affect the behaviour of other systems, for example, it can

improve the learning of food-related cues [42–44].

The example of hunger makes it easy to see that having a

‘state reporting system’ is adaptive. Each state requires a coor-

dinated set of actions that is different from those required by

other states (see [23,24,37] for a similar approach). Yet, while

we may agree that most animals have a state of hunger, can

we attribute the emotional state of hunger in humans to

other animals? Would it be correct to assume that other ani-

mals feel or experience hunger as humans do? And if not,

what makes it different?

According to our functional evolutionary approach, we

should first ask what it means to ‘feel’ and how a mechanism

that ‘feels’ hunger may be adaptive for animals. This question

is important because in theory, a hunger system can also work

by conditional rules or stimulus-response switches without

involving the ‘feeling’ of hunger (see for examples models of

state-dependent valuation [45] or of adaptive mood states
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[23]). One way of defining the ‘feeling of hunger’ is to propose

that the collection of neuronal activities that occur simul-

taneously during a state of hunger is somehow experienced

and represented in memory. This representation can be

viewed as the representation of how it feels to be hungry.

Note that this is a minimalistic mechanism. It does not require

self-awareness or consciousness and it bypasses the question of

whether the animal’s ‘self’ feels the hunger, or rather some-

thing in its body subconsciously feels it. However, it makes

the critical assumption that the concept of ‘feeling’ requires

that the sensory experience is somehow represented in

memory. This is a necessary first step that helps define two

critical questions: (i) is it conceivable that animals can construct

a representation of the state of hunger in their memory?

(ii) What is the adaptive value of having such a representation?

Considering current understanding of learning mechan-

isms, the answer to the first question is likely to be positive.

If animals can construct a representation of complex visual or

acoustic experiences (e.g. [46,47]), they should also be able to

represent at least some of the neuronal activities experienced

during hunger. We can even speculate that such a represen-

tation emerges almost automatically as a result of neuronal

co-activation that strengthens the connections between the

involved neuronal units. But would it be adaptive to keep

this representation? It is not at all clear, and perhaps not desir-

able, that any such co-activation would be represented in

memory. It has been suggested that memory and learning

parameters are shaped by natural selection based on their abil-

ity to construct and preserve adaptive representations while

allowing non-adaptive ones to decay [34,48,49]. A potential

advantage of having a representation of the state of hunger,

is that it allows associating new information with the state of

hunger, which may be useful for making context-appropriate

decisions when being in the state of hunger again (see [50,51]

for a similar approach to mood as a context for learning

and recall in humans). More specifically, when the state of

hunger activates the representation of hunger in memory,

this representation activates past experiences that were associ-

ated with this state in the past, including a range of

representations of actions or cues that are useful for finding

food. This activation makes context-relevant information

much more accessible and easy to recall.

In theory, this advantage of state-dependent recall may

well be achieved without a representation of the state of

hunger in memory. For example, the relevant information

may be associated with the representation of food, which can

then be activated by the state of hunger without hunger

per se being represented. Further computational work may be

necessary to clarify the conditions under which such alterna-

tive mechanisms can be as good as having a representation

of hunger. However, given that an ephemeral representation

of the experience of hunger is likely to emerge from neuronal

co-activation during hunger, and given that for the same

reason, foraging related information is also likely to be associ-

ated with this ephemeral representation, then a tendency to

maintain these connected representations in memory would

become adaptive: it will provide a useful hub in the network,

offering immediate access to relevant information that

otherwise may take longer to find.

Importantly, while this line of thought is mostly theoreti-

cal, it also generates testable predictions. If animals represent

the state of hunger in their memory, as well as the state of

satiation, they should also be able to learn to associate
different signals with these different states. Thus, following

the experimental paradigm developed for mood-dependent

learning and recall in humans [50,51], if one is successful in

training an animal to prefer red over blue when hungry,

and blue over red when satiated, we may conclude that the

animal must have had some representation of these two

states; otherwise, these contrasting preferences could not

have formed and the animal may always prefer red over

blue. State-dependent learning of contrasting preferences

may thus be taken as evidence for a representation of the

two states in memory (see electronic supplementary material,

Note 1 for the difference between state-dependent learning

and state-dependent valuation in this context).

Finally, assuming that we accept the notion that represent-

ing the state of hunger in memory is both feasible and adaptive,

and that we are even successful in providing experimen-

tal evidence for the existence of such representations in

animals—does it mean that animals experience hunger as

humans do? Our answer would be that the experience is prob-

ably different, but it is different as a result of the different range

of associations connected with the state of hunger. In humans,

the state of hunger may be associated with a much wider range

of representations, and may therefore provide a richer experi-

ence than in animals. For example, in humans the state of

hunger may also be associated with some representations of

‘self’ and ‘time’ that are possibly not well developed in animals

(see below), and those would allow humans to represent con-

cepts such as ‘I was also hungry yesterday’, which goes well

beyond the basic experience of feeling hungry. However, the

difference between animals and humans is in the added

layers of associations to the emotional state of hunger, not in

having or not having this state represented in memory.

The reasoning outlined in our discussion of hunger can

now be applied to other emotional states. In the electronic

supplementary material, Appendix A, we explain in some

detail how it can be applied to fear, as well as to human-like

emotional states such as ‘jealousy’ and ‘being in love’.
3. Decision-making and planning: human
language as a model

One of the best examples of how human cognition research can

enrich our understanding of animal cognition comes from

recent work on human language. While it is generally agreed

that language is unique to humans [52,53], it is also believed

that the main cognitive mechanisms that are needed to support

language are not unique to humans [32,54,55]. Some studies

seek the roots of these advanced abilities in specialized mechan-

isms, such as those required for vocal learning in songbirds

[47,56], but recent work suggests that these abilities may not

be specialized for language development and are needed for

learning structure in time and space [48], and for planning

sequences of motor actions [57]. Recent computational studies

have demonstrated, for example, that the necessary components

for a computer program that exhibits linguistic abilities [33] can

evolve in the context of animal foraging in structured environ-

ments [32], and can also be used to capture elements of

animal innovation and creativity [58]. Admittedly, our ‘con-

structive anthropomorphism’ approach was largely inspired

by this line of research in language evolution. This is a clear

case where scientists try to find the minimal set of mechanistic

principles that may explain an advanced ability in humans,
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and consider under what conditions such mechanisms were

likely to enhance fitness and to evolve in animals.

Dealing with the evolution of language, one must consider

sophisticated mechanisms for data segmentation (as in seg-

menting a sentence into words) [59,60], for constructing

hierarchical representation of complex statistical dependencies

[61], and for complex decision-making and planning that are

needed to construct sentences from sequences of words [33].

Such mechanisms are no doubt far more sophisticated than

the learning rules normally applied in the fields of human

and animal decision-making [45,62–66]. However, realistic

tasks of learning and decision-making may require all these

abilities, because tasks in nature are also not defined and simpli-

fied as they are in the laboratory. Many realistic tasks of animal

foraging, or hunting, require animals to make sense of the world

around them and solve complex problems of perception and

categorization, problems that are very similar in their statistical

nature to those of language learning. Importantly, recent studies

in human decision-making have demonstrated that perplexing

phenomena that could not be explained by traditional decision-

making models, are in fact expected to emerge in learning

models that consider sequential dependencies between actions

and observations; that is, learning of statistical patterns that

implies that what is expected to follow a particular event

depends critically on what preceded this event (e.g. that the

probability of finding food after ‘C’ may be high in the case of

AC, but low in the case of BC [67–69]). Such learning of sequen-

tial dependencies is precisely what language acquisition models

require (because sequences of syllables give words and

sentences their meaning) and what decision-making models

tended to ignore. Thus, using modelling approaches developed

for language learning may help improve our understanding of

animal decision-making and planning.

Finally, discussions of human decision-making and plan-

ning may frequently involve terms such as goals, desires,

causality and intentionality, that are difficult to evaluate in

the context of animal behaviour (e.g. see [70] for in-depth dis-

cussion). Our approach does not provide easy solutions for

such problems but may offer a way to think about them

(see electronic supplementary material, Appendix B).
4. The evolutionary roots of episodic memory
Episodic memory, the ability to episodically recall unique past

experience and to have mental representation of events in time

[71,72] was once thought to be limited to humans (e.g. [73]).

However, extensive work, mostly by Clayton and co-workers

(e.g. [74–78]), has demonstrated that some animals can certainly

have episodic-like memory. Studying food-caching behaviour

in scrub jays, Clayton et al. were able to show that individuals

can remember ‘what’, ‘when’ and ‘where’ they cached [75].

The fact that caching behaviour could reveal the existence of

episodic-like memory in some animals suggests that episodic-

like memory may be common, but difficult to detect in animals

that do not cache. Considering this possibility, Clayton et al. [79]

took a functional evolutionary approach (of the kind we endorse

in this paper) and proposed several cases in which having an

episodic-like memory may be adaptive and therefore likely to

have evolved. They suggested, for example, the need to keep

track of who did what and to whom in primate societies, the

need of brood parasites to simultaneously monitor the breeding

chronology of various potential hosts, and the need of
polygynous males to keep track of the reproductive status and

behaviour of their different females. We strongly agree with

this approach (see also [80]), but would like to take it a step

further. As explained below, we suggest that the basic compu-

tational principles of episodic-like memory are actually

necessary under a much wider range of circumstances, which

means that at least some forms of episodic memory have

evolved quite early in behavioural evolution.

To see why episodic memory may actually be essential to

memory systems, and therefore needed by most animals, it is

useful to return to the well-recognized distinction between

semantic and episodic memory [72]. This distinction implies

that semantic and episodic memories represent alternative

modes of data storage that serve different needs. The need

for semantic memory is quite clear. Most associative net-

works that represent the statistical relationship (or more

precisely, the transitional probabilities) between sequential

events and items in nature may be viewed as semantic net-

works (including simple learning models that represent the

probability of receiving a reward following a signal or an

action). Such networks are necessary for predicting future

events and planning future actions. However, to construct a

useful semantic network, repeated observations are normally

averaged over time (or aggregated in some other way) and

then represented in memory as a generalized graph (see elec-

tronic supplementary material, Note 2). While this process

improves statistical accuracy, it inevitably erases the original

observations, which means that real historical episodes and

their chronological order are not preserved. For most learning

tasks this is not a problem and in fact most learning models

are designed this way (e.g. [62,64]). However, there is a range

of decisions and actions in an animal’s life, for which precise his-

torical data are necessary. Consider, for example, a bird that

feeds on spiders that find shelter under leaves or little rocks.

Based on repeated observations, the bird can construct a seman-

tic representation, indicating that the probability of finding a

spider underneath a certain type of leaf is approximately 0.4,

and underneath a certain type of rock is approximately 0.2,

etc. This can clearly guide foraging behaviour. However,

when a particular spider found by the bird starts running

away from one shelter to another, it is critical for the bird to

remember where the spider was last seen. This information

cannot be provided by the semantic network. Thus, a memory

trace of recent events should be stored separately, without

being immediately integrated into the semantic network.

The need for such recent episodic-like memory can be quite

general, as animals must keep track of recent events in order

to respond to them. Remembering one’s recent actions is also

valuable, as these actions, or their outcomes, may be informa-

tive for subsequent decision-making (as in systematic search,

for example). From a computational point of view, these trace

memories are already episodic. They represent a particular

sequence of events in a specific point in time; this representation

is unique and must be separated from the general represen-

tation of semantic knowledge. Humans may be much better

than other animals in representing longer and more complex

sequences of historical events and those may also be associated

with a richer range of associations and concepts, some of which

may be unique to humans. Certainly, only humans can recall a

particular conversation they have had, a story they have read, or

use language to describe them. Yet, the essence of episodic

memory may be best characterized by the very basic compu-

tational problem of separating specific historical data from
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general semantic knowledge, a problem that must have been

solved quite early in behavioural evolution.

5. Metacognition
Metacognition is the capacity to monitor and control one’s

cognitive processes [81], or, more intuitively, as one’s ability

to know what she knows or to think what she thinks [82,83].

Similar to episodic memory, metacognition has been viewed

as an advanced cognitive ability that is limited to humans,

but recent evidence suggests that it can be found in animals,

and may be rooted in relatively basic computational processes.

It is obviously difficult to study metacognition in animals,

but using perception, memory and food-concealment para-

digms, recent studies suggest that animals do develop some

sense of certainty or uncertainty regarding their level of knowl-

edge (e.g. [84,85]). The interpretations of these studies are

nevertheless debated (e.g. [81,86,87]).

One view is that animal metacognition, like human meta-

cognition, requires high-level cognitive processes that are

deliberate and decisional, and possibly involve self-reflection

and consciousness [81]. The mechanistic nature of these

‘high-level’ processes is yet to be specified and is currently

unclear (see [86]). Alternative approaches are that animal meta-

cognition can be explained by associative mechanisms [88], or

similarly may be viewed as a discrimination mechanism that is

tuned into internal signals of memory strength that provide

discriminative cues [86,89]. According to this view, animals’

sense of certainty or uncertainty of their knowledge does not

require self-reflection or consciousness, but can develop by

gradually associating internal signals, normally correlated

with memory strength (or memory accuracy), with successful

outcomes. Thus, the sense of certainty emerges by the extent

to which such internal signals predict successful outcomes.

Importantly, studies in humans suggest that subjects cannot

assess their memory strength or accuracy directly, but instead

use internal signals such as the experience of ‘ease of proces-

sing’, and ‘response time’ [87], or the fluency of action [90],

that are normally correlated with memory strength. In this

light, metacognition in both humans and animals is much

more associative than self-reflective, or in other words, one

doesn’t really know what he knows, but rather learns to map

the relationship between memory-related cues and the

outcomes of their actions (see [87] for a review).

This associative view of metacognition can help us see not

only how animal metacognition may evolve, but also that the

conditions for its evolution were likely quite common. For

most animals, a tendency to associate internal memory-related

cues with successful outcomes should be both feasible and

adaptive. It should be feasible because it only requires some

tuning of domain-general associative learning mechanisms,

directing learners to be attentive to memory-related cues.

It is likely to be adaptive because it improves decision-

making; it helps predict whether an action is likely to

succeed, and should therefore be executed, or likely to fail

and should therefore be avoided. The conditions for the

evolution of such metacognitive mechanisms require that

decision-making will indeed be improved (which depends on

how the learned correlation between cues and outcomes

reduces uncertainty), but do not seem to require a great deal

of ‘high-level’ cognitive sophistication.

Moreover, following our approach of identifying the mini-

mal set of mechanistic principles that may explain an advanced
cognitive ability, and considering under what conditions it was

likely to first evolve in animals, we suggest that the mechanism

described is not necessarily specific to metacognition. Animals

needed such a mechanism for assessing what they can do, not

only for assessing what they know. In other words, we suggest

that animals use the same mechanism for assessing knowledge

and for assessing abilities. Knowledge is simply more cryptic

and was traditionally discussed in the context of metacogni-

tion, but the assessment of knowledge may not be different

from the assessment of physical abilities.

To see the similarity, consider for example a dog who is

about to decide whether it should run and fetch a stick

thrown by its owner over a fence separating two yards. To

make this decision, the dog needs to assess whether it really

knows that the stick is behind the fence, and it also needs to

assess its ability to jump over the fence. While only the first

assessment is commonly viewed as metacognitive, both require

a very similar mechanism. The dog may be relatively certain

that the stick is behind the fence if it quickly and easily remem-

bered that he just saw the stick flying in this direction, and in the

past, such ease and speed of recalling where an object was last

seen were associated with finding this object. As for the fence,

the dog may be relatively certain that it can jump over the fence

if it can quickly and easily remember that barriers of such

height were associated with successful jumps in the past. If

the dog had never jumped that high before, or jumped to

such heights very rarely, it will find it difficult to recall relevant

past memories, which will make it less certain about its ability.

Thus, the assessment of abilities, like the assessment of knowl-

edge, requires access to context-relevant information that was

associated in the past with successful performances. Because

the information about physical abilities is represented in

memory, the cognitive process of assessing the strength or accu-

racy of such memories involves the same problem faced by

animals that need to assess their knowledge. The only difference

is that memories about abilities are related to self-actions while

memories about the outside world are normally viewed as

knowledge. In fact, when ability is improved through experience,

like in the case of one’s ability to climb trees, for example, the

assessment of whether he ‘can climb’ or ‘knows how to climb’

is completely mixed. The roots of metacognition may thus lie

in the mechanisms of motor control that evolved as early as the

time dragonflies needed to intercept their prey [91].

An open question that still remains is to what extent animals

‘feel’ their level of uncertainty or rather respond to memory-

related cues automatically. We have already considered a

similar question when discussing whether animals ‘feel’ their

emotional states (see §2; electronic supplementary material,

Appendix A). We believe that this question can be addressed

similarly. Assuming that the level of certainty is a state that

can be characterized by a combination of neuronal activities, it

should be possible to represent it in memory, and it will be adap-

tive to do so if it can help facilitate state-dependent recall (see

§2). Interestingly, an advantage of state-dependent recall is

already implied in the associative account of metacognition

that was just discussed (e.g. [87]). The memory-related cues

that are suggested to be used in metacognition, such as the

‘ease of processing’ or ‘response time’, are preserved in

memory, represent various states of uncertainty, and these

states are associated with the outcomes of similar actions

taken under the same states in the past, which means that

being in a given state allows one to recall its expected outcomes.

Thus, according to our minimalistic definition in §2, if animals
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can remember their state of uncertainty they can also ‘feel’ it.

Yet, as discussed for emotional states, the representation of

such states in humans may be associated with a much richer

set of memories and concepts than in animals.
alsocietypublishing.org
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6. Empathy, theory of mind, consciousness and
self-awareness

Clearly, many questions cannot be adequatelyaddressed within

the limited scope of this paper. These include the most challen-

ging questions of whether animals feel empathy, are capable of

developing a theory of mind, and the extent to which animals

are conscious or have some sense of self-awareness. While any

attempt to address these questions so briefly cannot be convin-

cing, we suggest that the same approach taken thus far in this

paper may be instructive in dealing with these complex issues.

Namely, we should seek the simplest mechanisms that can

explain some basic forms of such cognitive abilities and consider

under what conditions they were likely to evolve in animals.

We briefly sketch a few examples.

An essential component of empathy and theory of mind is

the ability to attribute mental states to others [92,93]. This

ability appears non-trivial because one cannot experience the

mental states of others (their pain, their fears, their intentions,

etc.), which makes it difficult to see how this ability can develop

through associative learning. However, from a computational

point of view, attributing mental states to others may be

achieved through the same generalization mechanisms that

allow attributing any previously unseen traits to other individ-

uals. This process is in fact very basic to learning. For example, a

bird may expect that a novel type of grasshopper is edible if it is

sufficiently similar to previously eaten grasshoppers, and it

may also expect it to be capable of flying if other grasshoppers

flew away from this bird in the past. The same generalization

process allows a child to attribute the ability of riding a bicycle

to another child even if she never saw this particular child

riding a bicycle before. Statistically speaking, this generalization

would be correct. The transition from this form of generaliz-

ation to the attribution of mental states, such as pain, may be

possible as long as the observing child has acquired sufficient

experience to classify herself as a child (i.e. as belonging to

the same general category of the observed individual). At this

point, she can generalize her own ability to feel pain to another

child, as long as she views this child as sufficiently similar to

herself and the context to be sufficiently similar to a context

where she experienced pain in the past (e.g. when falling off a

bicycle and starting to cry). From a computational point of

view, the generalization from observable to non-observable

and from self to others may not require much more than any

generalization, but like any generalization, it requires the

accumulation of sufficient information. A detailed account of

how theory of mind may develop through generalization in

associative networks can be found in §3.1 of [94], and is in

line with recent theories that view mind reading as simulations

[95,96]. Because the ability to generalize and to simulate

depends on the accumulation of sufficient relevant information,

it is quite possible that animals’ ability to generalize in the

mental domain is constrained by their limited social attention

and by the lack of language and cultural transmission

(see [97] for related discussion). However, being based on gen-

eralization processes, some level of attributing mental states to
others may be quite feasible for animals, and may be adaptive

for predicting the behaviour of other group members.

Consciousness and self-awareness may similarly evolve

from simpler mechanisms, for example, those that allow ani-

mals to build a model of their own body—an ability that has

been explicitly developed in robots [98] and is akin to some

level of self-awareness. Further development of the concept

of ‘self’ may result from the need to separate information

about ‘self’ versus ‘non-self’, and to separate information

associated with different individuals, where ‘self’ is just one

of them. While the cognitive mechanisms supporting con-

sciousness and self-awareness are not yet clear, it has been

suggested that their computational ingredients are inherent

to any representational system (e.g. [99] for a review). Viewing

in this light, it is not impossible that animals are capable of

some level of consciousness and self-awareness. The question

of why animals need these abilities, and thus how likely it is

that such abilities have evolved in animals (given that it is

perhaps feasible), remains open and certainly deserves more

in-depth exploration than we can afford here.
7. Summary and conclusion
In this paper, we have suggested that human cognition may be

used to broaden our theoretical thinking about animal cogni-

tion and about cognitive evolution. We proposed that this

can be done by identifying a minimal set of mechanistic prin-

ciples that may explain advanced cognitive abilities in

humans, and by considering under what conditions such

mechanisms were likely to enhance fitness and thus to evolve

in animals. To demonstrate this approach, we applied it to a

set of well-known human cognitive abilities. We started with

emotional states and suggested that humans’ capacity of feel-

ing emotions may be rooted in the adaptive value of

representing such states in memory, which can facilitate

state-dependent learning and recall of relevant information.

We continued by showing how recent work on language learn-

ing in humans may shed new light on the evolution of complex

learning mechanisms in animals, introducing concepts of stat-

istical learning and associative networks to problems of

decision-making and planning faced by animals. Similarly,

examining episodic memory and metacognition, once con-

sidered unique to humans, helped identify their core

mechanisms and possible evolutionary background in ani-

mals: the need to separate episodic and semantic memories

quite early in behavioural evolution and the availability of

associative models for metacognition suggest that some

forms of episodic memory and metacognition may be

common in animals. Moreover, as we stressed above, basic

metacognitive mechanisms for assessing knowledge were

already needed for assessing physical abilities, making them

almost ubiquitous among animals. Finally, we sketched poss-

ible directions for applying our approach to address open

questions regarding empathy, mind reading, consciousness

and self-awareness. While further research is clearly needed,

we hope that theoretical approaches of the kind presented

here may be useful in specifying potential mechanisms and

in improving our understanding of cognitive evolution.
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