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Abstract

Most cancer patients, including patients with breast cancer, experience multiple symptoms 

simultaneously while receiving active treatment. Some symptoms tend to occur together and may 

be related, such as hot flashes and night sweats. Co-occurring symptoms may have a multiplicative 

effect on patients’ functioning, mental health, and quality of life. Symptom clusters in the context 

of oncology were originally described as groups of three or more related symptoms. Some authors 

have suggested symptom clusters may have practical applications, such as the formulation of more 

effective therapeutic interventions that address the combined effects of symptoms rather than 

treating each symptom separately. Most studies that have sought to identify clusters in breast 

cancer survivors have relied on traditional research studies. Social media, such as online health-

related forums, contain a bevy of user-generated content in the form of threads and posts, and 

could be used as a data source to identify and characterize symptom clusters among cancer 

patients. The present study seeks to determine patterns of symptom clusters in breast cancer 

survivors derived from both social media and research study data using improved K-Medoid 

clustering. A total of 50,426 publicly available messages were collected from Medhelp.com and 

653 questionnaires were collected as part of a research study. The network of symptoms built from 

social media was sparse compared to that of the research study data, making the social media data 

easier to partition. The proposed revised K-Medoid clustering helps to improve the clustering 

Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publicationsstandards/
publications/rights/index.html for more information.
*corresponding author chris.yang@drexel.edu. 

HHS Public Access
Author manuscript
IEEE Trans Comput Soc Syst. Author manuscript; available in PMC 2017 November 15.

Published in final edited form as:
IEEE Trans Comput Soc Syst. 2016 June ; 3(2): 63–74. doi:10.1109/TCSS.2016.2615850.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

http://http://www.ieee.org/publicationsstandards/publications/rights/index.html
http://http://www.ieee.org/publicationsstandards/publications/rights/index.html


performance by re-assigning some of the negative-ASW (average silhouette width) symptoms to 

other clusters after initial K-Medoid clustering. This retains an overall non-decreasing ASW and 

avoids the problem of trapping in local optima. The overall ASW, individual ASW, and improved 

interpretation of the final clustering solution suggest improvement. The clustering results suggest 

that some symptom clusters are consistent across social media data and clinical data, such as 

gastrointestinal (GI) related symptoms, menopausal symptoms, mood-change symptoms, cognitive 

impairment and pain-related symptoms. We recommend an integrative approach taking advantage 

of both data sources. Social media data could provide context for the interpretation of clustering 

results derived from research study data, while research study data could compensate for the risk 

of lower precision and recall found using social media data.

Index Terms

Breast cancer symptom clusters; K-Medoid clustering; clustering method

I. INTRODUCTION

RECENT years, social media platforms such as Facebook, Twitter, and LinkedIn have drawn 

increasing attention from both industry and academia. The emergence of social media has 

enabled information to be disseminated much more widely than ever before in a variety of 

formats. Moreover, the fact that social media intertwines so closely with people’s everyday 

activity makes it a vivid reflection of real life, thus presenting an intriguing data source for 

researchers to explore, understand, and use as the basis for making scientific discoveries. 

Social media allows individuals with medical concerns or problems to request, receive, and 

offer social support [1].

Social media generates an enormous amount of content that can be explored in detail. Some 

of the field of study to which social media data have been applied include symptom 

development, drug effects, and intervention outcomes. Focusing on patients’ perspectives, 

this line of research attempts to characterize the real-time feedback from patients through 

their narratives in online social media, and to uncover facts and patterns not identified 

described or predicted previously using only research study data.

Despite the enticing prospects, utilizing social media data in biomedical research is 

challenging. Unlike research studies, where data are collected from participants in 

systematically designed clinical experiments, the content generated by patients is 

spontaneous in nature. In addition, the language used by participants may not overlap with 

the vocabulary of healthcare professionals. This observation necessitates the mapping of 

users’ narratives to standard terminology [2][3]. Little work has been done to compare data 

derived from social media with more conventional data sources such as research studies. 

Such analyses could lead to a triangulated understanding of reality, and interesting 

interpretations may come out of the overlaps and contrasts of results.

The present paper proposes using two data sources, a research study and an online forum, to 

investigate symptom clusters in breast cancer survivors. We firs propose an improved K-

Medoid algorithm to generate separate cluster patterns for both data sources, and then 
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analyze overlaps and discrepancies in the results. Finally, possible interpretations of the 

results are given.

The paper is organized as follows: section 2 reviews previous work in symptom clustering 

using social media data and research study data. Strengths and weakness of utilizing each 

data source are summarized and analyzed. Section 3 introduces the method for the 

comparative symptom clustering, including description of the data sources and data analysis. 

Section 4 reports the results of the analysis. Section 5 is a detailed discussion for the results 

and its underlying interpretations.

LITERATURE REVIEW

A. General use of social media in health-related research

Social media has been incorporated into medical and healthcare research in many ways. 

Much work has focused on the exploration of information extracted from social media using 

a variety of statistical methods and data mining techniques. Taurob et al used machine 

learning based classifier to differentiate health-related texts from general texts extracted 

from social media [4]. They found that such an approach was significantly better compared 

to existing methods of document classification that rely on “bags-of-words.” Sarker et al 

utilized supervised classification approaches to identify texts pertinent to adverse drug 

reactions (ADR) on Twitter and DailyStrength [5]. Benton et al identified ADRs (adverse 

drug reactions) from posts on medical message boards through drug-event co-occurrence 

analysis, which covered a majority of the ADRs listed on drug labels [6]. Yang et al utilized 

association mining and Proportional Reporting Ratios to identify ADRs from posts 

generated by users of social media [7]. Sarker et al introduced a model for ADR detection by 

selecting NLP-based (natural language processing) features extracted from social media 

texts. The proposed model utilizes multiple corpuses for training and was shown to improve 

accuracy [5]. Webster et al presented a new system, HyGen, for translational research, which 

incorporates both pharmacological databases and social network data. The system is able to 

identify new knowledge with pseudo-relevance feedback and optimized seed selection [8].

Another application of social media in health-related research is the development of health 

intervention and disease management approaches on social media platforms. Merolli et al 

reviewed existing research efforts on chronic disease management using social media, and 

argue that social media has played a positive role in chronic disease management, especially 

in psychosocial management. They also emphasize that the affordances of social media must 

be further investigated [9]. Bull et al found that social media could be plausibly used as 

intervention on behalf of sexual health in youth, though further investigation into the effects 

of social media on youth behaviors is needed [10]. Korda et al examined the evidence for 

using social media to promote health and change behavior, and argued that more research is 

needed to better understand the effectiveness of various social media platforms [11]. This 

could lead to the development of guidelines for promoting health through social media.

There is already research underway regarding the design of specific health-related social 

media features. Subirats et al designed and tested a new social network called “Circle-of-

Health,” which features an automatic process of collecting and representing knowledge to 
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users. They found the mutual sharing of experiences on their platform to be helpful for 

patients seeking to gain new personal knowledge [12]. Chira et al presented a prototype 

social system called Living Profile designed specifically for teenagers with special 

healthcare needs [13]. Pratt et al reviewed research in CSCW (computer-supported 

cooperative work) and suggest recommendations for the design of CSCW platforms in 

medical care [14].

B. Symptom clustering using clinical data

Symptom clustering is a hot topic in medical research for cancer treatment. A symptom 

cluster has been define as consisting of two or more symptoms that are related to each other 

and that occur together [15]. Although there is no definitive evidence suggesting a biological 

basis for symptom clusters [16], use of symptom clusters could bring utility to clinical trials 

by helping practitioners evaluate the effects of interventions on multiple symptoms [15].

Many oncology patients experience multiple symptoms simultaneously. In a recent study of 

persons with advanced cancer newly admitted to palliative care, the median number of 

symptoms reported was eleven [18]. Some of these symptoms are likely related to each other 

and may be considered to form a symptom cluster. Symptoms may be related in various 

ways, such as sharing a common etiology, interacting and influencing one another, or 

sharing a common variance [19]. For example, the symptoms of pain, fatigue, and sleep 

disturbance have been reported to form a symptom cluster [17]. Symptoms may interact 

synergistically to the detriment of patients and predict significant future morbidity [20]. Pain 

may compromise one’s ability to sleep, leading to increased fatigue and other problems. 

Ideally, symptom management strategies would consider the relationships between 

symptoms rather than viewing symptoms as isolated events. By recognizing symptom 

clusters, providers may be more likely to detect symptoms that frequently co-occur and 

intervene sooner or address them preemptively. Understanding the relationships between 

symptoms may lead to more efficient management of symptoms and reduce polypharmacy 

compared to individual treatment of symptoms. If symptoms do share a common etiology, 

addressing any underlying cause may alleviate multiple symptoms simultaneously.

The majority of research in symptom clustering utilizes data from research studies and 

medical databases. For example, Walsh et al analyzed a clinical data set to cluster 25 cancer-

related symptoms into seven clusters using an agglomerative hierarchical clustering method 

[21]. Fan et al utilized principal component analysis to identify three symptom clusters in 

clinical surveys of patients with metastatic cancer [22]. Also relying on clinical surveys, Tsai 

et al used explorative factor analysis to identify fi e symptom clusters among cancer patients. 

Nonhierarchical clustering was used to divide subjects into six groups with differing 

symptom cluster profile [23]. Laird used clinical survey datasets to identify pain, depression, 

and fatigue as a symptom cluster among patients with cancer cachexia [24].

More specifically, a considerable amount of research has used research study data to 

examine symptom cluster patterns among breast cancer patients. Bender used multiple 

symptom assessment instruments to collect data from breast cancer patients across three 

phases of the disease. They found multiple clusters for each group and noted that fatigue and 

mood problems occurred most commonly [25]. Glaus et al focused on a menopausal 
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symptom cluster and found fatigue often co-occurred with symptoms such as hot flashes/

sweats tiredness, weight gain, vaginal dryness, and decreased sexual interest [26]. Kim et al 

found both a psychoneurological and upper GI cluster using a secondary analysis, and 

investigated a link between cancer treatment and symptoms [27].

C. Vision of incorporating social media and healthcare practices

To our knowledge, little research has used social media data to investigate symptom cluster 

patterns in breast cancer. Even less research has compared clusters derived from social 

media with those derived from a research study. In general, studies regarding this topic so far 

have focused on visionary discussion of future application of incorporating the two 

platforms and information sources.

First, healthcare social networks could become a supplement of traditional patient care to 

offer social contexts for patients, which was missing in traditional medical health portals. As 

advocated in the notion of “people-centered care”, it is beyond only treating the disease that 

the healthcare was targeted at [28]. Within the social media context, the old communication 

model of “one-to-one” has been transformed to “many-to-many” among patients and 

healthcare practitioners [29]. This could benefit patients in so many aspects, such as self 

education, informational needs, emotional support, following latest research, etc. .[30]. 

Social media could be a more useful tool in challenging settings such as chronicle condition 

management .[31] and psychological intervention [10, 32] where social engagement and 

mutual support is vital.

Second, the big data prospectus allows social media to generate patient self-reported data at 

incredible speed everyday, where endless analytic tools could be applied to discover useful 

information and even knowledge. For example, online communities such as PatientsLikeMe, 

CureTogether, Med-Help, TuDiabetes have millions of patient self-reported data, and some 

of them are under exploration to be incorporated into PCHR platforms [33].

It is believed in the present study that using both data sources could expand insight into 

symptom clusters beyond what either source offers alone. By way of analogy, combing 

Google Flu Trend with CDC data led to better prediction of fl patterns than when either 

source was used alone [34]. The validity of social media data is not without doubt and there 

are important differences compared to carefully-conducted scientific research studies. 

Specifically, data collection processes are very different. However, using both sources of 

information may expand understanding of the nature of symptom clusters and lead to the 

identification of previously unknown phenomena.

II. Breast Cancer Symptom Clustering

A. Data sources

There are two types of data sources in the present study. The firs data source is a research 

study of breast cancer survivors. The participants were all women, 25 years old or older, 

diagnosed with stage I, II, or III breast cancer. Participants were recruited from two 

academic cancer centers in U.S., and completed questionnaires answered within 8-months of 

their diagnosis. A total of 653 women participants completed the baseline questionnaires. 
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The demographics of the participants are presented in Table 1. The questionnaires included a 

symptom checklist that covered 39 distinct symptoms potentially related to breast cancer. 

Participants were asked to rate symptoms on a four point scale, where “1” represents 

“symptom did not occur,” “2” represents “Symptom occurred and was mild,” 3 represents 

“Symptom occurred and was moderate,” and 4 represents “Symptom occurred and was 

severe”. More details related to this study were reported in [35].

The second source of data is collected from a healthcare social media website called 

Medhelp.com. Medhelp.com is a rapidly growing social networking site with over 12 

million active users each month. On Medhelp.com, patients could ask questions, receive 

advices, share experiences and support each other. More specifically, there are numerous 

forums on Medhelp.com, each for a typical type of disease or health condition, such as 

Breast Cancer, Depression, Diarrhea, etc. Each forum is maintained by both establishers and 

volunteer users, who are familiar with this specific illness, or have experiences with it 

themselves. Typically when a user has questions, he or she could firs target the right forum 

that best matches his or her questions in mind, and then initiate a post to discuss the problem 

with appropriate details. Other users could comment under this post to share about relevant 

information, their own opinion, or simply emotional support. The comments could in turn 

trigger a consecutive conversation between the user who initiates the post and the 

commenters, or between commenters. Another social-media feature of Med-help.com is that 

it provides a profile page for each user, where user could present his or her personal 

information, such as interests, status, trackers, journals, initiated posts, communities 

involved, etc. Moreover, users could “friend” each other as in other social website. This 

could be beneficial to users in many aspects, such as promoting deeper and more private 

conversations between interested users, and maintaining a longer-term support for each 

other. Medhelp.com could be seen as a channel to connect patients. The narratives in the 

posts and comments are an invaluable source to explore, for that the content generated by 

patients are self-organized and interactive, which is not so pervasive and available before the 

emergence of social media.

Given an appropriate permission from the management of Medhelp.com, we crawled 50,426 

publicly available messages generated by 12,991 users (including both posts and comments) 

in the forum “Brest Cancer” from October 1st, 2006 to September 21th, 2014. We firs 

transformed the JSON format of text data into structured records, each one representing 

either a post or comment, with the information of the user ID, timestamp, and the content of 

the message. We took each message as a unit and computed the co-occurrence frequency of 

each possible pair of symptoms to create a co-occurrence matrix, which was used in the 

symptom clustering process. In order to detect the symptoms embedded in the unstructured 

text of social media, we utilized the Consumer Health Vocabulary (CHV) list as a controlled 

vocabulary [36]. The CHV list provided a mapping from patient vocabulary to professional 

vocabulary. In CHV list, each symptom is associated with a series of terms. For example, 

“mood changes” as a standard professional phrase is described with patient phrases of 

“altered moods”, “altering mood”, “change mood”, “change moods”, “changes mood” etc. 

that are frequently used by patients. We scan each message to test whether the message 

contains any of the terms related to a certain symptom. If one or more term exists, the 

symptom is considered to occur.
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There is a discrepancy between the data structure of clinical trial data and the social media 

data. While social media data contains the co-occurrence of every pair of symptoms, it might 

be difficult to differentiate the level of severity of certain symptom from natural language. In 

the contrary, clinical trial data not only contains the co-occurrence information of each pair 

of symptoms within each participant, it also provides the information of the severity of the 

symptom in that participant. We transformed the clinical trial data from 4-scale to binary 

scale in order to have a consistent input format for measuring the similarity between 

symptoms in both data source. As a result, there were three possible transformations 

following the three assumptions are described below:

T1: scale of 1 to binary 0, and scale of 2–4 to binary 1.

Assumption: a symptom is considered to occur as long as it occurred, regardless of its 

severity;

T2: scale of 1–2 to binary 0, and scale of 3–4 to binary 1.

Assumption: a symptom is only considered to occur when it reaches at least “mild” 

severity;

T2: scale of 1–3 to binary 0, and scale of 4 to binary 1. Assumption: a symptom is 

only considered to occur when it reaches “severe” severity.

We propose the three possible transformations with the consideration that it may not be clear 

at which level of severity patients may bring up the symptoms in their narratives in social 

media. The threshold for a patient to feel it worth mentioning a symptom in the message 

may vary from individual to individual, and not limited only to the factor of severity. Thus 

an arbitrary binary transformation from the 4-scale clinical trial data may be inappropriate 

for the two to compare. Therefore we explore all three transformations T1, T2 and T3, and 

compare the respective clustering with social media data.

Given the same form of co-occurrence between social media data and clinical trial data, we 

defin the symptom similarity with the following formulation:

(1)

The Similarity[symptom(i), symptom(j)] is the similarity between two symptoms i and j. 
Co-occurrence[symptom(i), symptom(j)] is the frequency that two symptoms i and j co-

occur within each unit (a message in social media data or a patient’s response in clinical trial 

data). Occurrence[symptom(i)] or Occurrence[symptom(j)] is the frequency of symptom i or 

j occurs in the data source. Given the symptom similarity formulation, we computed a 

matrix for all 39 symptoms. For the clinical trial data, we computed three 39×39 matrices, 

one for each transformation T1, T2 and T3. For the social media data, since only 33 of the 
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39 symptoms were identifie in the user-generated messages according to the CHV lists, we 

computed a 33×33 matrix S.

B. Improved K-Medoid Clustering

Similar to K-Means clustering, clustering is a partitioning method that partitions n items into 

K clusters. K-Medoid takes the member with the minimum overall cost within a cluster as 

the centroid of the cluster for the next iteration partitioning while K-Means takes the mean 

of the members within a cluster as the virtual centroid of the cluster for the next iteration 

partitioning [37]. In this work, we adopt the K-Medoid clustering because the medoid can be 

considered as an anchoring point for interpreting the entire cluster.

The Average Silhouette Width (ASW) is used in K-Medoid clustering to determine the 

number of clusters. Average Silhouette Width is an indicator that characterizes how well the 

current partitioning is, by looking at a measure involving the ratio of dissimilarity of a 

member with all other members within a cluster, and dissimilarity of a member with 

members within the next most appropriate cluster [38]. When a partitioning is indeed 

appropriate, the Average Silhouette Width is higher and closer to 1; when the partitioning is 

not quite right, the Average Silhouette Width is closer to −1. A value of 0 of Average 

Silhouette Width indicates that either partitioning is equivalent.

The K-Medoid Clustering has one drawback - the risk of trapping in the local minima [39]. 

The iteration could terminate immaturely when the overall cost reaches a local minimum, 

regardless the fact that there are still multiple items incorrectly clustered. In order to mitigate 

this problem, we propose an additional phase in the K-Medoid Clustering that could improve 

the clustering performance by reassigning some items without sacrificing the overall cost. 

More specifically, we identify the items that can be potentially reassigned by calculating 

their ASW values. Items with negative ASW values are considered as the candidates for 

reassignment. Secondly, for each potential candidate item, we evaluate the cluster that is 

most appropriate for the candidate to be reassigned. That means the ASW value of the 

reassigned item must be non-negative. Thirdly, if the reassignment of the item decreases the 

overall ASW of the whole clustering, the reassignment of the item is not beneficial to the 

clustering performance, and therefore, the item will be placed in a waitlist instead of 

reassigning to a cluster. The items in the waitlist will be revisited after the other candidates 

are reassigned. If the items in the waitlist cannot be reassigned, the item will be permanently 

removed from the clustering.

The pseudo code of the improved K-Medoid clustering is presented below:

 // Initializing Symptom Occurrence

 Initialize symptom_counts[n];

 For i=l to n symptoms do

  For j=l to m records do

    If(records.has(symptom[i]))

      symptom_counts[i]<-symptom_counts[i]+1;

    End If

Ping et al. Page 8

IEEE Trans Comput Soc Syst. Author manuscript; available in PMC 2017 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



  End For

 End For

 // Compute Symptoms Similarity

 Initialize similarity_matrix[n][n];

 For i=l to n symptoms do

  For j=l to i symptoms do

    For k=l to m records do

      If(records.has(symptom[i]) and

 records.has(symptom[j]))

 similarity_matrix[i][j]<-

 similarity_matrix[i][j]+l;

similarity_matrix[j][i]<-

similarity_matrix[j][i]+l;

      End If

    End For

  End For

End For

For i=l to n symptoms do

 For j=l to n symptoms do

  similarity_matrix[i][j]<-

similarity_matrix[i][j]

  /sqrt(symptom_counts[i]*symptom_counts[j]);

 End For

End For

Initialize dissimilarity_matrix[n][n];

For i=l to n symptoms do

 For j=l to n symptoms do

  dissimilarity_matrix[i][j]=l-

similarity_matrix;

  End For

End For

// Determining the Best k

For k=5 to 10 do

  medoids<-Random(n,k);

  step a: for each non-medoid symptom[i] do

   symptom[i].membership<-

symptom[i].closestNeighborMedoid;

  End step a

  For each medoid symptom[i] do

   For each non-medoid symptom [j] and belong to

medoid symptom[i] do

    cost[j]<-sum

(dissimilarity_matrix[j][within_cluster]);

   End For
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   If(symptom[j] has largest cost[j])

    symptom[j]<->medoid[i];

   End If

  End For

  go back to step a until medoids does not change;

  For i=l to n symptoms do

   a[i]<-average

(dissimilarity_matrix[i][within_cluster]);

   b[i]<-average

(dissimilarity_matrix[i][out_cluster]);

   SW[i]<-(b[i]-a[i])/max(b[i]-a[i]);

  End For

End For

Average_SW=average(SW);

Best_k=Max(Average_SW.Number_of_Clusters)&& Size of cluster>l;

// Clustering with Medoids

medoids<-Random(n,Best_k);

step b: for each non-medoid symptom[i] do

  symptom[i].membership<:-

symptom [i].closestNeighborMedoid;

End step b

For each medoid symptom[i] do

  For each non-medoid symptom [j] and belong to

medoid symptom[i] do

   cost[j]<-sum

(dissimilarity_matrix[j] [within_cluster]);

End For

If(symptom[j] has largest cost[j])

symptom[j]<->medoid[i];

End If

End For

go back to step b until medoids does not change;

//Symptoms Reassignment

While(negative-ASW symptom exists)

 Pick the most-negative-ASW symptom s;

 For(i=l;i=Best_k;i++)

   calculate ASW of s at cluster i;

 End For

 C=cluster where symptom s has most positive ASW;

 If(s is re-assigned to cluster C && overall ASW

does not decrease)

   Re-assign symptom s to cluster C;

 Else

   Move symptom s to waitlist W;
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 End If

End while

For (each symptom s in waitlist W)

 For(i=l;i=Best_k;i++)

   Calculate ASW of s at cluster i;

 End For

 C=cluster where symptom s has most positive ASW;

 If(s is re-assigned to cluster C && overall ASW

does not decrease)

   Resume symptom s from waitlist W to cluster C;

 Else

   Remove symptom s permanently;

 End If

End For

 End If

End while

For (each symptom s in waitlist W)

 For<i=l;i=Best_k;i++)

  Calculate ASW of s at cluster i;

 End For

 C=cluster where symptom s has most positive ASW;

 If(s is re-assigned to cluster C && overall ASW

does not decrease)

  Resume symptom s from waitlist W to cluster C;

 Else

  Remove symptom s permanently;

 End If

End For

III. RESULTS

In this section, we report clustering results of the social media data, T1, T2 and T3. First, we 

determine the optimal number of clusters for the K-Medoid clustering by examining the 

overall Average Silhouette Width (ASW). Second, we perform the improved K-Medoid 

clustering on the similarity matrices of social media data, T1, T2 and T3 respectively. Third, 

we analyze the results, taking into consideration network structure, clustering performance, 

and areas of overlap between social media data and research study data.

A. Clustering Results of Social Media Data

Figure 1 depicts the clustering result of the social media data. One symptom “weight loss” is 

removed during the reassignment phase, resulting in 32 symptoms in the final clustering 

result. Each circle represents a unique symptom, and the size of the circle is proportional to 

the square root value of the number of occurrence of the symptom (raw values of the 

occurrences are too large to be drawn in a figure) The symptoms are connected with edges, 

and the thickness of edges represents the similarity between two symptoms. Each cluster of 

Ping et al. Page 11

IEEE Trans Comput Soc Syst. Author manuscript; available in PMC 2017 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



symptoms is fille with one color, and encircled with a rectangle. The medoid symptom of 

each cluster is highlighted with a solid ring circle, e.g. “Hot flash in cluster 3 and “General 

ache” in cluster 4. We also highlight the symptoms that have been re-assigned during the 

reassignment phase of the improved K-Medoid clustering, with a dashed ring circle, e.g. 

“shakiness” in cluster 1 and “lightheadedness” in cluster 2.

From the perspective of network structure, there are several observations. First, the network 

is very sparse. Each symptom is connected to a relatively small proportion of the other 

symptoms. Also, the similarities between symptoms (denoted by thickness of edges) vary 

substantially. Second, the sizes of the symptoms also vary significantly, especially given the 

fact that the sizes are already representing the square root values of the occurrences of the 

symptoms. Third, symptoms with thicker edges are generally well clustered together, e.g. 

(“general aches,” “headaches”) (“difficult concentrating,” “decreased appetite,” and 

“sleeping too much”) and (“hot flashes” “mood changes,” and “night sweats”), which is an 

indicator that the clustering has good performance.

From the medical perspective, the clusters provide meaningful clinical interpretations. Each 

cluster was given a theme based on the coherence of the cluster and prior knowledge of 

symptom clusters reported in the research literature. For example, cluster 2 mainly contains 

symptoms suggesting a cognitive impairment, e.g. “forgetfulness,” “difficult concentrating,” 

“sleep too much,” “lightheadedness,” and “dizziness,” as well as “fuzzy vision.” Cluster 3 

involves typical postmenopausal symptoms, such as “hot flashes” “night sweats,” and 

“vaginal dryness.” Cluster 4 covers most symptoms related with pains, namely “general 

aches,” “headaches,” “neck-skull pains,” and “muscle pain.” Cluster 5 captures a family of 

gastro-intestinal symptoms, e.g. “nausea,” “abdominal pain,” “bloating,” “constipation,” and 

“diarrhea.”

We observe that the reassignment phase helps to improve the performance of the clustering. 

Firstly, the overall ASW is increased from 0.04 to 0.05 during the revision phase. Secondly, 

individual ASW values of all symptoms are adjusted to be a non-negative in the revision 

phase. Thirdly, after the revision phase, we could observe that most of the reassignment of 

symptoms is more meaningful than before the revision. For example, “lightheadedness” is 

moved from cluster 4 to cluster 2 to be with “dizziness.” “Vaginal dryness” is moved from 

cluster 2 to cluster 3 into the menopausal symptoms, and “bloating” is moved from cluster 2 

to cluster 5 to join the family of gastro-intestinal symptoms.

However, “fatigue”, “depressed”, and “short temper” are moved from cluster 1 to cluster 4, 

which does not seem to improve the interpretation if these symptoms are assigned to either 

cluster 1 or cluster 4.

These observations suggest that the reassignment phase could improve the K-Medoid 

clustering in terms of overall ASW, individual ASW as well as interpretations. This is 

achieved by re-assigning symptoms with negative ASW values to alternative clusters until 

they have positive ASW values, while retaining the overall ASW to be non-decreasing. In 

this way, the reassignment phase is able to mitigate the local minima problem of the K-

Medoid clustering.
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B. Clustering Results of Clinical Trial Data T1

Unlike in the social media data, the sizes of clusters in research data T1 are extremely 

uneven. The largest cluster has over half of the symptoms while many clusters have only one 

symptom. This can be explained by how T1 transforms the 4-scale measure of symptom 

severity to binary-scale. All symptoms with mild, moderate, or sever are transformed to 1 in 

the binary scale. As a result, the connectivity of the symptoms is very high and many 

symptoms are assigned to one cluster. The symptoms that do not occur as frequently are 

assigned to a separate cluster as a singleton. Figure 2 depicts such effect of high connectivity 

between symptoms. Because of this, the clustering result does not correspond to any 

meaningful clinical interpretation.

C. Clustering Results of Clinical Trial Data T2

Figure 3 depicts the clustering result of research data T2. Four symptoms, “restless sleep,” 

“fatigue,” “nausea,” and “mouth ulcer” are removed during the reassignment phase, 

resulting in 35 symptoms in the final clustering result. The illustration convention is the 

same as that of the clustering result of social media data in Figure 1 for circles, edges, solid 

ring circles, dashed ring circles, as well as rectangles. In addition, we highlight the 

symptoms that appear in one cluster both in social media data and research data (T2) with 

enclosed red dot-dash circles.

From the perspective of network structure, there are three observations. Firstly, compared to 

the almost complete graph of T1 (Figure 2), there are fewer edges in the network of T2. But 

the density is still higher than that of the network of social media (Figure 1). Secondly, 

compared to the almost equal-thickness edges in T1 network (Figure 2), the similarities 

between symptoms in T2 have a higher variation, but not as much as those in social media 

data. Thirdly, compared to the dramatically different sizes of circles in social media data 

(Figure 1), the occurrences of the symptoms in T2 are relatively evenly distributed (similar 

sizes of circles). T2 transforms the 4-scale measure to binary scale by transforming those 

symptoms that co-occur with at least moderate severity to 1. This transformation reduces 

many edges that exist in the T1 network. Such reduction of edges allows the clustering to 

focus on the association between symptoms that are at least moderate in severity.

As with the results from the social media data, many of the clusters seem to fit well with 

clinical interpretation. For example, cluster 1 includes gastro-intestinal symptoms, e.g. 

“abdominal pain” and “diarrhea.” Cluster 3 covers symptoms or impaired functioning 

particularly related to work., e.g. “loss of interest in work,” “lowered work performance,” 

“decreased efficiency”, and “avoidance of social affairs.” Cluster 4 covers most pain-related 

symptoms, e.g. “general aches,” “muscle pains,” “neck-skull aches,” and “joint pains,” 

although “feet-ankle swelling” is also included. Cluster 6 contains menopausal symptoms, 

e.g. “hot flashes and “night sweats.” Cluster 8 seems to indicate decreased appetite, which 

would result in weight loss. However, cluster 7 seems to defy clear interpretation.

The reassignment phase of the improved K-Medoid clustering helps to improve the 

performance of the clustering. The overall ASW is increased from 0.12 to 0.15 after the 

reassignment phase. Individual ASW values of all symptoms are adjusted to be a non-

Ping et al. Page 13

IEEE Trans Comput Soc Syst. Author manuscript; available in PMC 2017 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



negative in the reassignment phase. We observe that most of the symptom reassignment are 

meaningful. For example, “diarrhea” is moved from cluster 3 to cluster 1 to be with 

“abdominal pain”. The other two gastro-intestinal (GI) symptoms “constipation” and 

“bloating” are moved from cluster 1 and cluster 2 to cluster 3 respectively. Although it 

would make more sense to have “constipation” and “bloating” in cluster 1, it is still useful to 

move these two symptoms from separate clusters to one cluster. “Sleep too much” is moved 

from cluster 1 to cluster 9, which makes sense since it is very unlikely to be related to the GI 

symptoms. Similarly, “headache” and “breast sensitivity” are moved from cluster 1 to cluster 

2, since they are not related to GI symptoms. “Cold sweats” are moved from cluster 7 to 

cluster 6. One explanation is that cold sweats are vasomotor symptoms and could occur 

along with hot flashes and night sweats. “Vaginal dryness” is moved from cluster 6 to cluster 

4, which is an unexpected movement, since “vaginal dryness” is expected to be related with 

menopausal symptoms, e.g. “hot flashes and “night sweats” in cluster 6. However, “vaginal 

dryness”, could also be associated with aches and pains as signs of aging. Despite this 

changes, some of which are somewhat unexpected, we would say the revision phase 

generally improves the K-Medoid clustering in terms of overall ASW, individual ASW as 

well as interpretations.

When compared with the social media clustering, we observe that there are some 

overlapping between T2 and social media clustering results, as highlighted by the dot-dash 

red circles. Consider that T2 contains more symptoms (35) than social media data (32), the 

overlapping is even more significant when we remove the symptoms that appear in only 

either one data source. Most of the overlapped symptoms are related to GI (cluster 1 and 

cluster 3), mood (cluster 2), pain (cluster 4), menopausal (cluster 6) as well as cognitive 

impairment (cluster 9).

D. Clustering Results of Clinical Trial Data T3

Figure 4 depicts the clustering result of research study data using the T3 classification Only 

the symptom of “fatigue” was removed during the reassignment phase, resulting in a total of 

38 symptoms in the final clustering result. The illustration convention is the same as that of 

the clustering result of social media data in Figure 2 for circles, edges, solid ring circles, 

dashed ring circles, rectangles, as well as enclosed red dot-dash circles.

From the perspective of network structure, there are even fewer edges in the network of T3 

comparing with that of T1 and T2. T2 transforms the 4-scale measure to a binary scale by 

transforming only severe symptoms to 1.

From the medical perspective, we observe that cluster 1 includes psychosocial-related 

symptoms, e.g. “loss of interest in work,” “lowered work performance,” “decreased 

efficiency,” and “avoidance of social affairs.” Cluster 2 contains menopausal symptoms, e.g. 

“hot flashes” “vaginal dryness,” and “night sweats.” Cluster 3 includes gastrointestinal 

symptoms, e.g. “nausea,” “abdominal pain,” and “diarrhea.” Cluster 6 covers pain-related 

symptoms, e.g. “general aches,” “muscle pains,” and “neck-skull aches.”

The reassignment phase of the improved K-Medoid clustering increases the overall ASW 

from 0.11 to 0.13. The individual ASW values of all symptoms are adjusted to non-negative 
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values. We also observe that some of the symptom reassignments are meaningful. For 

example, “short temper” is moved from cluster 5 to cluster 4 to join the family of “mood 

change.” “Shakiness” is moved from cluster 1 to cluster 4 since cluster 1 is mainly about 

impaired functioning symptoms. The other three movements seem random and difficult to 

interpret, e.g. “sleeping too much” is moved from cluster 3 to cluster 6, and “difficult 

healing” and “dizziness” are moved from cluster 5 to cluster 7. These three reassignments do 

not seem to improve or degrade the clustering performance because these symptoms do not 

fit well in any existing clusters.

When compared with the social media clustering, we observe that there are substantial 

agreements between the clustering results of T3 and social media, as highlighted by the dot-

dash red circles. Considering that T3 contains more symptoms (38) than social media data 

(32), the overlapping is even more significant when we remove the symptoms that appear in 

only one data source. Most of the overlapped symptoms are related to menopausal (cluster 

2), GI (cluster 3), mood change (cluster 4), cognitive impairment (cluster 5), pain symptoms 

(cluster 6), as well as weight gain (cluster 7).

E. Comparison with Results from Previous Literature

The symptom clusters we identified in our two samples appear reasonable given the amount 

of overlap with results published in other articles including both general cancer patients and 

breast cancer patients in particular [40–42]. Analysis of medical study data indicated that 

fatigue was not clustered with pain, while forum data showed that fatigue and pain did 

cluster together. Both cluster relationships have been reported previously [43–47]. 

Menopausal, psychological, and gastrointestinal clusters have also been identified [26, 27]. 

A review by Nguyen et al [48] lists symptom clusters reported among breast cancer patients.

We note direct comparison of results with previous reports may be hindered due to 

differences in patient populations and statistical methods. For example, samples may differ 

in terms of cancer stage, time since diagnosis, and active treatment or treatment received. 

Although we used k-medoid clustering, other studies have used various methods including 

hierarchical cluster analysis, principal component analaysis, and explorative factor analysis 

[21, 23, 49–51]. Also, the use of social media as a data source is also novel among similar 

studies.

IV. DISCUSSION

The present study provides insight into multiple issues. Results contrast the symptom 

clusters derived from research data and social data. This raises the question, should we rely 

on one type of data or both? Notable finding and unresolved questions are discussed below.

1. We fin that some clusters of symptoms are consistent across social media data, 

T2 and T3, e.g. GI related symptoms (“abdominal pain,” “diarrhea”), 

(“constipation,” “bloating”), menopausal symptoms (“hot flashes” “night 

sweats”), negative mood- symptoms (“depressed,” “short temper”), cognitive 

impairment (“difficult concentrating,” “forgetfulness”), (“dizziness,” 

“lightheadedness,” “sleeping too much”), pain-related symptoms (“general 
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aches,” “muscle pains,” “neck-skull aches”). Some impaired functioning 

symptoms are consistent in T2 and T3 (but not identified in social media data), 

e.g. “loss of interest in work,” “lowered work performance,” “decreased 

efficiency,” and “avoidance of social affairs.” This suggests that unsolicited 

social media data can capture many meaningful clusters that are also identified 

from standard symptom checklists used in research studies. These clusters of 

symptoms can be useful in post-treatment monitoring, as well as improving life 

quality of breast-cancer patients. For example, knowledge of these clusters may 

help clinicians to monitor for other symptoms in the same cluster when a single 

symptom is identified

2. The structures of the network of the symptoms generated by social media data 

and data from a research study checklist are different. The network of social 

media data is sparse, while the network of symptom checklist data has higher 

density. The thickness of edges (co-occurrence) and the sizes of nodes 

(occurrence) vary substantially for social media data, but remain almost equal for 

research data. These could all be attributed to how the data are collected in these 

two different data sources. For social media data, the symptoms are embedded in 

people’s narratives in online posts and comments where symptoms are raised 

without a prompt. As such, they are probably more salient or bothersome to the 

person than less bothersome symptoms that are less likely to be discussed in 

social media. It is also possible that the people may be hesitant to raise a 

symptom on social media or have trouble identifying a term for it. One example 

is the unexpectedly low occurrence rate of restless sleep in social media data. 

Restless sleep was very common in the research study data but it did not yield 

high occurrences in the social media data. We speculate that restless sleep did 

occur but simply was not detected or captured, either because people are unlikely 

to report this symptom on the forum or when it was reported it fell outside the 

bounds of the text mining algorithm. Research studies typically present 

participants with a checklist of of symptoms. The formation of clusters would 

therefore be a function of both the length of the checklist, the response scale of 

the checklist. In this paper, the checklist contains a substantial number of 

symptoms, and compared to unstructured social media data, more symptoms 

could be checked with various scores, resulting in a network of symptoms with 

higher density. We design three experiments, e.g. T1, T2 and T3 to evaluate the 

sensitivity of the clusters to how we transform the 4-scales into binary values. As 

we set a stricter criterion on scale transformation, we retain fewer connections 

between symptoms. T1 does not produce any meaningful clustering. T2 yields 

better clustering performance than T3 based on the clinical interpretation. The 

underlying reasons are (1) T1 generates a network with a very high density and 

the symptoms are impossible to be partitioned (2) the network generated by T3 is 

too sparse and some valuable associations between symptoms are lost. (3) T2 

make a good balance between T1 and T3, and therefore produces the best 

clustering results.
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3. The reassignment phase in the improved K-Medoid clustering helps to improve 

the clustering performance. K-Medoid clustering has a risk of trapping in local 

minima. To find the global optima of the K-Medoid clustering is a NP-hard 

problem. The improved K-Medoid clustering could help to jump out of the local 

minima, by reassigning some of the negative-ASW symptoms to other clusters 

after initial K-Medoid clustering without sacrificing the overall ASW. The 

clustering results show that the reassignment phase helps to improve the 

clustering performance in terms of overall ASW, individual ASW, and 

interpretation of the final clustering.

4. The incorporation of the two sources of data is more powerful than relying on 

only one of them. On one hand, a network of symptoms built on social media 

data is more likely to be sparse, and easier to be partitioned, compared to 

research study data. On the other hand, only relying on social media data may 

miss some important symptom clusters. For example, no impaired functioning 

symptoms (“loss of interest in work”, “lowered work performance”, “decreased 

efficiency”, and “avoidance of social affair”) are identified in the social media 

data. On the other hand, the research study data is advantageous to collect the 

occurrence of symptoms that are not identified in social media, since they are 

well define and described to the participants in the survey. However, data based 

on a long symptom checklist, as is the case here, tends to generate network with 

high density and the vague boundaries between clusters. Cross-validation can be 

conducted if we adopt more than one data source. In addition, given the social 

media data, we may conduct semantic analysis from the patient contributed 

content to acquire insights about the associations between symptoms and to 

interpret the meaning of the identified clusters.

5. The symptom clusters found in this study has implications in practical symptom 

management. Symptom management does not view symptoms as isolated events 

but consider the relationships between symptoms for more effective intervention. 

Considering symptoms that share a common etiology, address the underlying 

cause may ease multiple symptoms at the same time.

V. CONCLUSION

The present paper provides an exemplar of two approaches to cluster symptoms in breast 

cancer populations with both social media data and research data using an improved K-

Medoid clustering. Due to the different ways the data are collected, the network of 

symptoms constructed from social media is sparse while the network built from study data 

has a higher density. The high density of research network makes the boundaries between 

clusters of symptoms less clear and the transformation of the 4-scale measure to the binary 

scale using the moderate severity as the threshold produce the best performance. The 

improved K-Medoid clustering helps to improve the clustering performance by reassigning 

some of the negative-ASW symptoms to other clusters without sacrificing the overall ASW. 

The improvement is suggested by the overall ASW, individual ASW as well as interpretation 

of the final clustering result. The clustering results suggest that some symptom clusters are 
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consistent across social media data and research data, e.g. GI related symptoms, menopausal 

symptoms, mood-change symptoms, cognitive impairment and pain-related symptoms. 

Some psychological symptoms are consistently found in T2 and T3, but not identified in 

social media data. We conclude that an integrative approach to take advantage of both data 

sources is recommended. Given that social media data has relatively clear boundaries of 

symptoms but risks missing some important clusters, the missing clusters can be 

compensated for with research data. The social media data can offer additional insights by 

conducting semantic analysis of the patient contributed content.
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Fig. 1. 
Clustering Results of Social Media Data (k=6)
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Fig. 2. 
Network of T1

Ping et al. Page 22

IEEE Trans Comput Soc Syst. Author manuscript; available in PMC 2017 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 3. 
Clustering Results of Clinical Data (Experiment 2, k=9)
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Fig. 4. 
Clustering Results of Clinical Data (Experiment 3, k=9)
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TABLE I

Demographics of participants (Age Groups, Stages of Breast Cancer and Treatment Categories)

Age groups

Age range Number of participants

25~44 132

45~54 209

55~64 167

65~74 102

75+ 43

Stages of breast cancer

Stage Stages of participants

I 34.1%

II 55.3%

III 10.6%

Treatment Categories

Treatment Percentage of Participants

Chemotherapy 81%

Radiation 86%
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