
I. Introduction

Chronic kidney disease (CKD), a major risk factor for end-

stage renal (or kidney) disease, cardiovascular disease, and 
premature death, is a global public health problem, affecting 
more than 10% of the global population [1,2]. Kidney trans-
plantation is considered the best alternative treatment for 
patients with end-stage renal disease because it offers some 
advantages, including better quality of life and longer sur-
vival compared to patients who are treated with dialysis [3]. 
It is estimated that more than 1.4 million patients with CKD 
receive kidney transplantation worldwide with an approxi-
mately 8% incidence growth rate annually [4]. Although 
there has been significant improvement in graft function 
and survival during the last two decades, many transplanted 
kidneys are rejected because of acute rejection and chronic 
allograft nephropathy. This in turn causes 3-fold greater risk 
of death compared to patients with functioning grafts [5,6]. 
There is an increasing demand for kidney transplantation; 
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therefore, it is of great importance to identify the potential 
risk factors implicated in graft failure to improve patients' 
survival and quality of life [3].
	 Since failure of transplantation is associated with adverse 
consequences for patients, exploring, identifying, and con-
trolling for risk factors are of utmost importance. Several po-
tential prognostic factors affecting the success of renal grafts, 
such as the age and sex of donors and recipients, body mass 
index, type of donor (living or deceased), anemia, type of 
immunosuppressive regimen, and so forth, have been inves-
tigated in various studies [3]; however, the results have been 
inconsistent. 
	 Several classification methods are used to predict a categor-
ical response variable based on predictors and covariates. In 
this regard data mining (machine learning) techniques have 
been introduced, and they have achieved promising perfor-
mance in classifying binary responses [7]. Among them, the 
artificial neural network (ANN) approach is used to create 
nonlinear models, and it is able to implicitly detect complex 
nonlinear relationships between dependent and independent 
variables and to detect all possible interactions between pre-
dictor variables [8]. ANN as a nonlinear, flexible and general 
tool is capable of dealing with any sort of arbitrary function 
[9]. On the other hand, traditional logistic regression (LR) 
is preferable when there is a sufficient sample size according 
to classes of response variable and a straightforward inter-
pretation of results is required [10]. Therefore, it is crucial to 
utilize and compare the performance of these two methods 
in analyzing a dataset. 
	 Several studies have applied ANNs and produced promis-
ing results in a variety of fields, including economics, medi-
cine, psychology, meteorology, and neurology. These studies 
suggest that ANNs can be used as an alternative to multi-
variate analysis. However, their role has remained advisory 
because there has not been convincing evidence of any real 
progress in clinical prognosis [11,12]. In nephrology, howev-
er, a few studies have utilized ANNs [12], and most of them 
have studied the ability of ANNs to distinguish predictive 
factors and other issues related to survival of dialysis patients 
[13]. In others that have investigated the performance of 
ANNs, only a few performance criteria have been used, and 
the importance of factors related to graft rejection have not 
been assessed [12]. Because the performance of classification 
methods is data dependent and because of the inconsisten-
cies among studies regarding important risk factors related 
to kidney transplant rejection, the present study aimed to 
identify the risk factors and covariates affecting failure of 
renal transplantation as a binary response variable using LR 

and ANN (to consider nonlinear effects and all possible in-
teractions between the variables) and to compare the results 
obtained by the two approaches. 

II. Methods

1. Data
The present study used a dataset obtained through a retro-
spective cohort study that was conducted in Hamadan, west-
ern Iran, from 1994 to 2011. A total of 378 patients under-
went kidney transplantation in Ekbatan or Besaat hospitals. 
The potential risk factors include the age and sex of donors 
and recipients, type of donor (living or deceased), familial 
relationship, hemoglobin level, blood groups of donors and 
recipients, duration of dialysis before transplantation (year), 
cold ischemic time (minute), creatinine level at discharge, 
body mass index (BMI) of donor (kg/m2), left or right kid-
ney, type of immunosuppressive drugs used (imuran, pred-
nisolone, and cyclosporine vs. CellCept, prednisolone, and 
cyclosporine), duration of hospitalization (number of days), 
volume of urine excretion during the first 24 hours after 
transplantation (mL/24 hr), and occurrence of acute or hy-
peracute rejection. Acute rejection is related to the formation 
of cellular immunity. This occurs to some extent in almost 
all grafts, except between identical twins, and hyperacute 
rejection is started by preexisting humoral immunity and 
usually manifests within minutes after transplantation. The 
response variable was having chronic nonreversible graft re-
jection [3]. 

2. Statistical Analysis
LR and ANN were used to analyze the dataset. To validate 
the results, the dataset (cases) was divided into training and 
testing sets. The ANN and LR models were first fitted to the 
training dataset (70% of cases), and the resulting models 
were evaluated using the test sample (30% of cases). 
	 Logistic regression (LR): LR as a parametric method is the 
most common and easily interpretable tool to model binary 
or multinomial response variables. The model can be written 
as 
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	 In this model, the xi's are the covariates to classify the re-
sponse, α is the logarithm of odds when no covariates or 
factors are utilized to model the response variable, and the 
βi's are the regression coefficients. Predicting the probability 
of an event is the main advantage of logistic regression due 
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to its modeling approach. The term

	���	(

�

���

) = � + ∑ �
�
�
�

�

���
.  

	(

�

���

)  

  �
�
��� 	= 	

�

�
�

∑ �
�
�

�

���

, � = 1,… , �,  

1

.

N

k ji i j

i

y f w x b

=

⎛ ⎞
= +

⎜ ⎟

⎝ ⎠

∑   ⎟

⎠

⎞

⎜

⎝

⎛

+= ∑
=

jiji

N

i

k
bxwfy

1

 

 

1

(1 )

c

n

i i

i

G p p

=

= −∑    )1(

1

i

n

i

i

ppG

c

−=∑
=

 

  

 indicates the odds 
of classifying the response variable in category one than 
zero using several covariates and factors [10]. In the pres-
ent study, we used the age and sex of donors and recipients, 
type of donor (living or deceased), etc. as covariates (x) and 
having chronic nonreversible graft rejection as the binary 
response. Thus, π, is the probability of graft rejection. 
	 Artificial neural network (ANN): This method is based on 
human brain function. Multilayer perceptron (MLP) is the 
most commonly used method among several artificial neural 
network methods. This method contains input, output, and 
hidden layers, where each layer includes several nodes. An 
activation function transforms the data in each layer to the 
next layer one by introducing a degree of nonlinearity. The 
input layer consist of all risk factors affecting the result of 
graft rejection. The binary response variable of graft rejection 
shows up in the output layer with two nodes as the possible 
outcomes for graft rejection. To find the best performance of 
the network, complex nonlinear mapping between input and 
output layers is conducted using the number of nodes, which 
is determined empirically in the hidden layer [14]. In MLP, a 
nonlinear activation function is applied by neurons to com-
pute its outputs. In the present study, an ANN approach with 
one hidden layer was used (because increasing the number 
of hidden layers, despite the ability to consider much more 
complex relationships between variables, did not improve 
the performance of the method). A hyperbolic tangent was 
used as the activation function (f(x) = 2 / (1 + exp(–2x)) – 1) for 

the hidden layer as well as softmax (
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where xi's are predictor variables) in the output layer. The 

functional form of MLP is written as
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	 In the above equation, xi is the ith nodal value in the pre-
ceding layer, and yk is the kth nodal value in the current layer. 
In addition, bj and wji are the bias and a weight connecting 
xi and yj of the jth node, respectively, and N is the number of 
nodes (in the previous layer). The activation function in the 
present layer is f. We also provided the variable importance 
to identify the most important variables for graft rejection. 
Variable importance can be calculated in different ways. 
Here, the definition of variable importance is the relative 
reduction in the predictive power (calculated with some cri-
teria) of the model. In the present study, the mean decrease 
Gini was used to calculate variable importance, which is a 

measure calculated based on the Gini impurity index. The 
Gini impurity index is utilized to calculate splits during 
training. For making a split in a node on a variable, say m, 
the Gini impurity criterion (for the two descendent nodes) 
will be less than that of the parent node. The Gini impurity 

index is calculated using 
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, where nc shows 

the number of classes in the output variable, and pi stands 
for the ratio of this class.

3. Evaluation Criteria
The performance of the models was compared in terms of 
several measures, including sensitivity, specificity, positive 
predicted value, negative predicted value, accuracy and area 
under ROC curve (AUC). Any statistical differences in the 
resulting proportions obtained by the models was assessed 
by McNemar’s test. To assess the association between the ob-
served and predicted values, several statistics were measures, 
such as ϕ coefficient, Kendall tau-b, and kappa statistic.

III. Results

The information of 378 patients was used in the present 
study. The characteristics of the study subjects are shown in 
Table 1. About 51.3% and 74.9% of recipients and donors, 
respectively, were male. The recipients’ ages ranged from 8 
to 72 years, and the donors ages ranged from 13 to 62 years. 
The majority of recipients and donors were in A and O 
blood groups (36.8% and 44.2%) respectively. Also, 59.3% 
were treated with CellCept, prednisolone, and cyclosporine, 
and 95.8% were first grafts. In 45.5%, the cause of end-stage 
renal stage was unknown; 85.7% had no complications; 
94.7% familial relationship; 95.8% had living donors; and 
90.7% utilized a left donor kidney. 
	 To identify the risk factors affecting failure of transplanta-
tion, LR and ANN were performed. The testing and training 
samples were composed of 114 (30%) and 264 (70%) cases, 
respectively. 
	 The results obtained by logistic regression are shown in 
Table 2. Using a stepwise variable selection method, impor-
tant variables were determined using the training sample. 
The effects of selected variables on failure of transplantation 
were then assessed using the test sample. According to the 
results, the odds ratio of experiencing failure for males was 
1.42 times greater than that of for females. The odds ratio 
for 1 year increase in recipients' age compared to the previ-
ous year was 0.91. In addition, the odds ratio for 1 mg/dL 
increase in creatinine was 1.96. Moreover, the odds ratio of 
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Table 1. Characteristics of the study population (n = 378)

Variable Recipient Donor

Sex
   Male 193 (51.10) 283 (74.90)
   Female 185 (58.90) 91 (24.10)
Blood group
   O 125 (33.20) 166 (44.60)
   A 139 (36.90) 114 (30.60)
   B 89 (23.60) 87 (23.40)
   AB 24 (5.40) 5 (1.30)
Turn of graft
   First 361(95.50)
   Second 16 (4.20)
Immunosuppressive drug usage
   Imuran, prednisolone, cyclosporine 154 (40.80)
   CellCept, prednisolone, cyclosporine 223 (59.20)
Post-transplantation condition
   No complication 324 (92.80)
   Acute rejection 23 (6.60)
   Hyperacute rejection 2 (0.60)
Family relationship
   Yes - 18 (4.79)
   No - 358 (95.21)
Type of donors
   Living-donor 361 (96.30)
   Deceased-donor 14 (3.70)
Reason of end-stage renal disease
   Diabetes 10 (2.70)
   Hypertension 87 (23.10)
   Glomerulonephritis 50 (13.30)
   Polycystic kidney 8 (2.10)
   Urologic disorder 7 (1.90)
   Congenital 6 (1.60)
   Unknown 208 (55.30)
Cold ischemic time (min) 36.81 ± 5.53
Age (yr) 37.37 ± 13.64 28.08 ± 6.38
Creatinine level at discharge (mg/dL) 1.36 ± 1.05
Duration of hospitalization (day) 27.35 ± 10.59
Duration of dialysis (yr) 515.12 ± 587.01
Urine volume (mL/24 hr) 12,650.44 ± 8,329.75
Hemoglobin level (mg/dL) 10.79 ± 1.89

Values are presented as number (%) or mean ± standard deviation.
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successful transplantation by 1 minute increase in cold isch-
emic time was 1.17.
	 The importance of the variables is revealed by scores result-
ing from the sensitivity analysis. Similar to the outputs of LR 
and based on the shown importance of variables resulting 
from ANN in Figure 1, the most important variables in de-
scending order are cold ischemic time, creatinine, recipients' 
age, and hemoglobin at discharge. These variables scored 

over 50% for normalized importance. 
	 A comparison of sensitivity, specificity, positive probability 
value, negative probability value, accuracy, and AUC for the 
training and testing sets of classification methods are shown 
in Table 3. McNemar’s test resulted in differences between 
the proportions for the two methods (p < 0.001). A higher 
accuracy was achieved by the ANN method in comparison 
to LR. To evaluate the association of the method predictions 
and observed value of failure, ϕ coefficient, Kendall tau-b, 
and kappa statistic were performed. The results shown in 
Table 4 confirm that there is a significant association and 
agreement of the performed methods with the observed val-
ues. Figure 2 demonstrates that ANN outperforms LR due to 
its higher AUC.

Table 2. Logistic regression model results

Variable Adjusted OR (95% CI) p-value

Gender (male) 1.42 (0.26–7.83) 0.690
Recipient age (yr) 0.91 (0.83–1.00) 0.043
Creatinine 1.96 (1.01–3.82) 0.048
Cold ischemic time (min) 0.85 (0.74–0.98) 0.025

OR: odds ratio, CI: confidence interval.

Table 3. Comparison of classification techniques

Sensitivity Specificity PPV NPV Total accuracy

ANN
   Training sample 0.81 0.78 0.28 0.97 0.78
   Testing sample 0.91 0.74 0.27 0.98 0.75
LR
   Training sample 0.92 0.57 0.19 0.98 0.61
   Testing sample 0.91 0.51 0.17 0.98 0.55

ANN: artificial neural network, LR: logistic regression, PPV: positive predicted value, NPV: negative predicted value.

Figure 1. ‌�Normalized importance of the variables in artificial 
neural network (ANN).
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Table 4. Association of performed methods with observed values

Association coefficient (p-value)

ϕ coefficient Kendall tau-b Kappa

LR 0.25 (0.007) 0.25 (0.007) 0.16 (<0.001)
ANN 0.42 (<0.001) 0.41 (0.002) 0.17 (<0.001)

LR: logistic regression, ANN: artificial neural network.
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Figure 2. Area under ROC curve (AUC) for the performed methods.
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IV. Discussion

The life expectancy of patients with end-stage renal disease 
has been extended by the wide availability of alternative 
treatments [15]. Kidney transplantation is the treatment 
of choice for these patients [22,23]. Several studies have 
been carried out to identify the potential prognostic fac-
tors of graft rejection [3,5,16]. However, we tried to utilize 
data mining techniques to identify important risk factors. 
Our results showed that the variables of cold ischemic time, 
recipient's age, and creatinine level at discharge, selected 
by both LR and ANN, were important factors in the risk of 
graft rejection. This finding is consistent with the results of 
some other studies [17-20]. Cold ischemic time is a potential 
risk factor, involved in immediate anemia in renal transplant 
recipients [19]. In addition, as a recipient’s age increases, the 
probability of acute rejection decreases, which may be due 
to stronger and more efficient immune systems in younger 
people [3]. Previous studies confirm this finding as well 
[20,21]. Creatinine level at discharge was another important 
variable with increasing effect on the probability of kidney 
transplant rejection, which is consistent with the results of 
previous studies [5,22]. Moreover, hemoglobin level (mg/
dL) was another important risk factor selected only by ANN. 
Other studies confirm this finding [23,24]. 
	 This study focused on the performance of the ANN 
method in identifying potential risk factors for kidney graft 
failure in comparison to the performance of LR. The results 
showed that ANN achieved better performance. The evalu-
ation criteria, such as AUC and accuracy, showed that the 
predictions made by ANN were more precise than those 
made by LR. Several studies have exposed and compared the 
power of predictions made by various classification methods. 
In 2014, Lin et al. [25] evaluated predictive models for pre-
operative diagnosis of rotator cuff tear. They compared ANN 
and LR and found that ANN achieved a higher predictive 
accuracy than LR. In 2012, Shi et al. [26] compared the per-
formance of ANN and LR models in predicting in-hospital 
mortality after primary liver cancer surgery. They found that 
the ANN method was highly accurate and performed bet-
ter than LR. Also, Chen et al. [27] assessed the performance 
of ANN and LR models to distinguish lung nodules on CT 
scans. Based on their study, ANN outperformed LR in both 
discrimination and clinical usefulness. In addition, Tapak et 
al. [28] assessed the performance of ANN and LR to identify 
important risk factors of diabetes and found that ANN out-
performed LR in terms of AUC. Therefore, ANN can be ap-
plied successfully for identifying risk factors of the rejection 

of kidney transplantation. Lau et al. [29] evaluated the utility 
of machine learning algorithms, including ANNs, to predict 
kidney transplantation rejection after liver transplantation 
based on some known important variables. However, no 
comparison with LR was conducted. According to their re-
sult, ANN showed promising performance in the prediction 
of transplant rejection after liver transplantation.
	 ANN has some advantages and disadvantages in compari-
son to LR. For example, less formal statistical training is 
required for the development of neural network models. In 
addition, they can implicitly detect complex nonlinear rela-
tionships between independent and dependent variables and 
have the ability to detect all possible interactions between 
predictor variables. On the other hand, neural networks are 
a ‘black box’ and have limited ability to explicitly identify 
possible causal relationships, and they require greater com-
putational resources [22].
	 There were some limitations in the present study. We uti-
lized a dataset of a retrospective cohort study and medical 
records. Reliable sources of data, obtained from prospective 
design, were required to identify prognostic factors of rejec-
tion. The quality and accuracy of estimates depend mainly 
on the quality of recorded data, but it was not possible to 
verify the accuracy of the data used in the present study. 
This might have introduced some bias in the results. There 
are also several data mining techniques that have been used 
to predict graft kidney rejection [13,30]. It would be use-
ful to conduct a comprehensive study to compare all these 
methods over several datasets and use numerical and math-
ematical methods to investigate their performance in the 
prediction of kidney transplant rejection. Another point that 
should be considered is that, statistically, it is better to com-
pare methods over several datasets or, at least, to repeat the 
process of extracting training and testing sets 100 times to 
see if one method outperforms others. In the present study, 
we found the results over one repetition to be comparable 
with the results of other studies. In addition, another limita-
tion was that other data sources were not available. 
	 In conclusion, our study showed that cold ischemic time, 
creatinine, recipients' age and hemoglobin at discharge are 
the most important variables affecting failure of transplanta-
tion. ANN was compared to LR and was found to be an ac-
curate and promising method for the classification, predic-
tion, and identification of important risk factors in various 
diseases.
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