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Translational control of lipogenic enzymes in the
cell cycle of synchronous, growing yeast cells
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Abstract

Translational control during cell division determines when cells
start a new cell cycle, how fast they complete it, the number of
successive divisions, and how cells coordinate proliferation with
available nutrients. The translational efficiencies of mRNAs in cells
progressing synchronously through the mitotic cell cycle, while
preserving the coupling of cell division with cell growth, remain
uninvestigated. We now report comprehensive ribosome profiling
of a yeast cell size series from the time of cell birth, to identify
mRNAs under periodic translational control. The data reveal coor-
dinate translational activation of mRNAs encoding lipogenic
enzymes late in the cell cycle including Acc1p, the rate-limiting
enzyme acetyl-CoA carboxylase. An upstream open reading frame
(uORF) confers the translational control of ACC1 and adjusts Acc1p
protein levels in different nutrients. The ACC1 uORF is relevant for
cell division because its ablation delays cell cycle progression,
reduces cell size, and suppresses the replicative longevity of cells
lacking the Sch9p protein kinase regulator of ribosome biogenesis.
These findings establish an unexpected relationship between lipo-
genesis and protein synthesis in mitotic cell divisions.
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Introduction

Proliferating cells balance their increase in mass and size with their

division (Turner et al, 2012; Polymenis & Aramayo, 2015; Schmoller

& Skotheim, 2015). For the most part, cell growth drives cell cycle

progression and not the other way around (Hartwell & Unger, 1977;

Johnston et al, 1977; Pringle & Hartwell, 1981). In multiple

organisms, it has been known for decades that a critical rate of

protein synthesis is required for cell cycle progression (Polymenis &

Aramayo, 2015). Proteins account for a substantial fraction of

macromolecular mass in cells, ranging from 33 to 44% of all macro-

molecules in the budding yeast Saccharomyces cerevisiae (Lange &

Heijnen, 2001). An increase in protein synthesis is considered a defi-

nitive hallmark of cell growth (Mitchison, 1971a). Indeed, in grow-

ing and dividing yeast cells the rates of protein synthesis and

increase in volume are similar to each other, both increasing

exponentially in the cell cycle (Shulman et al, 1973; Elliott &

McLaughlin, 1978; Elliott et al, 1979; Di Talia et al, 2007). Conse-

quently, the larger the cells become, the more proteins they produce.

Although bulk protein synthesis appears to be proportional to

cell size in yeast, this relationship does not necessarily extend to all

individual proteins (Schmoller & Skotheim, 2015; Schmoller et al,

2015). Genetic or chemical blocks in protein synthesis cause a

uniform and specific cell cycle arrest, usually in the G1 phase, argu-

ing that synthesis of specific proteins is disproportionately sensitive

to protein synthesis limitations (Brooks, 1977; Rossow et al, 1979;

Moore, 1988; Polymenis & Aramayo, 2015). Recent models also

propose that the differential dependence on cell size for the synthe-

sis of specific proteins underlies the coupling of cell growth with

division (Schmoller & Skotheim, 2015; Schmoller et al, 2015). Iden-

tifying those proteins as cells progress through the cell cycle holds

the promise of explaining molecularly how cells couple their growth

with their division.

The rate of synthesis of any given protein depends not only on

the concentration but also on the translational efficiency of its

mRNA. Discrepancies between the two parameters are evidence of

translational control. Systematic, thorough studies have defined

transcript abundance through the cell cycle in budding yeast (Cho

et al, 1998; Spellman et al, 1998). To our knowledge, however,

there are no reports of proteins whose levels oscillate due to cell

cycle-dependent translational control in yeast. It is necessary to

have quantitative information about the rate of synthesis of each

protein in the cell cycle to uncover the molecular basis of protein

synthesis requirements for cell division. Ribosome profiling relies
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on deep sequencing of ribosome-protected mRNA fragments (Ingolia

et al, 2012; Brar & Weissman, 2015). This methodology has been

transformative in identifying translational targets on a genomewide

scale (Ingolia et al, 2009). Recent ribosome-profiling studies

reported extensive cell cycle-dependent translational control of

hundreds of mRNAs in animal cells. In these experiments, either

chemically induced cell cycle arrest was employed to generate

synchronous cultures (Stumpf et al, 2013; Park et al, 2016) or selec-

tive cyclin-dependent kinase (Cdk) inhibitors were used for

synchrony in mitosis (Tanenbaum et al, 2015). However, it is

important to emphasize that, no matter how selective the arrest

may be, cells arrested in the cell cycle continue growing, and the

normal coordination of cell growth with division ceases (Pringle &

Hartwell, 1981), often leading to arrest-specific results (Ly et al,

2015). Since protein synthesis is an integral component of cellular

growth, to interrogate properly translational control in cell division,

measurements of translational efficiency in the cell cycle should be

made in cells that are actively growing, synchronously progressing

in the cell cycle, and having to meet their growth requirements for

cell division.

Here, we queried with ribosome-profiling non-arrested, synchro-

nous cell populations obtained by centrifugal elutriation. We gener-

ated a cell size series from the time of cell birth, identifying with

high confidence mRNAs under periodic translational control in

synchronous but unperturbed cells. Our results for the first time

identify mRNAs under cell cycle-dependent translational control in

cells that must meet their growth requirements and reveal funda-

mental links between lipogenesis and protein synthesis during cell

division.

Results

Synchronization and sample collection

To minimize arrest-related artifacts (Creanor & Mitchison, 1979; Ly

et al, 2015), we used centrifugal elutriation to isolate growing,

highly synchronous, unbudded, early G1 cell populations. Note that

in yeast initiation of DNA replication is coupled to the formation of

a bud (Hartwell & Unger, 1977; Johnston et al, 1977; Pringle &

Hartwell, 1981). We scored the elutriated cultures over time micro-

scopically, recording the percentage of budded cells. We also

recorded cell size with a channelyzer, a particle counter that directly

measures the volume of cells. Ribosome profiling requires ≥ 2E+09

yeast cells per sample to generate both the ribosome footprint and

mRNA libraries. Such cell numbers cannot be collected in a typical

time-series experiment, because only a small minority of the total

cell population is in the elutriated early G1 fraction. Instead, we

allowed the entire cell population of each elutriated fraction to

progress in the cell cycle until it reached a given cell size, at which

point the sample was harvested. Elutriated cells of the same size

were then pooled together until enough cells per sample were

obtained. This pool of same-size cells defined one experimental

replicate (e.g., Sample01A; see Appendix File S1). We harvested

cells at 5 fl cell size increments, soon after their birth (40 fl), until

the end of the cell cycle (75 fl). In total, we generated three indepen-

dent experimental replicates for each cell size (Fig 1A). From the

data shown in Fig 1B using the standard diploid BY4743 strain (see

Appendix Table S2, listing all the strains in this study), we obtained

a calculated critical size (at which 50% of the cells are budded) of

61.3 fl. This value is indistinguishable from our published critical

size value of 61.5 fl from typical time-series elutriations for the

same strain and growth conditions (He et al, 2014). Moreover, our

transcript reads for CLN1 and CLN2, encoding G1/S cyclins whose

transcription peaks in late G1 (Spellman et al, 1998; Bloom & Cross,

2007), peak at 55 and 60 fl (Fig 1C). On the other hand, transcrip-

tion of the G2/M cyclin CLB2 peaks later in the cell cycle, in cells

≥ 65 fl (Fig 1C). Therefore, both morphological (i.e., budding) and

molecular (i.e., transcript profile) markers strongly suggested that

we obtained un-arrested, synchronous, cycling cells for ribosome

profiling.

Transcriptional control of ribosome biogenesis in the cell cycle

Before looking at differences of translational efficiency, we exam-

ined on a genomewide scale the transcriptional profile of our cell

size series. There has been only one previous study in budding yeast

that reported transcript abundance through the cell cycle using

synchronous, elutriated cells. It was part of the landmark paper by

Spellman et al (1998), which also included datasets from several

arrest-and-release strategies (Cho et al, 1998; Spellman et al, 1998).

The Spellman elutriation dataset was from cells growing with

ethanol as a carbon source (Spellman et al, 1998) while ours with

glucose. The Spellman study identified 800 core cell cycle-regulated

transcripts, but that list was constructed without the input from

their elutriation dataset (Spellman et al, 1998), and subsequent

studies indicated that the elutriation dataset was qualitatively dif-

ferent from the others and less prone to artifacts (Shedden &

Cooper, 2002). We therefore compared our elutriation transcript

dataset with that of Spellman and colleagues, to identify mRNAs

subject to cell cycle-dependent transcription in cells that are cycling

in balance with cell growth.

We noticed that 144 transcripts were identified as periodic

both in ours and in Spellman’s elutriations, but they were not

included in the Spellman “core” cell cycle set (Fig 2A). The tran-

scripts were in two main clusters, one peaking in G1 and the

other in G2/M (Fig 2B). In the G2/M cluster, we noted the pres-

ence of CLB3, encoding a mitotic cyclin, and of CDC3 and CDC11,

encoding septin proteins required for cytokinesis (see Fig 2 and

Dataset 2 within the Source Data for this figure). We also noticed

the presence of FAA2 and ELO2 among the transcripts of this

cluster. Faa2p is an acyl-CoA synthase that activates fatty acids

by thioesterification with coenzyme A while Elo2p elongates fatty

acids for sphingolipid biosynthesis (Klug & Daum, 2014). Other

transcripts encoding gene products with roles in lipid and

membrane transactions are also known to peak late in the cell

cycle (Spellman et al, 1998). The increased mitotic expression at

the transcriptional level of these enzymes is noteworthy in the

context of the translational upregulation of fatty acid biosynthetic

enzymes late in the cell cycle, which we describe in the next

section. Otherwise, the G2/M cluster may be enriched for tran-

scripts encoding gene products with mitochondrial roles (Fig 2B,

top). On the other hand, the G1 cluster is highly enriched in tran-

scripts encoding gene products involved in ribosome biogenesis

(GO:0042254, Fig 2B, bottom). These data argue strongly for cell

cycle-dependent transcription in the G1 phase associated with
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ribosome biogenesis. Periodic transcription of ribosome biogenesis

genes has been reported in fission yeast (Oliva et al, 2005). It

was postulated that globally increasing ribosome biogenesis may

contribute to the “sizer” acting at the commitment step, which in

fission yeast is in G2 phase (Oliva et al, 2005). Our similar find-

ings from budding yeast point to a conserved transcriptional acti-

vation of ribosome biogenesis before cells commit to a new round

of cell division. Lastly, periodic transcription of ribosome biogene-

sis genes was not seen in numerous arrest-and-release methods

(Cho et al, 1998; Spellman et al, 1998), underscoring the signifi-

cance of using un-arrested cells to query the role of protein

synthesis in synchronous cells that must meet their growth

requirements for division.

mRNAs with periodic translational efficiency in the mitotic
cell cycle

To identify specific mRNAs under translational control, we looked

for unexpected discrepancies between the signals obtained from

ribosome profiling and those obtained from transcriptional profiling

at each locus along the cell cycle. The translational efficiencies we

report here are based only on the relative density of ribosomes

averaged across the entire length of each ORF. Hence, our results

are not influenced by documented experimental biases on the local,

codon-level distribution of ribosomes on a given mRNA (Brar &

Weissman, 2015; Hussmann et al, 2015; Ingolia, 2016). We used

two freely available statistical packages, babel (Olshen et al, 2013)

and anota (Larsson et al, 2011), and focused on targets identified

by both packages to minimize the likelihood of identifying false

positives. This strategy yielded 55 mRNA targets (see Fig 3A and

Dataset 8 in the Source Data for this figure; and Materials and

Methods). To recognize mRNAs under periodic translational

control from this mRNA set, we followed the procedure we

described above (see Fig 2 and Materials and Methods), except that

the initial input values for the genes we examined were the ratio of

the ribosome footprint values over their corresponding mRNA

values. This analysis pinpointed 17 mRNAs under periodic transla-

tional control in cycling, non-arrested cells (Fig 3B). A detailed

A

B

C

Figure 1. Generating cell size series of synchronous, dividing cells for ribosome profiling.

A Schematic overview of our approach.
B From the individual pools of Saccharomyces cerevisiae cells we used for ribosome profiling, the weighted average of the cell size of each pool is shown on the x-axis

(in fl) and their corresponding budding index on the y-axis (% Budded). Pools of similar cell size are indicated with the same color.
C The log2-transformed normalized (FPKMs) reads of representative transcripts that peak at G1/S (cyclins CLN1 and CLN2), G2 (cyclin CLB2), or are constitutively

expressed (PGK1), are shown for each cell size pool.
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description of the sequencing data for these 17 loci is in

Appendix File S1. Regarding mRNA features that may mediate

translational control of these 17 mRNAs, we noted that there is

information in the literature for the 50- and 30-ends of 14 of them

(see Appendix Table S3). Their median 50-leader and 30-leader
lengths were 89 and 163 nucleotides, respectively. These values

appear longer than the average lengths of 68 and 91 nucleotides for

the 50- and 30-ends, respectively, of yeast transcripts reported previ-

ously (David et al, 2006).

To prioritize mRNAs for further study, we looked for gene ontol-

ogy enrichment. Long-chain fatty acid biosynthesis (GO:0042759)

was an unexpected, but a clear group. ACC1, FAS1, and FAS2 all

showed translational activation in G2/M (Fig 3B). Acc1p is acetyl-

CoA carboxylase, the rate-limiting enzyme in lipid biogenesis

(Hasslacher et al, 1993; Wei & Tong, 2015). Acc1p provides

malonyl-CoA building units to fatty acid synthase, encoded by

FAS1,2, and to the similar enzymes of the fatty acid elongases,

encoded by ELO1-3 (Tehlivets et al, 2007; Klug & Daum, 2014). We

also noted that the translational efficiency of PCT1 peaks in

G1 (Fig 3B). Pct1p is choline phosphate cytidylyltransferase

(Tsukagoshi et al, 1987), the rate-limiting enzyme for synthesis of

phosphatidylcholine (Fagone & Jackowski, 2013). For the remainder

of this report, we focus on the G2/M upregulation of the expression

of Acc1p, Fas1p, and Fas2p, involved in de novo fatty acid synthesis.

Translational control increases the levels of lipid biogenesis
enzymes late in the cell cycle

We did not observe any evidence of cell cycle-dependent periodicity

in the abundance of ACC1, FAS1, or FAS2 mRNAs (see Fig EV1). To

our knowledge, the steady-state levels of the corresponding proteins

have not been evaluated in the cell cycle. We monitored protein

A B

Figure 2. Transcription of genes involved in ribosome biogenesis peaks in the G1 phase.

A Venn diagram showing the number of cell cycle-regulated transcripts in the following datasets: The “Spellman Core” dataset was defined by Spellman et al (1998),
based on an “aggregate CDC score” from multiple experiments that did not include the elutriation dataset that Spellman and colleagues performed (Spellman et al,
1998). The “Spellman Elu” dataset includes all the cell cycle-regulated transcripts we identified by analyzing the microarray elutriation experiment of Spellman et al
(1998), as we described in the Materials and Methods. Our dataset (Dataset 1 within the Source Data for this figure), “This study”, from the elutriations shown in Fig 1
was analyzed exactly as the “Spellman Elu” set.

B Heatmap of the mRNA levels of the 144 genes (Dataset 2 within the Source Data for this figure) in common between the “Spellman Elu” and “This study” datasets.
The enriched Gene Ontology terms highlighted on top (P = 0.001), or bottom (P = 6.0E-23), were calculated with the DAVID software tool (Huang et al, 2007), or the
YeastMine platform (Balakrishnan et al, 2012), respectively.

Source data are available online for this figure.
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abundance of acetyl-CoA carboxylase (ACC1/Acc1p) and b and a
subunits of fatty acid synthase (FAS1/Fas1p and FAS2/Fas2p,

respectively). For these experiments, we used strains carrying alle-

les encoding C-terminal, TAP fusions of the corresponding proteins

(see Materials and Methods and Appendix Table S2). These strains

were viable and proliferated at rates similar to the rates of their

wild-type counterparts. We monitored protein levels throughout the

cell cycle in synchronous, elutriated cells (Fig 4). Late in the cell

cycle, the levels of all three proteins peaked, but more so for Acc1p-

TAP (> 20-fold; Fig 4A) compared to Fas1p-TAP (�threefold;

Fig 4B) and Fas2p-TAP (�5- to 10-fold; Fig 4C). The mitotic peak of

Acc1p-TAP levels was not due to trivial reasons arising from some

artifact of elutriation, because when cells were allowed to re-enter a

second cell cycle Acc1p-TAP levels dropped substantially in the

subsequent G1 phase (Appendix Fig S1). All these data, together

with the evidence from ribosome profiling (Fig 3), suggest that the

expression of key enzymes for de novo lipid biogenesis, Acc1p in

particular, is cell cycle regulated and that this control is exercised at

least in part at the translational level.

A upstream open reading frame (uORF) mediates the translational
control of ACC1 in response to nutrients and in the cell cycle

Next, we sought to identify cis elements in the corresponding

mRNAs that could alter translational efficiency. Within the long 50-
leader of ACC1, there is a short uORF (Cvijovic et al, 2007), encod-

ing the tripeptide MCL, starting at position �341 (Fig 5A and

Appendix Fig S2). The uORF is conserved, albeit with synonymous

substitutions, in the Saccharomyces species S. mikatae,

S. paradoxus, and S. bayanus (Appendix Fig S2). These species and

S. cerevisiae belong to the sensu stricto Saccharomyces genus, with

an evolutionary separation of 10–20 Myr, allowing for recognition

of conserved regulatory elements (Kellis et al, 2003). We also

noticed that ribosome footprint reads were present at the ACC1

uORF and in higher numbers during the G1 phase of the cell cycle

(Appendix Fig S3). Given the strong periodic abundance of Acc1p-

TAP in the cell cycle (Fig 4A), the presence of a conserved uORF in

the ACC1 mRNA (Appendix Fig S2), and the apparent ribosome

occupancy of the uORF in the cell cycle (Appendix Fig S3), we

decided to examine the translational control of ACC1 further.

We mutated the start codon of the uORF in the ACC1 locus

(Fig 5A). To examine whether the uORF influences expression of

the downstream main ACC1 ORF, we also generated a uORF

mutant strain encoding a C-terminal, TAP fusion of ACC1 (see

Materials and Methods; and Appendix Table S2). First, we moni-

tored Acc1p-TAP levels in the ACC1 uORF mutant strain using

synchronous elutriated cultures. The amplitude of the periodicity

in Acc1p-TAP levels in wild-type cells was reduced significantly in

the ACC1 uORF mutant (Fig 5B). The ACC1 mRNA levels for the

wild-type and the ACC1 uORF mutant strains did not show any

periodic behavior in the cell cycle (Fig EV2). These results suggest

that, at least in part, the uORF modulates the translational effi-

ciency of ACC1 in the cell cycle. To evaluate whether the uORF is

involved in the nutrient-dependent control of Acc1p synthesis, we

also examined ACC1-TAP mRNA (Fig 5C, bottom) and Acc1p-TAP

steady-state levels (Fig 5C, top) in media with rich (2% glucose)

or poor (3% glycerol) carbon source. Remarkably, in poor

medium, with 3% glycerol as the carbon source, in the ACC1

A B

Figure 3. Transcripts under periodic translation control in dividing cells.

A Schematic of the workflow that identified 17 mRNAs under periodic translational control (see Materials and Methods). Datasets 3 and 4 within the Source Data for
this figure are the input data for the mRNA and ribosome footprints used for the babel package, while Dataset 6 (within the Source Data for this figure) was used as
input for the anota package. Datasets 5 and 7 (within the Source Data for this figure) were the output of the babel and anota packages, respectively. Dataset 8 (within
the Source Data for this figure) is the set of genes identified in common by the babel and anota packages.

B Heatmap of the 17 mRNAs under periodic translational control in synchronous elutriated cultures of wild-type, diploid cells (BY4743 background). The data were
hierarchically clustered and displayed with the pheatmap R package, as described in Materials and Methods and in Fig 2. The enriched (P = 7.6E-5) Gene Ontology
term highlighted was calculated with Holm–Bonferroni test correction, from the YeastMine platform (Balakrishnan et al, 2012).

Source data are available online for this figure.
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uORF mutant the levels of Acc1p-TAP protein relative to the levels

of the ACC1-TAP mRNA were > 10-fold higher than in the same

cells cultured in rich medium, with 2% glucose as the carbon

source (Fig 5C and D). Hence, the uORF of the ACC1 mRNA also

modulates the levels of Acc1p in a nutrient-dependent manner.

The uORF disproportionately inhibits synthesis of Acc1p in poor

media. In the Discussion, we describe how a classic kinetic model

of translation explains this behavior (Lodish, 1974). Overall, the

evidence we collected shows that the uORF of ACC1 contributes to

the translational control of ACC1 in the cell cycle and in response

to nutrients. Our experiments monitoring protein abundance of

wild-type Acc1p, Fas1p, Fas2p in the cell cycle (see Fig 4) report

on steady-state levels of the proteins in question, which can be

affected by both the rate of their synthesis and degradation. In the

case of Acc1p-TAP, however, since both the wild-type and the

uORF mutant strain express the same Acc1p-TAP protein, dif-

ferences in the levels of Acc1p-TAP between these strains in the

cell cycle and in different nutrients are due to differential synthesis

and not a result of altered protein stability.

Cells carrying temperature-sensitive, loss-of-function alleles of

ACC1 arrest in G2/M at their restrictive temperature (Schneiter et al,

1996; Al-Feel et al, 2003). On the other hand, to our knowledge, cell

cycle effects upon over-expression of ACC1 have not been exam-

ined. In glycerol-containing media, when Acc1p levels are elevated

in cells lacking the ACC1 uORF (Fig 5), the mean (37.1 � 0.6 fl vs.

42.9 � 1.4 fl, n = 6) and birth (16.2 � 0.6 fl vs. 19.1 � 0.3 fl,

n = 6) size of ACC1 uORF mutant cells were significantly smaller

compared to wild-type cells (Fig 6A; P = 0.002165, using the non-

parametric Wilcoxon rank sum test). ACC1 uORF mutant cells also

had a longer doubling time, Td (Fig 6A). However, the DNA content

of the ACC1 uORF mutant was not significantly different from that

of wild-type cells in this glycerol-containing medium (Fig 6B).

Hence, the longer cell cycle time of the ACC1 uORF mutant arises

from an increase in the duration of the G1 and G2/M cell cycle

phases. We have previously documented this phenotype in a geno-

mewide survey of deletion mutants (Hoose et al, 2012), such as

cells lacking Erg6p, a sterol methyl transferase that regulates

membrane dynamics (Gaber et al, 1989). To look at the G1 phase

in more detail, we examined synchronous cultures obtained by

elutriation. We found that the critical size, at which cells commit to

a new round of cell division at START, was reduced in ACC1 uORF

mutant cells (Fig 6, top). However, there was also a decrease in

the rate of size increase for the ACC1 uORF mutant (Fig 6C,

bottom). As a result, the absolute length of the G1 phase was �30%

longer than the length of the G1 phase of wild-type cells in

these conditions, because cells lacking the ACC1 uORF are born

smaller and increase in size slower. The prolongation of the G1

phase of ACC1 uORF mutant cells in glycerol was matched with a

proportional increase of non-G1 cell cycle phases, due to their lower

rate that they increase in size, accounting for their longer cell cycle

time.

Since Acc1p activity is thought to be rate limiting for lipid

biogenesis, we also examined if two major sinks of cellular lipids,

neutral lipid droplets and phospholipids (PLs), were affected in the

ACC1 uORF mutant. It was recently reported that storage of neutral

lipids in lipid droplets fuels mitotic exit (Yang et al, 2016). In rich

medium with glucose as a carbon source, and consistent with the

report from Yang et al (2016), we observed that levels of neutral

lipids increased in wild-type cells synchronized in mitosis compared

to exponentially proliferating cells (Fig EV3A and C; P = 0.00999,

comparing the uORF+-ACC1 “Log” sample with the “200” after

mitotic release sample with the non-parametric Kruskal and Wallis

A B C

Figure 4. Protein abundance of Acc1p, Fas1p, and Fas2p in the cell cycle.

A–C Early G1 daughter cells of cells carrying C-terminal TAP-tagged alleles of ACC1 (A), FAS1 (B), or FAS2 (C) at their endogenous chromosomal locations were collected
by elutriation and allowed to progress synchronously in the cell cycle. At the indicated cell sizes (fl) and budding index (% B), the abundance of the proteins shown
was queried by immunoblotting (see Materials and Methods). Representative images of the immunoblots are shown on top, with the cells size (in fl) and the
percentage of budded cells (% B) shown in each case. The graphs at the bottom display the band intensities for each independent experiment (indicated with
different open symbols; see Source Data for the corresponding immunoblots), plotted on the y-axis as the log2 values of their expressed ratios (see Materials and
Methods), against the corresponding cell size (x-axis). Experiment-matched loading controls (filled symbols) were also quantified and shown in parallel.

Source data are available online for this figure.
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one-way analysis of variance by ranks, followed by the post hoc

Nemenyi test for pairwise multiple comparisons, implemented with

the PMCMR R language package). In ACC1 uORF mutant cells, the

levels of neutral lipids were already high in exponentially growing

cells (Fig EV3B and C; P = 7.5E-06, comparing the “Log” samples of

uORF+-ACC1 and TG-340AA-ACC1 cells, analyzed as in the previous

example). Furthermore, levels of neutral lipids did not increase

further in mitosis in ACC1 uORF mutant cells (Fig EV3B and C). On

the other hand, total phospholipid pools were indistinguishable

between wild-type and ACC1 uORF mutant cells (Fig EV3D). In

exponentially proliferating cultures in poor medium, with glycerol

as a carbon source, the ACC1 uORF mutant also had higher levels of

neutral lipids (Fig EV4A–C; P = 6.794E-12, using the non-parametric

Wilcoxon rank sum test). In glycerol medium, the ACC1 uORF

mutant also did not accumulate higher levels of phospholipids

(Fig EV4D). Overall, these results argue that de-repressing the

translational control of ACC1 increases the flux toward neutral lipid

storage.

A C

D

B

Figure 5. The ACC1 uORF adjusts Acc1p levels in a nutrient-dependent manner and reduces the amplitude of the cell cycle-dependent oscillation of Acc1p.

A Schematic of the modifications we introduced to test the role of the uORF present 340 nucleotides upstream of the main ACC1 ORF. The red cross indicates the
ablation of the uORF.

B The abundance of Acc1p-TAP was monitored in a strain that lacks the ACC1 uORF (TG-340AA-ACC1-TAP), constructed as described in Materials and Methods. Samples were
collected by elutriation and allowed to progress synchronously in the cell cycle, exactly as described in Fig 4. The corresponding mRNA levels are shown in Fig EV2.
Experiment-matched loading controls (filled symbols) were also quantified and shown in parallel.

C Steady-state ACC1 mRNA and Acc1p protein levels were measured in rich undefined media, differing in the carbon source (2% glucose or 3% glycerol) from the
indicated strains carrying C-terminal TAP-tagged alleles of ACC1 at their endogenous chromosomal locations.

D Strip charts depicting the relative abundance of ACC1 mRNA and protein from cells that lack the ACC1 uORF (TG-340AA-ACC1-TAP), quantified from independent
experiments done as in (C). To obtain the normalized units (n.u.) on the y-axis, we first normalized for loading against the corresponding PGK1 and Pgk1p values from
the same samples. We then expressed these values as ratios against the corresponding values of wild-type ACC1-TAP cells, in which the ACC1 uORF is in place, from
experiments run and analyzed in parallel.

Source data are available online for this figure.
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Mutating the ACC1 uORF suppresses the increased replicative
longevity of sch9D mutants

Dysregulation of translation is considered a proximal cause of

replicative aging in yeast (Kaeberlein & Qkennedy, 2011; Janssens

et al, 2015). Mutations in ribosome biogenesis constitute a large

class of pro-longevity mutations in yeast and other species

(Kaeberlein et al, 2005; Steffen et al, 2008, 2012; Kaeberlein &

Qkennedy, 2011; McCormick et al, 2015). Hence, we reasoned that

replicative life span (i.e., the number of times a yeast cell can

divide) may be a functional readout that is sensitive to the dynamic

translational control of ACC1. We examined the replicative life span

of the ACC1 uORF mutant strain, alone and in the context of the

prototypical long-lived mutants of the target or rapamycin (TOR)

pathway, since this pathway also controls ribosome biogenesis and

initiation of translation (Kaeberlein & Qkennedy, 2011; Loewith &

Hall, 2011; Polymenis & Aramayo, 2015). The Sch9p kinase is a

direct target of the Tor1p kinase complex (Urban et al, 2007;

Loewith & Hall, 2011; Oliveira et al, 2015). Sch9p is also a key

effector of lipid metabolism and fatty acid starvation in a role that

appears to be, at least in part, independent of Tor1p (Pultz et al,

2012; Swinnen et al, 2014b). The ACC1 uORF mutant allele had no

effect on replicative life span on its own (Fig 7A and B). Impor-

tantly, the ACC1 uORF mutation suppressed significantly the long

mean life span of sch9D cells (Fig 7A), but to a much lesser extent

the long life span of tor1Δ cells (Fig 7B). These data show that upon

loss of Sch9p, control of ACC1 modulates the number of divisions

mother cells undergo before they die. Hence, this is a case of a

mutation in a translational control element affecting longevity.

Discussion

Herein, we apply ribosome-profiling technology to probe the role of

translational control as cells progress through an unperturbed cell

cycle. These experiments produce the first systematic survey, in any

system, of translational control in the cell cycle from un-arrested

cells that maintain the normal coupling of cell growth with cell divi-

sion. Unexpectedly, of the periodically controlled mRNAs identified

in the ribosome-profiling regime, lipid biosynthesis showed the

most significant ontology enrichment. Specifically, translational effi-

ciency of ACC1, FAS1, and FAS2 mRNAs increased in G2/M, and

this was reflected in the corresponding protein levels. In the case of

ACC1, where the effect was most pronounced, the data indicate that

the translational efficiency of ACC1 is regulated in the cell cycle and

also in response to nutrient availability. These data form the first

concrete evidence of a periodic increase in lipogenic enzyme levels

late in the cell cycle.

Translation of the ACC1 mRNA is subject to cis-acting control

where a uORF encoded in the 50-leader of the message mediates

nutrient-dependent control of Acc1p acetyl-CoA carboxylase levels.

We interpret this regulatory circuit through the classic kinetic model

A C

B

Figure 6. Cells lacking the uORF upstream of ACC1 proliferate slower and are smaller in glycerol media.

A Representative size histograms of the wild-type (shown in black) and TG-340AA-ACC1 (shown in red) cell populations cultured in YPGlycerol medium was measured
using a channelyzer. Cell numbers are plotted on the y-axis, and the x-axis indicates cell volume (in fl). The average doubling time (Td) of the same cultures (n = 3) is
shown in each case (average � s.d.).

B Representative DNA content histograms of wild-type (shown in black) and TG-340AA-ACC1 (shown in red) cell populations cultured in YPGlycerol were obtained with
flow cytometry. Cell numbers are plotted on the y-axis, and the x-axis indicates fluorescence per cell. The average percentage of cells with a G1 DNA content (%G1) of
the same samples (n = 6) is shown in each case (average � s.d.).

C Strip charts showing the critical size (top) and specific rate of size increase (bottom) of the indicated strains obtained from elutriated synchronous cell populations
growing in YPGlycerol medium.
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of translation proposed by Lodish (Lodish, 1974). That is, under

conditions of low ribosome content, the presence of the uORF

disproportionately reduces the number of ribosomes that reach the

main ACC1 ORF, thereby reducing the efficiency of Acc1p translation

(Fig EV5). Reciprocally, under conditions of high ribosome content,

Acc1p production is enhanced. While this simple model satisfactorily

accounts for our results concerning ACC1 translational control as a

function of carbon source, that mechanism, at least in its simplest

form, requires cell cycle-dependent changes in the concentration of

active initiating ribosomes for realizing periodic translational control

of ACC1. There are no data that speak to this issue, however. There-

fore, one must also consider alternative layers of regulation involv-

ing mRNA-specific interacting factors. In that regard, the long

50-leader of the ACC1 mRNA is predicted to exhibit substantial

secondary structure that could play a role in regulating periodic

control of ACC1 translation efficiency (see Appendix Table S3).

Our findings have large implications for cell cycle progression

in that translational control may connect two fundamental aspects

of cell growth—that is, increases in volume and surface with

synthesis of proteins and lipids. This idea of coordinate regulation

of protein and lipid synthesis is consistent with the previous

demonstration that death from fatty acid starvation in yeast and

other fungi is delayed upon inhibition of protein synthesis

(Henry, 1973). Moreover, in human cells, de novo lipogenesis

attributed to increased activity of acetyl-CoA carboxylase is

deemed essential for mitotic exit (Scaglia et al, 2014). Enhanced

synthesis of lipids late in the cell cycle has a strong rationale as

cells exiting mitosis experience a sudden increase in surface area

with a calculated magnitude as high as 40% for spherical cells

(Mitchison, 1971b), and such a surface increase is estimated to

be ca. 5–10% of the total cell surface for yeast (Powell et al,

2003). This scale imposes a significant demand for new lipids.

We noted, however, that despite the increase storage of neutral

lipids in the ACC1 uORF mutant (Fig EV4), these cells are smaller

than their wild-type counterparts are (Fig 6).

More specialized roles for cell cycle-regulated lipid synthesis

cannot be discounted. This is especially true in eukaryotic cells that

exhibit a complex set of intracellular membrane systems. Of these,

maintenance and dynamics of the nuclear envelope through the cell

cycle may be particularly important (Schneiter et al, 1996). Lipid

biogenesis is critical for nuclear membrane expansion during the

closed mitosis that many fungal species undergo—including S. cere-

visiae (Santos-Rosa et al, 2005; Walters et al, 2012, 2014; Witkin

et al, 2012; Siniossoglou, 2013). A requirement for membrane growth

in yeast as cells enter mitosis has also recently been reported (Anas-

tasia et al, 2012; McCusker & Kellogg, 2012; Schuldt, 2012). Although

it is not clear whether the phenomenon of mitotic swelling observed

in a variety of animal cells requires a burst of de novo lipid synthesis

during mitosis (Son et al, 2015; Zlotek-Zlotkiewicz et al, 2015),

translational control of rate-determining lipid biosynthetic enzymes

provides an attractive mechanism for achieving such an end.

Lastly, the significance of translational control of specific mRNA

targets in growing cells extends beyond the strict boundaries of cell

cycle studies. Dysregulation of translation is linked to aging, and

A

B

Figure 7. Mutating the uORF upstream of ACC1 suppresses replicative longevity conferred by loss of SCH9.

A, B Survival curves in the MATa BY4741 background of the indicated strains lacking SCH9 (A) or TOR1 (B), alone or in combination with the ACC1 uORF mutation
(TG-340AA-ACC1). Mean life spans are shown in parentheses, along with the number of cells assayed in each case.
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ribosomal perturbations promote longevity in yeast and animals

(Kaeberlein et al, 2005; Hansen et al, 2007; Steffen et al, 2008,

2012; Kaeberlein & Qkennedy, 2011; Janssens et al, 2015;

McCormick et al, 2015). However, our understanding of the mRNA

targets of translational control responsible for the increased long-

evity is incomplete. It is an intriguing possibility that translational

control impinges on both cell cycle progression and life span via

common mechanisms. Consistent with this notion, a moderate delay

early in the cell cycle observed in long-lived mutants has predictive

value for identifying effective interventions that extend life span in

multiple organisms (He et al, 2014). In that regard, the AGC kinase

Sch9p is a key regulator of ribosome biogenesis (Jorgensen et al,

2004; Loewith & Hall, 2011) and is required for proper cell cycle

progression (Toda et al, 1988; Jorgensen et al, 2004; Soma et al,

2014), and loss of Sch9p extends life span (Kaeberlein et al, 2005).

Our finding that the ACC1 uORF mutant allele partially suppressed

the longevity of sch9Δ cells was particularly interesting given that

Sch9p also regulates lipid metabolism (Huang et al, 2012; Pultz

et al, 2012; Swinnen et al, 2014a,b). We suggest that ACC1 is one of

the elusive mRNA targets of translational control that impinge on

longevity. A progressive decline in the properly assembled, active

fraction of the protein synthesis machinery in old yeast cells is

proposed as a major cause of replicative aging (Janssens et al,

2015). It is possible that in aged ACC1 uORF mutant cells, synthesis

of Acc1p is dysregulated in a manner analogous to that observed in

glycerol-grown cells. Reversal of the signature longevity of sch9Δ

cells by mutation of the ACC1 uORF is consistent with such a model.

Taken together, the data reported herein link lipid biogenesis,

protein synthesis, and cell division and add important new concepts

to the emerging role of membrane dynamics in the cell cycle. The

periodic translational control characteristic of cells for which growth

and cell division remain coupled now defines a platform from which

mRNA-specific mechanisms that underlie these processes can be

experimentally approached.

Materials and Methods

Strains

All S. cerevisiae strains that we used in this study are shown in the

Appendix Table S2. Unless indicated otherwise, the medium was

YPD (1% w/v yeast extract, 2% w/v peptone, 2% w/v dextrose).

For the experiments in Figs 5, 6, and EV4, dextrose was substituted

with glycerol (3% w/v), as indicated. Selective media were prepared

as described in Kaiser et al (1994).

To modify the ACC1 50-leader, we first inserted a kanMX6

cassette upstream, at position ChrXIV:662143 with PCR-mediated

methodology (Longtine et al, 1998), using primers XIV662193-F1

and XIV662093-R1 (see Appendix Table S1). The resulting strain

(YL01; see Appendix Table S2) was genotyped by PCR for the pres-

ence of the cassette at the expected location, using primers that

flank the insertion (XIV662374-FWD and XIV661552-REV; see

Appendix Table S2). Genomic DNA from strain YL01 was then used

as a template in a PCR with a forward primer further upstream

(XIV662374-FWD) and a reverse primer (ACC1-(TG-340AA)-REV)

that introduces the TG-340?AA substitutions that mutate the start

codon of the ACC1 uORF. The resulting PCR product was used to

transform the diploid wild-type strain BY4743, yielding heterozy-

gous transformants (strain SCMSP232; see Appendix Table S2), veri-

fied by PCR (with primers XIV661899-FWD and XIV661552-REV;

see Appendix Table S1) followed by restriction digest, since the

TG-340?AA substitutions also eliminate an NspI restriction site

normally present at that position. Strain SCMSP232 was then sporu-

lated, and tetrads were dissected. A MATa haploid segregant

(SCMSP233-C) of SCMSP232 was genotyped as above by PCR and

restriction digestion, and its genomic DNA in the region was also

sequenced to ensure the presence of the TG-340?AA mutation and

the absence of any other changes. For protein surveillance of Acc1p,

we introduced in frame sequences encoding a C-terminal TAP

epitope at the 50-end of the ACC1 ORF in strains YL01 and

SCMSP233-C, using the methodology described in Puig et al (2001),

with primers ACC1-CTAP-FWD and ACC1-CTAP-REV (see

Appendix Table S1). The resulting strains (SCMSP234 and

SCMSP236) expressed a protein of the expected size based on

immunoblotting (see Figs 4 and 5), and their generation time did

not differ significantly from the generation time of their parental

strains (YL01 and SCMSP233-C, respectively). The tor1Δ and sch9Δ

strains we used for the life span experiments shown in Fig 7 have

been described elsewhere (McCormick et al, 2015). These strains

were crossed with SCMSP233-C and sporulated, and tetrads were

dissected to generate the double-mutant strains shown in Fig 7.

Elutriation

For each elutriation experiment in YPD (1% w/v yeast extract,

2% w/v peptone, 2% w/v dextrose), a 250 ml culture was allowed

to reach a cell density of 1–5E+07 cells/ml. For the diploid strains

used in the ribosome-profiling experiments, the culture was then

loaded at a pump speed of 50 ml/min onto a large elutriator cham-

ber (40 ml) spinning at 3,200 rpm (Beckman J-6M/E centrifuge).

For other experiments with haploid strains, the cultures were loaded

at a pump speed of 35 ml/min onto the elutriator chamber. The

centrifuge temperature was 25°C during all the centrifugation steps.

For typical time-series experiments with synchronous elutriated

cultures (e.g., see Fig 4), we isolated the first, early G1 daughter

fraction and monitored it at regular intervals afterward as it

progressed in the cell cycle, as we have described elsewhere

(Bogomolnaya et al, 2004; Hoose et al, 2012; Pathak et al, 2004).

For the elutriations in Fig 6, the medium was YPGlycerol (1% w/v

yeast extract, 2% w/v peptone, 3% w/v glycerol).

For the ribosome-profiling elutriation experiments, four to six

fractions of daughter cells were elutriated at 1,024 g centrifuge

speed and pump speeds progressively increasing from 55 ml/min to

65 ml/min, using 250 ml of media for each fraction. Each elutriated

fraction was collected in flasks on ice and kept separate from other

fractions. The elutriated cells of each fraction were recovered by

centrifugation at 4,000 g for 10 min and re-suspended in fresh pre-

warmed YPD medium, at a cell density of �3E+07 cells/ml. More

than 95% of the cells in each fraction were unbudded. The starting

cell size of the different elutriated fractions typically ranged from 35

to 50 fl. The cells from each elutriated fraction were then placed in

a 30°C incubator and allowed to reach the desired cell size, from 40

to 75 fl, measured with a Beckman Z2 channelyzer. At that point,

the budding index of the culture was recorded, and cycloheximide

(Sigma-Aldrich, Cat#: C7698) was added at 100 lg/ml. Although
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cycloheximide has been reported to affect the specific codons at

which ribosomes arrest (Hussmann et al, 2015), it is not thought to

affect transcript-wide measurements of ribosome density, which is

the output we queried in this study.

The cells were then harvested by centrifugation at 4,000 g for

5 min, and the cell pellet was stored at �80°C. This procedure was

repeated until ≥ 2E+09 cells were collected for each of the cell sizes

shown in Fig 1. Before library construction, the frozen pellets of

cells of similar size were combined into pools. The weighted aver-

age values of cell size and budding index for each of the three pools

that correspond to a given cell size are shown in Fig 1B.

Library construction

One-third of each of the 24 pools was used for mRNA libraries,

while the remaining two-thirds were used for the corresponding

ribosome footprint libraries. For the mRNA libraries, we first

isolated total RNA using the RNeasy kit (Qiagen, Cat#: 74104),

which was then used to isolate poly(A)+ RNA with the Oligotex

kit (Qiagen, Cat#: 70022). The purified mRNA from each sample

was then used with the ScriptSeq v2 RNA-Seq library preparation

kit (Illumina, Cat#: SSV21124), exactly according to the manufac-

turer’s instructions. In the final PCR amplification of the libraries,

the forward primer was the one included in the ScriptSeq v2

RNA-Seq kit, while the reverse index PCR primers used for the

mRNA libraries were primers 1 through 8, from the ScriptSeq Set

1 (Illumina, Cat#: RSBC10948). All other primers were ordered

from Integrated DNA Technologies, and they are listed in

Appendix Table S1.

For the ribosome footprint libraries, the cell extracts were

prepared as follows: The cell pellets were in 1.5 ml screw-cap

microcentrifuge tubes, and they were washed once with 1 ml ice-

cold DEPC-treated water and centrifuged at 13,000 g for 1 min, and

the supernatant was aspirated. To each tube, we added 0.25-ml

glass beads (425–600 lm; Sigma-Aldrich, Cat#: G9268) and 0.4 ml

ice-cold lysis buffer, which is described in Ingolia et al (2012). The

cells were broken by vortexing at full speed eight times, for 15 s

each time. The samples were placed in ice for at least 30 s between

each vortexing. The extracts were clarified by centrifugation at

5,000 g for 5 min, at 4°C. The supernatant was clarified in a second

centrifugation, at 13,000 g for 10 min, at 4°C. All subsequent steps

for the ribosome footprint libraries were performed as described in

Ingolia et al (2012), except step 7, where we used 1.875 ll of RNase
I (100 U/ll) per reaction. For all gel extractions, we used the over-

night protocol described in Ingolia et al (2012). Depletion of rRNA

was done as described in Ingolia et al (2012), with the biotinylated

oligonucleotides shown in Appendix Table S1. In the final PCR

amplification and barcode addition step, we amplified each library

for 12 cycles.

Sequencing

Sample libraries were sequenced using the Illumina HiSeq 2500 in

High Output mode. Sequence cluster identification, quality pre-

filtering, base calling, and uncertainty assessment were done in real

time using Illumina’s HCS 2.2.58 and RTA 1.18.64 software with

default parameter settings. Sequencer .bcl basecall files were de-

multiplexed, allowing a 1 bp mismatch, and formatted into .fastq

files using bcl2fastq 2.17.1.14 script configureBclToFastq.pl. Cuta-

dapt 1.8 was used to identify reads that contained > 5 bp of

sequence adaptor and binned but not processed to remove adaptor.

Sequence alignment

From raw reads (50 nt), we removed sequencing artifacts and adap-

tors. Reads carrying “N’s” located in the first position were

trimmed. Those located in the middle of the read were truncated at

that position. Reads were then filtered by size (≥ 12 nt). We retained

reads with a FASTQ Quality Score ≥ 20. Lastly, reads were subjected

to a second round of size filtering, retaining reads that were ≥ 18 nt.

We systematically tested different mapping conditions and parame-

ters, to be described elsewhere. We used a GTF-genome-annotation-

guided file to direct the mapping using a splice-aware program like

TopHat (Langmead et al, 2009a; Trapnell et al, 2009; Kim &

Osalzberg, 2011; Kim et al, 2013). Optimal mapping was obtained

by directing TopHat to invoke Bowtie (as opposed to Bowtie2) for

mapping (Langmead et al, 2009a,b; Trapnell et al, 2009; Langmead

& Zsalzberg, 2012). Reads were then assembled using Cufflinks

(Trapnell et al, 2010, 2013; Roberts et al, 2011a,b). After merging

the assemblies with CuffMerge, we used CuffDiff to calculate and

compare levels of transcripts. In addition, these results were verified

by independently running a custom-modified RSEM, a package that

is capable of providing a posterior mean and 95% credibility inter-

val estimates for expression levels (Li & Dewey, 2011). Finally, we

used CummeRbund, an R package, to visualize results from CuffDiff

experiments. When needed, resulting alignment BAM files were

sorted and indexed using the SAM Tools (Li et al, 2009; Li, 2011a,b)

and visualized using Integrative Genome Browser (IGV) (Robinson

et al, 2011; Thorvaldsdottir et al, 2013). All the sequencing

libraries, for mRNA and ribosome footprints, are listed in

Appendix File S1. All raw sequencing data from each library have

been deposited (GEO: GSE81932), under their corresponding names

are listed in Appendix File S1.

Periodic expression analysis

For the mRNA sequencing results, the normalized transcript reads

(FPKM values from the RSEM output, see above) for each gene and

point along the cell size series were averaged across the three sepa-

rate experiments. These average values were then divided by the

mean across the entire cell size series for each transcript, yielding

expressed ratio values for each transcript and cell size point. We

then used the log2-transformations of these ratio values as input

(see Fig 2 and Dataset 1 within the Source Data for this figure; also

deposited in GEO:GSE81932) for the R package cycle (Futschik &

Herzel, 2008). The following steps are described in detail by

Futschik in the vignette that accompanies the cycle package in the R

repository. First, we set a threshold filter of 0.25, excluding 190 tran-

scripts with > 25% of the measurements of the cell size series miss-

ing, from 6,713 transcripts analyzed. Second, we replaced the

remaining missing values with the average of the > 75% of the

measurements that were present. Third, we used the “standardize”

function of the package, so that the values have a mean value of

zero and a standard deviation of one, for the calculation of Fourier

scores. Next, we run the Fourier transformation function without

the autocorrelation exclusion. We used the cell size increase as a
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reference for setting the period of the Fourier function. In our experi-

ments, we looked at samples that increased 35 fl in size, from 40 to

75 fl. However, since we did not monitor cells as they re-entered G1

in the next cell cycle, we set the period of the oscillation to a 50-fl

size interval for Fourier score calculations. The Fourier function also

calculates the false discovery rate (FDR) based on comparisons with

the scores obtained for the background data. To maximize the accu-

racy of these calculations, we set the number of background datasets

to N = 10,000. Lastly, we set the FDR threshold to < 0.05. We also

analyzed with the cycle package as described above the microarray

dataset from elutriation reported by Spellman et al (1998).

To cluster and display the data from the 144 transcripts that we

identified in common with (Spellman et al, 1998), we used the

pheatmap R package with unsupervised hierarchical clustering

(Fig 2). Gene ontology enrichments and the associated P-values

were from the DAVID software package (Huang et al, 2007) or from

the YeastMine platform (Balakrishnan et al, 2012), as indicated in

each case.

Statistical analyses of ribosome-profiling data

The babel (Olshen et al, 2013) and anota (Larsson et al, 2011) R

language packages were used as we describe below. In all

analyses, we excluded mRNA transcripts or ribosome footprints

with > 25% of the measurements of the cell size series missing.

For the babel package, we used raw counts for the mRNA and

ribosome footprint reads (see Fig 3 and Datasets 3 and 4 within

the Source Data for this figure; also deposited in GEO:GSE81932).

The permutation for the calculations (nreps) was set to 10 million,

and the cutoff for the minimum number of mRNA counts

(min.rna) for a given gene to be included in the analysis was set

to 10. From 3,291 loci that passed the above cutoffs, we identified

459 (see Fig 3 and Dataset 5 within the Source Data for this figure;

also deposited in GEO:GSE81932) for which the babel output had a

P-value < 0.05 and a FDR value < 0.2. These were targets that

were translationally regulated within one or more cell size points.

For the anota package, we used normalized reads (FPKM values

from the RSEM output, see Fig 3 and Dataset 6 within the Source

Data for this figure; also deposited in GEO:GSE81932), which were

log2-transformed. The anota outputs for each cell size identified all

putative mRNAs under translational control (P-value < 0.05) at

that particular cell size, which were then combined from all cell

size points to yield 579 targets that were translationally regulated

at one or more cell size points (see Fig 3 and Dataset 7 within the

Source Data for this figure; also deposited in GEO:GSE81932). Note

that the anota package incorporates analysis of partial variance,

which eliminates spurious correlations arising from the possibility

that translational efficiency scores may correlate with cytoplasmic

mRNA abundance instead of true translational efficiency (Larsson

et al, 2011). We then compared the babel and anota outputs, to

identify 55 targets (see Fig 3 and Dataset 8 within the Source Data

for this figure; also deposited in GEO:GSE81932) identified by both

packages.

To identify periodic translational control (see Fig 3), we used the

R language cycle package as described above, except that the initial

input values for the genes we examined were the ratio of the ribo-

some footprint values over their corresponding mRNA values. In all

cases, from the raw data, there was a clear preponderance of 27- to

30-nt-long reads (see Appendix File S1), characteristic of true ribo-

some footprints (Ingolia et al, 2014).

Cell size and DNA content analysis

We measured cell size with a Beckman Z2 channelyzer. We

recorded the geometric mean of the cell size of the population, using

the AccuComp software package of the instrument. Calculations of

the specific rate of size increase, k, in synchronous cultures (e.g.,

see Fig 6) assumed an exponential pattern of growth, as we have

described elsewhere (Hoose et al, 2012). We have described in

detail elsewhere the methodology for measuring birth size (Hoose

et al, 2012; Truong et al, 2013), DNA content (Hoose et al, 2012),

and budding index (Zettel et al, 2003; Guo et al, 2004). DNA

content measurements with flow cytometry were done at the cyto-

metry core facility of the Texas A&M College of Veterinary Medicine.

Display of the relevant data with strip charts (e.g., see Figs 5 and 6)

was done using the R package lattice.

Protein surveillance

Protein extracts for immunoblots were made with the sodium

hydroxide extraction method (Kushnirov, 2000). The extracts were

run on 6% SDS–PAGE gels. For detection of proteins of interest on

immunoblots, we used an anti-Pgk1p antibody (Novex by Life Tech-

nologies, Cat#: 459250) at a 1:1,000 dilution to detect Pgk1p, and

the peroxidase-anti-peroxidase (PAP) soluble complex (Sigma, Cat#:

P1291) at a 1:1,000 dilution to detect TAP-tagged proteins. HRP-

conjugated secondary antibodies and chemiluminescence reagents

were from Thermo Scientific and used at the dilutions recom-

mended by the manufacturer. Detection of the proteins was either

by exposure of the blot to X-ray film and developing on a SRX 101A

film processor (SourceOne Healthcare) or digital acquisition using

an AmershamTM Imager 600 (GE Healthcare). Images were processed

with the “Subtract Background” tool and band intensities quantified

using the “Measure” tool to obtain a mean intensity for each band,

using the ImageJ software package (Schneider et al, 2012). The area

measured was kept constant for a particular sample series for each

blot analyzed.

RNA surveillance

RNA was extracted using the hot acidic phenol method (Collart &

Oliviero, 2001). Cells were re-suspended in 0.4 ml of TES buffer

(10 mM Tris, pH 7.5; 10 mM EDTA, and 0.5% SDS) with 0.1 ml of

glass beads. Then, 0.4 ml of acid phenol, pH 4.5, was added

(Ambion, Cat#: AM9720) and samples were heated at 65°C for

30 min with occasional vortexing at 10-s intervals. The samples

were centrifuged for 5 min at 13,000 g. The aqueous layer was

transferred to a new tube containing 1 ml of cold 100% ethanol

with 40 ll of 3 M sodium acetate and incubated overnight at 4°C.

The next day, samples were centrifuged at 13,000 g for 20 min at

4°C, washed with 80% ethanol, and centrifuged again for 5 min at

13,000 g. The pellet was resuspended in 25 ll H2O. The amount of

RNA in each sample was quantified with a spectrophotometer. From

the asynchronous cultures, we loaded �20 lg per sample, while for

the samples from synchronous cultures obtained by elutriation we

loaded �10 lg per sample. Samples were electrophoresed in
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formaldehyde gels (1% w/v agarose), run at 100 V in buffer

containing 20 mM MOPS, 5 mM sodium acetate, 1 mM EDTA,

0.74% v/v formaldehyde, pH 7.0. Transfer to a nylon membrane

was performed according to the manufacturer’s instructions

(Amersham Hybond-N+, Cat#: RPN303B).

DNA probes used to detect ACC1 and PGK1 were generated with

PCR using genomic DNA as template and the primers listed in

Appendix Table S1. The probes were purified and labeled according

to the instructions of the North2SouthTM Biotin Random Prime Label-

ing Kit (ThermoFisher Scientific, Cat#: 17075). Hybridization and

detection were performed using a North2SouthTM Chemiluminescent

Hybridization and Detection Kit (ThermoFisher Scientific, Cat#:

17097) according to the manufacturer’s instructions. Hybridization

and the initial wash steps were carried out in a hybridization oven

at 58°C. Blots were imaged using an AmershamTM Imager 600 (GE

Healthcare). Bands were quantified in the same manner as that for

the immunoblots (see above).

Sample collection for lipid analysis

Overnight cultures of the specified strains were grown at 30°C, with

shaking, in standard YPD medium with the addition of DMSO to a

final concentration of 1% v/v. The following morning the overnight

cultures were verified to have an OD600 < 0.6. Cells were then filter

collected and resuspended in 160 ml of fresh YPD media, pre-warmed

to 30°C. Cell density was measured using a Coulter Counter and veri-

fied to be 6.8E+6 cells/ml and 7.0E+6 cells/ml for the wild-type

(SCMSP234) and ACC1 uORF mutant (SCMSP236) strains, respec-

tively. Samples were collected for lipid extraction (4 ml of culture)

and for Nile Red staining. To arrest cells in mitosis, nocodazole

(Sigma, Cat#: M1404) was added to 15 lg/ml from a 1.5 mg/ml stock

in DMSO and the cells were placed in an incubator at 30°C, with shak-

ing, until �93–94% of cells had arrested with a large-budded

morphology. Cells were released from mitotic arrest by filter-washing

with five volumes of pre-warmed YPD containing 1% v/v DMSO and

resuspended in fresh pre-warmed YPD containing 1% v/v DMSO at a

volume identical to the flask volume just prior to washing. Additional

samples were taken at 20 and 40 min after release from mitosis. For

lipid extraction, the cells pellets were washed once in ice-cold water

and frozen at�80°C, until further processing.

For the experiments shown in Fig EV4, cells were processed as

above, except that they were grown in standard YPGlycerol at 30°C,

with shaking, until their density reached �1E+7 cells/ml.

Neutral lipid quantification

To determine neutral lipid content, samples were processed as

described previously (Rostron et al, 2015). Cells were viewed on a

Nikon Ti-E inverted microscope with a CFI Plan Apo lambda DM

100× objective, and Prior Scientific Lumen 200 Illumination system,

C-FL UV-2E/C DAPI and C-FL GFP HC HISN Zero Shift filter cubes,

and a CoolSNAP HQ2 monochrome camera. Exposure times for the

DAPI and GFP channels were 700 ms and 1 s, respectively. All

images were captured with NIS Elements Advanced Research

(version 4.10) and processed with ImageJ 1.5Oi.

The fluorescent images captured with the GFP filter were all

processed in the same manner in ImageJ, using the process

“Subtract Background” with a radius equal to 30. A plug-in to

ImageJ, the Cell Magic Wand Tool, was used to select cells for quan-

tification using the phase contrast images. This selection was over-

laid on the image from the same field with the GFP filter. The

“Measure” function was then used to quantify the intensity of the

selected cells. Small buds were left out of the quantification. Cells

and their corresponding buds were quantified as two different

“cells” by the cell selector tool.

Lipid extraction and phospholipid assay

Lipid extraction was based on the Folch method (Folch et al, 1957).

Washed and frozen cell pellets collected during the experiments

described in Figs EV3 and EV4 were processed as follows. Cells

were re-suspended in 50 ll of water. 400 ll of glass, acid-washed

beads, and 1 ml of a chloroform/methanol mixture (2:1) were

added to each sample. Samples were vortexed at room temperature

two times for 3 min each time, with cooling on ice between the

vortexing. Cells were centrifuged at 13,000 g to collect the beads

and cell debris at the bottom of the tube. The liquid layer (�1 ml)

was transferred to a new tube; 0.2 volumes of 0.9% w/v NaCl was

added to each sample, vortexed for 5 s, and centrifuged at 300 g in

a microcentrifuge to separate the two phases. The upper phase was

vacuum aspirated and discarded. The interface was washed twice

with a methanol/water mixture (1:1) by adding 500 ll of the

mixture and carefully removing without mixing the phases of the

preparation. Chloroform was removed from the remaining lipid-

containing phase by evaporating overnight under air and then heat-

ing at 80°C to remove any residual chloroform.

A modified colorimetric assay was used to determine phospho-

lipid concentrations in the chloroform extracted lipid fraction (Sigal

et al, 2007), with the following modifications. The acid solution was

added directed to the air-dried lipid samples in a glass tube, and

phosphate standards were prepared by adding 25 ll of stock solu-

tions to give a phosphate range from 0 to 250 nmol phosphate per

standard sample tube.

Replicative life span assays

All replicative life span experiments were carried out on standard

YPD plates as described elsewhere (Steffen et al, 2009).

Data availability

All the sequencing data and datasets reported in this paper are avail-

able from the Gene Expression Omnibus (accession number

GSE81932).

Expanded View for this article is available online.
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