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ABSTRACT Neuronal subthreshold voltage-dependent currents determine membrane properties such as the input resistance
(Rin) and the membrane time constant (tm) in the subthreshold range. In contrast with classical cable theory predictions, the
persistent sodium current (INaP), a non-inactivating mode of the voltage-dependent sodium current, paradoxically increases
Rin and tm when activated. Furthermore, this current amplifies and prolongs synaptic currents in the subthreshold range.
Here, using a computational neuronal model, we showed that the creation of a region of negative slope conductance by INaP
activation is responsible for these effects and the ability of the negative slope conductance to amplify and prolong Rin and tm
relies on the fast activation of INaP. Using dynamic clamp in hippocampal CA1 pyramidal neurons in brain slices, we showed
that the effects of INaP on Rin and tm can be recovered by applying an artificial INaP after blocking endogenous INaP with tetro-
dotoxin. Furthermore, we showed that injection of a pure negative conductance is enough to reproduce the effects of INaP on Rin

and tm and is also able to prolong artificial excitatory post synaptic currents. Since both the negative slope conductance and the
almost instantaneous activation are critical for producing these effects, the INaP is an ideal current for boosting the amplitude and
duration of excitatory post synaptic currents near the action potential threshold.
INTRODUCTION
The membrane input resistance (Rin) and membrane time
constant (tm) are traditionally viewed as a result of the pas-
sive non-voltage dependent leak or background channels,
based on classical passive cable theory (1–4). However,
the electrical behavior of neurons is never purely passive,
because most neurons express voltage-dependent currents
activated at subthreshold membrane potentials, making Rin

and tm voltage dependent (5–8). Thus, classical passive ca-
ble theory is insufficient to explain the subthreshold mem-
brane properties of the neuron.

The persistent sodium current (INaP) is a subthreshold
non-inactivating voltage-dependent current that is expressed
in several neuronal types (9–17). INaP rapidly activates and
deactivates (t < 250 ms) but has a pronounced slow inacti-
vation, remaining active for hundreds of ms (10,18). INaP is
generated by the same NaV subunits that produce transient
Naþ current, and it depends on the interaction of the NaV
a-subunit with b-subunits (19,20). INaP affects substantially
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neuronal excitability by boosting depolarizations near the
threshold and producing spontaneous firing (13,16,17),
and mutations in NaV subunits that increase the expression
of INaP are related to epilepsy (reviewed in (21)).

Like the voltage dependence of classical transient
voltage-dependent sodium current, INaP has a non-mono-
tonic I/V relationship originating from the interaction be-
tween its channel-activation voltage dependence and the
Naþ-current reversal potential, although with an activation
curve shifted toward the hyperpolarizing direction (22,23).
Thus, the INaP I/V relationship displays a negative slope
conductance (dI/dV) during the activation phase of the
curve (8,22–24). Despite increased conductance, INaP in-
creases Rin and tm in its negative slope conductance region
(5,8,25–31); however, a causal relationship of the negative
conductance with these effects was not determined.

For more than three decades, it has been known that the
amplitude and duration of excitatory post synaptic poten-
tials (EPSPs) are voltage dependent, and that depolarizing
the membrane potential to values close to the action-poten-
tial threshold amplifies EPSP amplitude and prolongs its
decay phase (15,32,33). In cortical and hippocampal pyra-
midal cells, these effects are mediated mainly by INaP
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(34–37). One of the consequences of the EPSP prolongation
by INaP is the so-called near-perfect synaptic integration that
has been observed in different brain regions (38,39) which
can produce neurophysiological effects (40). The mecha-
nism for the amplification of the EPSP amplitude was postu-
lated to be a consequence of the fast activation of INaP
(8,36). However, again, there is no direct demonstration
that the negative conductance created by INaP is responsible
for these effects. Additionally, no satisfactory explanation
has been provided for the prolongation of the EPSP at depo-
larized potentials. From an intuitive point of view, the slow
inactivation of INaP could explain the longer duration of
EPSPs near threshold. However, another non-inactivating
inward current active at subthreshold potentials, the non-
inactivating h current (Ih), has the opposite effect and
shortens the duration of the EPSP and membrane time con-
stant (8,41). Since both INaP and Ih are depolarizing and
non-inactivating currents, neither aspect is likely to be
responsible for their opposite effects on EPSP-time-course
prolongation.

Although the effect of a negative conductance on Rin can
be explained theoretically, its effect on the tm, and conse-
quently on the duration of the EPSPs, is not well understood.
In this work, we aimed to establish the biophysical mecha-
nisms underlying prolongation of EPSP decay in CA1 pyra-
midal cells. For this, we derived, to our knowledge, a novel
analytical expression for the steady-state slope conductance
of non-inactivating voltage-dependent currents to elucidate
the mechanism by which INaP activation increases Rin and
tm. Computational simulations and electrophysiological re-
cordings applying artificial INaP to hippocampal pyramidal
cells using dynamic clamp were used to establish the mech-
anism responsible for the increase of Rin and tm by the nega-
tive slope conductance of INaP. Finally, we investigated the
effect of a purely negative linear conductance on Rin, tm,
and the time course of EPSPs. Our hypothesis was that the
ability of INaP to increase Rin, tm, and the duration of EPSPs
is related only to its instantaneous negative slope conduc-
tance. Our experimental and theoretical results confirmed
that it is specifically the negative slope conductance of
INaP that is responsible for increasing Rin and tm in the sub-
threshold membrane potentials.
METHODS

Hippocampal slices and electrophysiology

The experimental procedures were approved by the Ethics Committee on

Animal Experimentation at our institution. Male Wistar rats (P18–P22)

were anesthetized with isoflurane, after which they were decapitated and

their brains were removed. Coronal slices (300 mm thick) containing the

dorsal hippocampus were obtained with a vibratome in an ice-cold solution

containing (in mM) 87 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 0.2

CaCl2, 7 MgCl2, 25 dextrose, and 75 sucrose (pH 7.4) when oxygenated

with 95% O2/5% CO2. The slices were incubated in an artificial cerebrospi-

nal solution (aCSF) for 45 min at 35�C and thereafter at room temperature

(25�C). The aCSF contained (in mM) 120 NaCl, 2.5 KCl, 1.25 NaH2PO4,
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25 NaHCO3, 2 CaCl2, 1 MgCl2, and 20 dextrose (pH 7.4) when gassed

with 95% O2/5% CO2 (osmolality�310 mOsmol/kg H2O). CA1 pyramidal

cells were visualized with a microscope (BX51W, Olympus, Center Valley,

PA) equipped with DIC-IR optics using a 40� water immersion objective.

Recordings were obtained with borosilicate microelectrodes (BF150-86-10,

Sutter Instruments, Novato, CA) presenting a resistance between 4 and

6 MU when filled with the internal solution (in mM) 138 K-gluconate,

8 KCl, 10 Na2-phosphocreatine, 10 HEPES, 0.5 EGTA, 4 Mg-ATP, and

0.3 Na-GTP (pH 7.4) adjusted with KOH, and 295 mOsmol/kg H2O.

Pyramidal cells were identified based on the location on the CA1 pyra-

midal layer, firing behavior, and the triangular shape of the soma. Whole-

cell patch-clamp recordings were performed using an EPC-10 patch-clamp

amplifier (Heka, Holliston, MA). The slices were continuously perfused

(1 mL/min) with aCSF. Temperature was maintained at 33–36�C using

an in-line heater (Scientifica, East Sussex, United Kingdom). Series resis-

tance was monitored throughout the experiment and neurons with access

resistance >20 MU were discarded. Series resistance was compensated

at 80%. All the recordings were done in the presence of the GABAA antag-

onist picrotoxin (20 mM). Voltage-clamp experiments used a holding

potential of �80 mV. To measure INaP, voltage ramps were applied from

�90 to �30 mV for 4 s. This slow depolarization inactivated the transient

sodium currents, leaving INaP (8). INaP was obtained by subtracting the

currents produced by the ramps before and after tetrodotoxin (TTX)

(100 nM).

V-I curves in current clamp were obtained by injecting 1 s current pulses

with 20 pA steps from �400 to 0 pA and depolarizing current pulses with

10 or 20 pA steps from 0 to þ400 pA.

To determine the effect of the INaP on the amplitude and duration of the

EPSP, artificial EPSCs (aEPSC) were injected through the recording pipette

while the membrane potential was changed. aEPSCs were built using two

consecutive current ramps (2 ms rising and 5 ms decay). The maximum cur-

rent amplitude (200 pA) was set to obtain an aEPSP of �5 mVat �90 mV.

Data were acquired using PATCHMASTER (Heka) at a 40 kHz rate and

filtered with a low-pass filter (Bessel, 3 kHz). Drugs were prepared in ali-

quots 1000� concentrated in water and diluted into the perfusion solution

on the day of the experiment. Picrotoxin was obtained from Sigma-Aldrich

(St. Louis, MO) and TTX was obtained from Alomone Labs (Jerusalem,

Israel).
Dynamic-clamp

Our dynamic clamp was implemented in a Hewlett-Packard (Palo Alto, CA)

notebook running Linux with RTAI (RealTime Application Interface for Li-

nux). Comedi library packages allowed the control of a DAQ board (6062E;

National Instruments, Austin, TX) plugged to the EPC 10 amplifier (42).

Codes were written in C and the equations were solved using the first-order

exponential Euler method with 50 ms steps (2). An artificial INaP was in-

jected in neurons bathed in aCSF with TTX. Artificial INaP was calculated

and injected in real time using the equations

INaPðV; tÞ ¼ gNaP ANaPðV; tÞðV � ENaÞ; (1)

dANaPðV; tÞ AN
NaPðVÞ � ANaPðV; tÞ
dt
¼

tNaP
; (2)

N 1

ANaPðVÞ ¼

1þ eðV�V1=2Þ=k; (3)

where the maximum conductance is gNaP ¼ 5 nS, the reversal potential is

ENa ¼ þ50 mV, and the activation time constant is tNaP ¼ 2 ms. A slow

tNaP of 100 ms was used in some experiments. The values of V1/2 ¼ �50

and k ¼ �6 mV were in agreement with experimental data from (8). Mem-

brane potential was sampled and the calculated current was updated at
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20 kHz. Membrane potential was recorded and corrected on-line for the

liquid junction potential (10 mV) before the equations were solved.

Artificial linear currents were simulated using dynamic clamp. We

tested two linear currents, one with a positive conductance and the

other with a negative conductance (5,43), following the equation

IðVÞ ¼ gðV � ErevÞ, where g is the conductance in nS and Erev is the

reversal potential in mV. We simulated positive conductance with

g ¼ 0.5 nS and Erev ¼ 50 mV and negative conductance with g ¼ �4 nS

and Erev ¼ �80 mV. These conductance values were chosen from the

NaP I/V relationship slope conductance and chord conductance, respec-

tively, for the membrane potential range between �75 and �70 mV (see

Fig. 3, B and C). In the experiments using negative conductance, we

restricted the dynamic clamp-current injection to the range between �80

and �60 mV to prevent instabilities.
Data analysis

Measured liquid junction potential was of 10mVandwas subtracted off-line.

Input (membrane) resistance was measured in current-clamp mode by

analyzing voltage-current (V-I) relationships before and after application

of TTX. The steady-state potential was measured during the last 100 ms of

the pulse. The input resistance around a givenmembrane potential was deter-

mined from the slope of the linear regression of three consecutive steady-

state responses, centered on the chosen potential. Membrane time constant

at different potentials was measured by first injecting current to achieve

the desired test potential and then injecting an additional small current

(þ20 pA) and fitting a single exponential to the first 100 ms of the voltage

change, starting after the voltage drop caused by the series resistance.

We observed that the aEPSP presented a decay with two phases, one fast

and one slow, with the fast phase likely produced by the voltage drop by the

series resistance, which was not sensitive to changes in membrane resis-

tance by TTX or artificial conductance. For this reason, we were unable

to fit the aEPSP decay using a single-exponential function, and to evaluate

the effects on aEPSP time course, we measured the aEPSP peak amplitude

and time integral (area under the curve) and calculated the ratio of area to

peak amplitude. The parameters in the simulation were analyzed similarly,

except for membrane resistance, which was measured as DV/DI, where DV

was the change in voltage produced by the injection of a small depolarizing

current (10 pA).

Data were analyzed using programs written in Igor Pro (Wavemetrics,

Portland, OR) and MATLAB (The MathWorks, Natick, MA). Data are pre-

sented as the mean5 SE. Differences in means were statistically compared

using one-way repeated-measures analysis of variance (ANOVA), two-way

repeated-measures ANOVA, and linear regression in GraphPad Prism

(Graphpad Software, La Jolla, CA). Statistical significance was set below

p ¼ 0.05.
Neuron model

We considered a single-compartment model neuron with only linear (IL) and

persistent sodium current (INaP). The membrane voltage is described by the

equation CðdV=dtÞ ¼ �INaP � IL þ IðtÞ, where C is the membrane capaci-

tance and I(t) the injected current. In the steady state (i.e., dV/dt ¼ 0),

this equation implies I ¼ INaP þ IL. Using the Hodgkin-Huxley formalism

to represent ionic currents in the steady state regime, one obtains

I ¼ gNaP A
N
NaPðVÞðV � ENaÞ þ gLðV � ELÞ; (4)

where gL and EL are the conductance and the reversal potential, respec-

tively, of the linear current.

Input conductance/resistance

The infinitesimal or differential definition of the input conductance in the

steady state, Gin, is Gin ¼ ðdI=dVssÞ, where Vss is the steady-state mem-
brane potential. The input conductance of a single-compartment model

neuron with only IL and INaP is obtained by differentiating Eq. 4 with

respect to V:

Gin ¼ GNaP þ gL; (5)

whereGNaP ¼ ðdINaP=dVssÞ is the slope conductance of INaP. Thus, the input
conductance corresponds to the sum of the slope conductances of the

steady-state ionic currents (the slope conductance of a linear or passive cur-

rent is equal to its chord conductance). Finally, the inverse of the input

conductance is the slope resistance, or input resistance: Rin ¼ ð1=GinÞ.
Computational simulations

The single compartment was a cylinder with length and basis diameter

70 mm. The maximal conductance and reversal potential of the INaP current

were gNaP ¼ 6 nS and ENa ¼ 50 mV, respectively. The maximal

conductance and reversal potential of the IL current were gL ¼ 10 nS and

EL ¼ �90 mV, respectively. Simulations were run in NEURON with a

time step of 0.01 ms and analyzed in MATLAB.
RESULTS

The slope conductance is the sum of the chord
and derivative conductances

Differentiating the current equation for INaP (Eq. 1), we
obtain its slope conductance, GNaP,

GNaPðVssÞ ¼ dINaP
dVss

¼ gNaP A
N
NaPðVssÞ

þ gNaPðV � ENaÞ dA
N
NaP

dVss

:

(6)

Equation 6 is composed of the sum of two terms: the first is
the so-called chord conductance, and the second is the
change in current that occurs due to the voltage dependence
of the gating variable, the so-called derivative conductance
(3). The chord conductance, which we will denote as gNaP,
is always positive, whereas the derivative conductance,
which we will denote as GDer

NaP can be positive or negative
(3). Then, with these definitions, we rewrite Eq. 6 as

GNaP ¼ gNaP þ GDer
NaP: (7)

The negative slope conductance of INaP predicts
an increase in tm by increasing Rin

First, we show how an Ohmic leak current plus INaP deter-
mines Rin and tm. INaP has a fast activation kinetics when
compared with tm, i.e., tNaP << tm. Since INaP activation
had very fast kinetics (18), its steady-state slope conduc-
tance (GNaP) equals its instantaneous slope conductance.
Thus, it is possible to rewrite Eq. 1 as a linear current
with a slope conductance equal to GNaP (see Fig. 1 A):

INaP ¼ GNaP � �
V � E0

Na

�
;
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FIGURE 1 Computational simulations of voltage dependence of Rin and tm. (A) Approximation of the instantaneous I/V curve of INaP (black) using a linear

negative conductance (gray) within the region limited by the dotted lines. (B) Voltage dependence of membrane potential changes in response to a current of

10 pA. (C) Voltage dependence of the rise time of the responses in (B) The amplitudes are normalized to the maximal response. (D) Voltage dependence of

Rin. (E) Voltage dependence of tm. (F) Pearson correlation coefficient of tm and Rin. R
2 ¼ 1.
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where the reversal potential E
0
Na is now voltage dependent,

i.e., E
0
Na ¼ E

0
Na(V). However, if a small current DI is

injected, sufficiently small to assume that GNaP(V) ¼
GNaP(Vini) and E

0
Na(V) ¼ E

0
Na(Vini), i.e., neither GNaP nor

E
0
Na changes and both are independent of the membrane

potential and time, this equation can be written as

INaP ¼ GNaPðViniÞ � �
V � E0

NaðViniÞ
�
:

Thus, INaP behaves as a linear Ohmic current for a very
small injected current, DI, and now its chord conductance
is equivalent to GNaP. In this case, the sum of the passive
conductances equals the input conductance of the mem-
brane, as in Eq. 5:

GT ¼ GNaP þ gL;

so the contribution of INaP to the membrane time con-
stant, tm, is by its slope conductance, GNaP. This means
that the INaP negative slope conductance increases tm by
decreasing GT, whereas the linear current decreases tm by
increasing GT.

We performed computational simulations of a single-
compartment neuron containing a linear current and INaP
as in Eq. 1 and Fig. 1. The response to small constant cur-
rent injection depends on the initial membrane potential,
becoming larger and slower at depolarized membrane po-
tentials (Fig. 1, B and C). Thus, in the presence of INaP,
Rin and tm are voltage dependent and increase with depolar-
ization (Fig. 1,D and E). Even though Rin and tm are voltage
2210 Biophysical Journal 113, 2207–2217, November 21, 2017
dependent, when measured over a range of voltages, they
remain correlated, just as for a purely passive membrane
where tm ¼ CmRin. Our model showed that this relationship
also applies for a membrane containing INaP.
Fast INaP is necessary for the amplification of the
EPSP in a neuron model

We next explored how the activation kinetics of INaP re-
lates to its effects on EPSP amplitude and time course.
For this, we conducted computational simulations of re-
sponses to synaptic stimulation using models with either
fast (tNaP ¼ 0.1 ms) or slow (tNaP ¼ 100 ms) activation/
deactivation kinetics. Fig. 2 A shows examples of EPSPs
produced by triangular currents in the absence and pres-
ence of INaP. For both fast and slow INaP, the decay time
of the EPSP was prolonged compared to a model with
no INaP; however, the amplification was bigger with a
fast INaP. In the presence of INaP with a fast activation con-
stant, the EPSP amplitude increases with membrane poten-
tial depolarization (Fig. 2 B). In contrast, in the presence
of INaP with slow activation (100 ms), the EPSP amplitude
decreases only slightly with depolarization of the mem-
brane potential (Fig. 2 C). INaP, with its actual fast activa-
tion and deactivation values (18) (tNaP ¼ 0.1 ms),
increases normalized EPSP area in a voltage-dependent
manner (Fig. 2 D). This effect was less pronounced with
the INaP with a slower activation/deactivation (tNaP ¼
100 ms; Fig. 2 D). These simulations showed that
INaP both amplifies and broadens EPSPs, and that fast
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FIGURE 2 (A) Representative EPSPs obtained

from computational simulations for INaP with fast

activation (tNaP ¼ 0.1 ms) and slow activation

(tNaP ¼ 100 ms), where V ¼ �67 mV. The aEPSC

is drawn below the trace. (B) EPSP amplitude for

a model containing only linear current (No NaP)

or linear plus INaP with fast activation (tNaP ¼
0.1 ms) for different membrane potentials. (C) The

same as in (B), except that the model used INaP
with slow activation (tNaP ¼ 100 ms). (Inset)

Zoom of the plot. Scale bar, vertical, 0.005 mV;

horizontal, 5 mV. (D) EPSP area normalized by

the amplitude for only linear current (No NaP) and

linear plus INaP with fast or slow activation/deactiva-

tion time constant (tNaP ¼ 0.1 or 100 ms,

respectively).
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activation is required for best amplification and prolonga-
tion of the EPSPs.
GNaP is composed mainly by its derivative
conductance

For the slope conductance to be negative, the derivative
conductance must be also negative and bigger than the chord
conductance, which is positive. Thus, it is clear that in the
region of negative slope conductance of INaP, the derivative
conductance (GNaP

Der) is bigger than the chord conductance
(gnap) (see Eq. 7), but the magnitude of the contributions of
each component to the slope conductance of INaP (GNaP) and
A

C D E

B

how predominant the GNaP
Der might be are unknown in real

neurons. Thus, we analyzed experimentally the contribu-
tions of both factors contributing to INaP in CA1 hippocam-
pal pyramidal neurons.

We next attempted to determine the relative contribution
of chord conductance (gnap) and derivative conductance
(GNaP

Der) to the total conductance of INaP. Hippocampal
CA1 pyramidal cells express INaP, and this current pro-
duces a region of negative slope conductance (8,10,18).
Application of a slow ramp (15 mV/s) produced an inward
current that started to develop at ��85 mV and peaked
around �40 mV (Fig. 3 A). This current was abolished by
TTX (100 nM; Fig. 3 A) and the TTX-sensitive current
FIGURE 3 (A) Average I/V curve for the persistent

sodium current (INaP) (n ¼ 10) obtained by the sub-

traction of currents elicited by slow ramp command

in control aCSF (black) and during perfusion with

TTX (100 nM) (gray). (Inset) Representative current

traces. Scale bar, vertical, 200 pA; horizontal, 1 s.

(B) INaP slope conductance (GNaP) determined from

the I/V curves in (A) (n ¼ 9). (C) INaP chord conduc-

tance (gNaP) (n ¼ 10). (D) INaP derivative conduc-

tance (GNaP
Der) obtained by subtracting GNaP from

gNaP (n ¼ 9). (E) Summary of the absolute values

of GNaP, gNaP, and GNaP
Der from (B)–(D).
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had a peak of �537 5 42 pA at the potential of �40 mV.
Assuming a calculated sodium reversal potential ENa ¼
70 mV, we calculated an NaP chord conductance (gNaP) of
4.95 0.4 nS at�40 mV. INaP had a half-activation potential
of �55.6 5 0.9 mV and a slope factor of 6.2 5 0.4 mV
(n ¼ 10; Fig. 3 A), in line with previous reports (8,18).

We then measured the slope conductance GNaP using the
first derivative of the current (dI/dV) and, accordingly, found
that it is negative and voltage dependent, increasing with
depolarization (p ¼ 0.0008; one-way repeated-measures
ANOVA; Fig. 3B). On the other hand, the chord conductance,
gNaP, is equally voltage dependent but is positive and 10-fold
smaller than GNaP (p ¼ 0.0045; one-way repeated-measures
ANOVA; Fig. 3 C). When we calculated the derivative
conductance, GNaP

Der, using Eq. 7, we found that it is very
similar to GNaP, with similar magnitude and negative voltage
dependence (p ¼ 0.0003; one-way repeated-measures
ANOVA) (Fig. 3D). Fig. 3 E summarizes the absolute values
ofGNaP, gNaP, andGNaP

Der at different potentials, showing that
the major contribution of GNaP comes from the GNaP

Der.
The negative slope conductance of INaP is
sufficient to increase Rin

We then proceeded to investigate the role of the negative
slope conductance of INaP on the membrane input resistance
of hippocampal CA1 neurons. For this, we measured the
membrane input resistance of CA1 neurons by injecting
small depolarizing currents at different membrane poten-
tials. In accordance to our theoretical prediction and to pre-
vious reports (8,27), Rin is voltage dependent, and TTX
(100 nM) significantly decreases the voltage dependence
of Rin, indicating a role for INaP in the voltage dependence
of Rin (Fig. 4 A; p < 0.0001; two-way repeated-measures
ANOVA, n ¼ 6). Since the mean resting membrane poten-
A

C D

B
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tial was �78.3 5 1.1 mV, these results show that the effect
of INaP on Rin is stronger for potentials above the resting
membrane potential. To demonstrate that TTX decreases
Rin by inhibiting the negative slope conductance produced
by INaP, we conducted experiments with TTX and applied
to the neuron an artificial INaP (aINaP) using a dynamic
clamp. Fig. 4 A shows that aINaP largely restores the voltage
dependency of Rin after TTX (two-way repeated-measures
ANOVA, n¼ 6) by increasing Rin at more positive potentials
(�75 mV; Tukey’s multiple comparison test).

To confirm that the ability for INaP to increase Rin is
related to its negative slope conductance, we used the dy-
namic clamp to introduce either negative or positive conduc-
tances. In these experiments, the current with positive
conductance is meant to reproduce gNaP (agNaP) whereas
the current with negative conductance represents GNaP

(aGNaP) (Fig. 4 B). We observed that aGNaP was able to
restore the high values of Rin associated with the presence
of INaP (TTX versus aGNaP; two-way repeated-measures
ANOVA, n ¼ 9; Fig. 4 C). On the other hand, agNaP did
not change Rin (Fig. 4 D). It is worth noting that when we
compared the current values in the range between �80
and�70 mV for aGNaP, agNaP, and aINaP used in these exper-
iments (Fig. 4 B, right), the resultant current of agNaP was
bigger than the resultant current of aGNaP and aINaP, showing
that the effect observed on Rin reflects more the rate of
change of the currents (i.e., the slope conductances) than
their absolute value (i.e., instantaneous currents).
The membrane time constant is voltage
dependent and is determined by the voltage
dependence of Rin

Having determined that the negative slope conductance
of INaP is responsible for increasing membrane input
FIGURE 4 (A) Voltage dependence of Rin before

(Ctrl) and after the application of TTX and during

the application of aINaP in the presence of TTX

(n ¼ 6). (B) I/V curves of agNaP, aGNaP, and aINaP
(left) and expanded plot focusing on the membrane

potential region in which aGNaP was applied

(�80 mV < Vm < �70 mV) (right). Notice that all

three currents are depolarizing. (C) Voltage depen-

dence of Rin in the presence of TTX, before (TTX)

and after application of aGNaP (n ¼ 9). (D) Voltage

dependence of Rin in the presence of TTX, before

(TTX) and after application of agNaP (n ¼ 8).
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resistance, we next explored which component of INaP
is responsible for the prolongation of the membrane time
constant. In accordance with our theoretical prediction and
with previous observations (8), we observed that tm is
voltage dependent and increases with depolarization, an
effect abolished by TTX application (Fig. 5, A and B;
two-way repeated-measures ANOVA, n ¼ 11). Similar to
what was observed with Rin, TTX application decreases
tm significantly in more depolarized potentials (�75 mV,
p < 0.05 using Sidak’s multiple-comparison test). We then
tested whether applying an aGNaP would increase tm
in the presence of TTX. Fig. 5 C shows that aGNaP

increases tm to values similar to tm measured without
TTX at �75 mV (two-way repeated-measures ANOVA,
n ¼ 10; Fig. 5 C). In contrast, agNaP did not change tm
(Fig. 5 D; two-way repeated-measures ANOVA, n ¼ 11).
Similarly, as already discussed above with Rin, aGNaP, and
not agNaP, was effective in influencing tm, showing that tm
reflects the rate of the change of the currents (i.e., the slope
conductance) and not their absolute value (i.e., instanta-
neous currents).

As discussed above, the relationship tm ¼ CRin holds
for a passive membrane. Our modeling indicates that
the same relationship holds in the presence of INaP, which
imparts voltage dependence to Rin and tm. To validate
our modeling in a real cell, we calculated the Pearson
correlation coefficient between the values of Rin and tm
for all membrane potentials for the control group and
observed a positive correlation between them (p <
0.0001, R2 ¼ 0.556, n ¼ 12 neurons). Moreover, the
slope of the correlation coefficient curve determined by
linear regression was 196 pF, which is in good agreement
with measurements of the capacitance of CA1 pyramidal
neurons (44).
A
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The negative slope conductance amplifies EPSPs

To assess the effect of the INaP and its chord and slope-
conductance components to fast membrane potential
changes similar to those observed in synaptic potentials,
we applied artificial EPSCs (aEPSCs; see Methods) to
produce artificial EPSPs (aEPSPs). We tested whether
INaP could increase the amplitude and decay time of an arti-
ficial EPSP (aEPSP) by measuring the amplitude and area of
aEPSPs at different membrane potentials before and after
TTX application. The aEPSP amplitude is not very sensitive
to depolarization, increasing by only 5% in the range
from �85 to �70 mV, but application of TTX abolished
this voltage dependency (data not shown), showing that
this small effect probably is produced by INaP. However,
we found that the duration of the aEPSPs (measured as
the area normalized by the amplitude of the aEPSP) was
more sensitive to membrane potential increasing with depo-
larization by 20% (Fig. 6, A and B). Application of TTX
abolished this voltage dependency, confirming the role of
INaP in amplifying the aEPSPs (two-way repeated-measures
ANOVA, n ¼ 8; Fig. 6, A and B). Thus, we decided to
compare the area of aEPSPs rather than their amplitude.

We then tested whether the prolongation of the aEPSP by
INaP was caused by its negative slope conductance, GNaP. To
do this, we applied artificial GNaP in the presence of TTX to
know whether it can prolong aEPSPs. As can be seen in
Fig. 6, B and C, the injection of aGNaP increases the EPSP
area normalized by the amplitude by 15% in a voltage-inde-
pendent manner (two-way repeated-measures ANOVA,
n ¼ 9). The normalized aEPSP area in TTX and after aGNaP

was similar to that observed in control conditions around
the potentials of �70/�75 mV, the potentials around which
INaP starts to activate. These results strongly suggest that
FIGURE 5 (A) Top: Voltage responses of the

same neuron to injected current before (control)

and after TTX application. Bottom: Same traces

as in the top plot, but normalized. The current

injected was 20 pA. (B) Voltage dependence

of tm before (control) and after TTX (n ¼ 11).

(C) Voltage dependence of tm in the presence of

TTX, before (TTX) and after application of aGNaP

(n¼ 10). (D) Voltage dependence of tm in the pres-

ence of TTX, before (TTX) and after application of

agNaP (n ¼ 11). (E) Diagram of dispersion between

Rin versus tm for the control group for all the mem-

brane potentials. The straight line is the linear

regression fit.
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FIGURE 6 (A) aEPSP area normalized by peak

amplitude for control recordings (Ctrl) and in the pres-

ence of TTX. (B) Average of the normalized aEPSP

of all tested cells for control at �70 and �80 mV,

after TTX (V ¼ �70 mV), and in TTX with aGNaP

(V ¼ �70 mV). aEPSC is drawn below the traces.

(C) aEPSP normalized area in the presence of TTX,

before (TTX) and after application of aGNaP. (D) Aver-

aged traces of normalized aEPSP of all tested cells for

control, TTX, and TTX with aINaP with a fast or slow

activation/deactivation time constant (tNaP ¼ 2 or

100 ms, respectively) (all recorded at V ¼ �70 mV).

The aEPSC is drawn below the traces. The fast initial

decay phase of the aEPSPs is mainly caused by the se-

ries resistance voltage drop.
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EPSP amplification by INaP is mainly due to its negative
slope conductance.

Our model showed that an INaP with a fast activation/
deactivation kinetics is more effective in amplifying the
EPSPs. To test this theoretical observation, we compared
the effect of two artificial INaPs, one with a fast (2 ms) and
the other with a slow (100 ms) activation/deactivation con-
stant, on the aEPSP duration (n¼ 4). We found that only the
INaP with a fast activation/deactivation constant was effec-
tive in amplifying the aEPSPs (Fig. 6 D). We conclude
that in a real neuron, the fast activation/deactivation kinetics
of INaP is crucial for its effect on amplifying the EPSPs.
DISCUSSION

In this work we derived, to our knowledge, a new analytical
expression for the slope conductance of the persistent
sodium current to understand the mechanisms by which
INaP activation increases membrane input resistance and
prolongs the membrane time constant. Using computational
and experimental approaches, we established the biophysi-
cal mechanism by which a negative slope conductance in-
creases Rin and tm. Our results show that INaP increases
the amplitude and prolongs the decay time of subthreshold
EPSPs through its negative slope conductance. Addition-
ally, we showed that INaP is well suited for this because
of its very fast activation kinetics, which produces an
almost instantaneous current change and a near-linear
portion of its I/V with negative slope during its activation
phase.
2214 Biophysical Journal 113, 2207–2217, November 21, 2017
We observed that endogenous INaP increases Rin and tm
in a voltage-dependent manner, as previously reported
(5,8,25–31). These previous reports suggested that this par-
adoxical increase in Rin produced by activation of the NaP
current was due to a negative slope conductance region
generated by INaP. On the other hand, they were not conclu-
sive about the effect on tm. Our dynamic-clamp experiments
showed that injection of a purely negative linear conduc-
tance (aGNaP) increased both Rin and tm, validating the hy-
pothesis that the ability for INaP to increase Rin and tm is
related to its negative slope conductance. Thus, the electri-
cal behavior of INaP is sufficient to explain the observed in-
creases of Rin and tm, and these effects do not require other
conductance activated by Naþ or other subthreshold con-
ductances (45).

Our computational simulations determined that because
INaP has fast activation/deactivation kinetics when compared
with the cell membrane time constant, INaP reaches the
steady state so fast that it is able to control tm via its
steady-state slope conductance, GNaP. Our simulations also
showed that tm is directly proportional to Rin, independently
of the membrane potential, in accordance with the relation
tm ¼ CRin and in agreement with the classical cable theory,
despite INaP being a voltage-dependent current.

Previous reports established that the slope conductance
of noninactivating voltage-dependent currents can be de-
composed as the sum of a passive term (i.e., the chord
conductance) and a derivative term that depends on the
voltage dependence of channel activation (3,46,47). Here,
we measured both components separately, which allowed
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us to determine the magnitude of the contributions of
each component to the slope conductance of INaP. We found
that the derivative conductance of INaP, G

Der
NaP; is always

negative and that its magnitude is 10-fold larger than the
chord conductance, gNaP, resulting in a negative overall
GNaP.

These results resolve an apparent paradox whereby block
of persistent Naþ current with TTX was observed to
decrease Rin and shorten tm (5,8). We show that blocking
a channel can, perhaps counter-intuitively, decrease Rin

when that channel presents a region of negative conduc-
tance, as is the case for INaP. The derivative component of
the slope conductance does not represent a physical conduc-
tance (i.e., membrane ionic permeability) but rather an addi-
tion component of dI/dV caused by channel activation.
However, for a channel with very fast gating, it acts the
same as a physical conductor, except that it can take on
negative values when dI/dV is negative, as is the case for
INaP. In this circumstance, the slope conductance is more
appropriate than the chord conductance to explain its effects
on input resistance. The INaP provides a perfect example of
an instantaneous current that influences the Rin and tm by its
slope conductance and not by its chord conductance. This
theoretical distinction has been recognized previously
(3,28,48). Here, we present, to our knowledge, the first
experimental demonstration that negative conductance re-
produces the increase of the Rin and tm observed by the acti-
vation of endogenous INaP.

Here, we propose that, for INaP, it is the slope conduc-
tance, and not the chord conductance, that is the most rele-
vant property affecting Rin and tm. In this case, the slope
conductances (positive and negative) from each channel
(linear and voltage-dependent) are in parallel, and sum alge-
braically, and it is this sum that determines Rin and tm (49).
It is important to note that this case is only valid for voltage-
dependent currents with fast kinetics. Thus, in the near-
threshold region of CA1 pyramidal cells, where Ih
contributes less than the leak current, negativeGNaP opposes
the positive slope conductance of the leak current (8), which
leads to a decrease of the total positive slope conductance
and an increase of the Rin of the neuron.

These concepts can be extended to understand the effect
of other ionic currents, besides INaP, that also present
negative-slope-conductance regions, such as some voltage-
dependent Ca2þ channels, NMDA receptors, and inward
rectifier potassium currents. For instance, the anomalous
Rin increase observed during activation of NMDA receptors
can be explained as a consequence of a negative-slope-
conductance region (3,50–53). In addition, prolongation
of the EPSP decay time attributed to Ca2þ-channel opening
has been reported (39).

The observed effects of negative conductance on Rin and
tm have important consequences for neurotransmission.
Activation of the INaP increases the amplitude and duration
of EPSPs (34–36,54), and we show that this effect can be
completely reproduced by introducing a negative conduc-
tance via dynamic clamp. These results support the hypoth-
esis that INaP amplification of EPSP is mainly due to its
negative slope conductance. Our results contribute to the un-
derstanding of the mechanisms behind the amplification of
EPSPs, since increasing the EPSP amplitude and prolonging
its decay time can be interpreted as a direct consequence of
the increase of Rin and tm by the negative slope conductance
of INaP.

Further evidence supporting our hypothesis that the nega-
tive slope conductance of INaP prolongs the EPSP decay is
given by the recently proposed quasi-active cable theory
approximation that shows that INaP increases the EPSP
amplitude and prolongs its decay time (48). Moreover, it
was shown (55) that applying a positive conductance via dy-
namic clamp, but not a current, shortens the prolongation
of the EPSP decay enhanced by INaP. Furthermore, it was
shown (38) that in an extreme situation, the INaP negative
slope conductance can cancel the positive slope conduc-
tance due to the other subthreshold currents, creating a
voltage range with near-zero slope conductance, establish-
ing an extremely long membrane time constant and, conse-
quently, very-slow-decay EPSPs that will strongly enhance
temporal summation of EPSPs.

Computational simulations predict that INaP with fast acti-
vation kinetics will increase the EPSP amplitude, whereas
slow activation leads to a small decrease of the EPSP ampli-
tude. These results can be explained by the fact that when
the activation is fast, GNaP dominates and amplifies the
EPSP, whereas when the activation is slow, gNaP dominates,
which tends to diminish the EPSP (48). Strikingly, compu-
tational simulations also predict that INaP fast activation/
deactivation kinetics (tNaP ¼ 0.1 ms) is more effective in
prolonging the EPSP decay than INaP with a slow kinetics
(tNaP ¼ 100 ms). This is in agreement with experimental
data showing that INaP kinetics in CA1 pyramidal cells is
extremely fast (18). Interestingly, our dynamic-clamp ex-
periments showed that an artificial INaP with a slow kinectics
(tNaP ¼ 100 ms) was not effective in amplifying the aEPSPs
in the real neuron. We believe that this difference is because
our model does not incorporate other near-threshold positive
conductances, such as IM and IKA, which can damp the ef-
fect of the slow INaP in the real neuron. These results support
our claim that it is the negative slope conductance of INaP,
and not slow channel kinetics, that causes the prolongation
of the EPSP decay time.

In general, activation of inward currents may amplify the
EPSPs, whereas outward currents counter these effects (35).
However, it is difficult to predict the effect of a given current
on the EPSPs based solely on the current being inward or
outward. For instance, the activation of the h-current, which
is an inward current, decreases the amplitude of EPSPs and
reduces their decay time (41), as some outward potassium
currents also do (56,57). On the other hand, INaP which is
also an inward current, amplifies the inhibitory postsynaptic
Biophysical Journal 113, 2207–2217, November 21, 2017 2215
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potentials (IPSPs) (58,59), but no known outward current
amplifies IPSPs. Also, a leak current could be inward or
outward according to its reversal potential, although leak
currents always decrease EPSP and IPSP amplitudes and
reduce their decay time. Our results provide a theoretical
framework to understand these experimental data. We
emphasized that an appropriate analysis requires the disso-
ciation of two main concepts: 1) the direction of the current
flux through the channel, i.e., inward or outward, and 2) the
slope conductance of the current. A current with negative
slope conductance and fast kinetics increases the input resis-
tance and amplifies both EPSPs and IPSPs regardless of the
direction of current flow. The opposite is true for current
with a positive slope conductance. This claim is supported
by previous theoretical investigations (e.g., (48)).
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