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Abstract

We apply two recently developed computational methods, DFTB3 and VALBOND, to study 

copper oxidation/reduction processes in solution and protein. The properties of interest include the 

coordination structure of copper in different oxidation states in water or in a protein (plastocyanin) 

active site, the reduction potential of the copper ion in different environments, and the 

environmental response to copper oxidation. The DFTB3/MM and VALBOND simulation results 

are compared to DFT/MM simulations and experimental results whenever possible. For a solvated 

copper ion, DFTB3/MM results are generally close to B3LYP/MM with a medium basis, including 

both solvation structure and reduction potential for Cu(II); for Cu(I), however, DFTB3/MM finds a 

two-water coordination, similar to previous Born-Oppenheimer molecular dynamics simulations 

using BLYP and HSE, while B3LYP/MM leads to a tetrahedron coordination. For a tetra-ammonia 

copper complex in solution, VALBOND and DFTB3/MM are consistent in terms of both structural 

and dynamical properties of solvent near copper for both oxidation states. For copper reduction in 

plastocyanin, DFTB3/MM simulations capture the key properties of the active site, and the 

computed reduction potential and reorganization energy are in fair agreement with experiment, 

especially when periodic boundary condition is used. Overall, the study supports the value of 

VALBOND and DFTB3(/MM) to the analysis of fundamental copper redox chemistry in water 

and protein, and the results also help highlight areas where further improvements in these methods 

are desirable.
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1 Introduction

Copper is an important metal ion in biology.1–4 Due to its redox activity, it is involved in 

many electron transfer proteins and serves as the catalytic co-factor in many enzymes. On 

the other hand, uncontrolled copper distribution may lead to the generation of undesirable 

reactive oxygen species or aggregation/misfolding of peptides/proteins,5–8 resulting in 

serious diseases. Therefore, it is important to develop effective computational models for 

copper in different redox states to aid experimental investigation of copper biochemistry.

For condensed phase computations, a full quantum mechanical description remains 

prohibitively expensive. Therefore, hybrid quantum mechanical/molecular mechanical 

(QM/MM) methods9–14 or pure MM models are most applicable. QM/MM models are more 

general and can be used to probe both chemical reactions and structural properties. To allow 

adequate sampling, which is essential to most condensed phase applications, an approximate 

QM method has to be used. In this regard, we have recently reported the parameterization of 

a density functional tight binding15,16 (DFTB317) model for copper.18 By including orbital 

angular momentum dependence of the Hubbard parameter and its charge derivative, we were 

able to describe the structural properties of both oxidation states in generally good 

agreement with “first principle” density functional theory (DFT) methods such as 

B3LYP19–21 and B97-1,22 which were shown to give adequate description for copper 

complexes of biological relevance (see discussion in Ref. 18 in relation to previous 

work23–25). We note that the DFTB3 model in the current form has PBE26 as its “parent 

functional”, which was shown18 to be less accurate than B3LYP and B97-1 for copper. Thus, 

although some of the intrinsic limitations of the PBE functional were alleviated during the 

parameterization process, the energetic properties of copper compounds, such as ligand 

binding energies and proton affinities, are described only at a semi-quantitative level with 

the first generation of the DFTB3 model. For example, the binding energies for a series of 

biologically relevant charge-neutral molecules have a mean absolute deviation (MAD) of 3.1 

and 4.7 kcal/mol for Cu(I) and Cu(II) compounds, respectively, in comparison to B3LYP/

aug-cc-pVTZ; the errors are substantially larger for charged ligands, likely reflecting the use 

of a minimal basis in DFTB3. Nevertheless, the performance of DFTB3 is substantially 

better than other semi-empirical methods, such as PM6,27 which is fairly useful for 

geometries but much less applicable for energetics. Moreover, single point B3LYP 

calculations at DFTB3 structures lead to substantially improved energetics for all ligand 

types, highlighting the good quality of DFTB3 structures.
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In our previous work,18 the DFTB3 method was tested only against DFT and, in some cases, 

CCSD(T) methods for gas phase molecules. The computational efficiency of DFTB3 over 

DFT and ab initio methods makes it an attractive QM approach in QM/MM applications. 

Therefore, in the current study, we further explore the applicability of DFTB3 by studying 

several condensed phase problems, which involve both solution (Fig. 1a–b) and protein (Fig. 

1c) systems. We focus on redox processes in water and protein to investigate whether 

DFTB3 is able to provide a balanced treatment for the two redox states of copper in 

condensed phase environments. The properties of interest include structural/coordination 

environment of the copper ion, especially response(s) to oxidation/reduction, redox potential 

and reorganization energy.

At the MM level, force field development is not straightforward due to the open-shell nature 

of Cu(II) and charge transfer effects associated with metal-ligand interactions. Nevertheless, 

several models have been developed in recent years and met different degrees of 

success.28–30 It is difficult to study chemistry or absolute redox potential with MM models, 

although they can be used to study structural/coordination properties of the copper ion in 

different redox states. In this study, we focus on the VALBOND model, which was 

originally proposed by Landis and co-workers to treat large amplitude angular motions of 

transition metal ligands.31–33 The model has been recently implemented in CHARMM by 

Meuwly and co-workers,34 who showed promising applications in several organometallic 

systems. 35,36 Here we develop the VALBOND model for copper and compare its 

performance to DFTB3/MM for [Cu(NH3)4]+/2+ in water (Fig. 1b). We are particularly 

interested in probing the time-dependence of the solvent response to the oxidation of copper 

ion, a process that can potentially be probed with modern solution X-ray experiments. 37,38 

Comparison of VALBOND and DFTB3/MM also helps better refine the VALBOND model, 

which is computationally even more efficient than DFTB3/MM, for certain protein 

applications in the future.

In the following, we first describe the computational methodologies (QM/MM and 

VALBOND) used to study the three condensed phase systems. DFTB3/MM is applied to all 

three, while VALBOND simulations focus on [Cu(NH3)4]+/2+ in water; in selected cases, as 

validation, DFT/MM simulations are also carried out. Next, we present results of QM/MM 

and VALBOND simulations; comparison to experiment is made whenever possible, and the 

discussion helps highlight the applicability and limitations of the current generation of 

DFTB3(/MM) and VALBOND models. Finally, we end with a few concluding remarks.

2 Methods

2.1 Aqueous copper ion simulations with QM/MM models

The copper ion in water is described with QM/MM simulations in which the copper ion and 

closest water molecules are treated at the QM level, while the remaining water is treated 

with MM. In most cases, the QM water partition includes only the closest 6 water molecules, 

although calculations with a larger QM region (~21 water) are also carried out for 

comparison; as shown in the Supporting Information, the first solvation shell properties are 

not very sensitive to the QM region size while the second solvation shell properties do 

exhibit a modest level of dependence, especially for Cu(I). The MM region includes a 
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droplet of 16 Å radius subject to the stochastic boundary condition.40 In most simulations, 

the MM water is TIP3P,41 although a polarizable water model based on Drude oscillator is 

also tested (see below). To avoid the exchange of QM and MM water molecules, the Flexible 

Inner Region Ensemble Separator (FIRES) potential42 is applied; previous studies43 and 

larger QM region studies in the Supporting Information indicate that the FIRES approach 

gives satisfactory results for structural properties of the copper ion, especially when the QM 

region does not deviate significantly from spherical symmetry. Equilibrium simulations are 

carried out for solvated Cu(I) and Cu(II) ions using the mixed Newtonian/Langevin 

dynamics protocol;40 in addition, reduction potential is also computed (see Sect.2.1.3). All 

calculations are carried out using CHARMM;44,45 DFT/MM calculations are done with the 

Gaussian09/CHARMM interface.46

2.1.1 The QM method—As mentioned in the Introduction, the main goal is to test our 

recent parameterization of the DFTB3 model for copper. The parameterization was done in 

the framework of the 3OB set47 and calculations for Cu(II) containing systems are done with 

the spin-polarised formulation of DFTB.48,49 The orbital angular momentum dependence of 

the Hubbard parameter and its charge derivative is considered only for copper. For 

comparison, DFT/MM calculations are also carried out in which DFT is either B3LYP, 

BLYP or MPWB1K.50 Based on gas-phase model systems studied previously18 and here 

(see below), the B3LYP approach generally gives satisfactory results in comparison to high 

quality ab initio calculations such as CCSD(T) with a large (aug-cc-pVTZ51) basis set. 

BLYP is also tested here because it is the functional used in many previous CPMD/BOMD 

simulations of solvated copper ions (see below). MPWB1K, a meta-GGA functional, is 

tested because a recent study52 found it to work well for several copper complexes. To 

obtain longer DFT/MM simulations, a small basis that contains the Hay-Wadt effective core 

potential (Lanl2dz53) for copper and 6-31G(d) for other elements is used; gas phase 

calculations for copper-water complexes (see Tables 1,2 and Supporting Information) 

indicate that this basis set leads to good geometries in comparison to calculations using aug-

cc-pVTZ.

2.1.2 MM method—In most simulations, the TIP3P model is used to describe the MM 

water. In previous QM/MM studies of metal ion solvation,42,43 a polarizable water model 

based on Drude oscillator (SWM4-NDP54) was recommended, thus we have also carried out 

simulations with DFTB3/SWM4-NDP. As shown in the Supporting Information, DFTB3/

TIP3P and DFTB3/SWM4-NDP simulations generally give rather similar solvent 

distribution near the copper ion, except for minor differences in the angular distribution of 

water, especially those in the second solvation shell.

For interaction among MM molecules, the extended electrostatic model is used for 

consistency with the QM/MM interactions55 (see Supporting Information for a discussion of 

MM cutoff schemes in reduction potential calculations). van der Waals interactions are 

switched off beyond 12 Å using the VSWITCH scheme.56 All water molecules are kept 

rigid using the SHAKE algorithm57 during molecular dynamics simulations.

2.1.3 Reduction potential calculation—The reduction potential of copper (Cu(II)/

Cu(I)) is computed using a dual-topology-single-coordinate (DTSC) approach.58 In DTSC, 
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the system is propagated with a hybrid potential function that is a combination of potentials 

of the two end states (Cu(II), Cu(I)) through a coupling parameter λ,

(1)

The reduction free energy is then given by thermodynamic integration as,

(2)

where (UCu(I) − UCu(II)) = ΔU is referred to as the energy gap below. Eleven λ windows are 

used for DFTB3/MM, with each window sampled for ~500 ps. For comparison, B3LYP/MM 

calculations are also carried out but with only the end states (λ = 0, 1, sampled for 280 ps 

for Cu2+ and 120 ps for Cu+); reduction free energy is then estimated using a linear response 

model.

In the water droplet set up using the stochastic boundary condition, the system is surrounded 

by vacuum. Therefore, a Born model59 is used to estimate the missing bulk solvation free 

energy contribution. This simply includes the corresponding “ion solvation term”,

(3)

where Qtot = 2 for Cu(II) and Qtot = 1 for Cu(I), and R = 16 Å, εW = 78. The reduction free 

energy is given by,

(4)

Here ΔFdroplet is the reduction free energy computed (using Eq. 2) with the water droplet, 

and  is a numerical constant:

(5)

For comparison with the water droplet model using stochastic boundary condition, we have 

also computed the reduction potential at the DFTB3/MM level with the GSBP (Generalized 

Solvent Boundary Potential)55,60 and PBC (Periodic Boundary Condition) setups. In GSBP, 

the entire water droplet is treated as the inner region and the outer region is described as a 

dielectric continuum (εW = 78); spherical harmonics up to order 20 (i.e., 400 basis 
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functions) are used to expand the reaction field matrix. In the PBC simulations, the metal ion 

is first solvated by a 32 Å cube of water molecules and then equilibrated with the NPT 

ensemble; the final box length is 29.8 Å. Ewald summation is applied to QM/MM 

electrostatics61 and Particle-Mesh-Ewald62 is used for MM-MM electrostatics with a grid 

size of ~ 1 Å.

2.2 Copper-ammonia solution simulations

2.2.1 VALBOND in CHARMM—We first briefly review the VALBOND module recently 

introduced to CHARMM. In the VALBOND force field, based on valence bond theory, 

hybrid orbital strength functions are used to describe the energetics of distorted bond 

angles.31–33,63 The additional force field term not only describes the energetics around the 

energy minimum but also for very large angle distortions and helps to model hypervalent 

molecules and transition metal complexes.34,64

Non-hypervalent molecules: For molecules involving spmdn hybridization with an angle θ 
between the hybrid orbitals, the bending energy is E(θ) = k(Smax − S(θ)). Here, k, Smax and 

S are scaling factor (force constant), maximum strength function and strength function 

respectively. For spmdn hybrids the explicit expressions are 

, and 

 is the non-orthogonality integral. For [Cu(I)(NH3)4]+ 

investigated in the present work, an sp3 hybridization is used to describe its tetrahedral 

geometry, similar to Ni(CO)4. In this case, the maximum strength function evaluates to 

.

Hypervalent molecules: Hypervalent molecules contain atoms having more than eight 

electrons in their valence shell. Excess electrons in hypervalent molecules are 

accommodated in 3c-4e− bonds. Thus, for hypervalent molecules one has to take care of the 

resonance structures and this can be accomplished by a weighting factor cj called mixing 

coefficients. Hence, the total energy is a weighted sum Et = Σj cjEj over all j resonance 

structures. The mixing coefficients cj are determined from31 , where 

hype and config are the number of hypervalent angles and number of resonance 

configurations respectively. The square-planar arrangement for [Cu(II)(NH3)4]2+ involves an 

sd1 (hypervalent) hybridization with Smax = 2.29 and six resonance configurations are 

retained in the simulations.

2.2.2 Simulation setups for Copper-ammonia in water—The system consists of a 

solvated [Cu(I)(NH3)4]+ or [Cu(II)(NH3)4]2+ complex, immersed in 1,728 TIP3P41 water 

molecules in a periodic cubic box of side length 37.25 Å (see Fig. 1b). All simulations are 

carried out using CHARMM44 with provisions for the VALBOND34 force field to describe 

the metal complex.31–33 All bonds involving hydrogen atoms are constrained by applying 
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SHAKE.65 The remaining parameters for the ammonia ligand are taken from the CHARMM 

force field.66

The system is prepared for simulations by minimization and subsequent heating to 300 K. 

This is followed by an NVT equilibration simulation at 300 K for 10 ns using a Verlet 

integrator67 with a time step of 1 fs using a Nosé-Hoover thermostat68 for temperature 

control.

For comparison, hybrid QM/MM simulations are performed using DFTB317 and the 3OB 

parameterization for ONCH47 and copper18 is used. The metal complex is described by 

DFTB3 whereas the water molecules are treated by TIP3P. An NVT simulation is carried out 

at 300 K using the Verlet algorithm with a time step of 0.1 fs for 5 ns. The SCF convergence 

criterion used for this is 10−8 hartree. The van der Waals radii for the Cu(I) and Cu(II) ions 

are σCu = 1.40 and 0.87 Å, respectively. 69,70 Furthermore, simulations with the seven water 

molecules closest to the Cu atom included in the QM part are carried out. To avoid the 

exchange of QM and MM water molecules the FIRES potential is applied.42

Along with the DFTB3/MM simulations, a hybrid QM/MM simulation is also performed 

with B3LYP/MM using the Gaussian09/CHARMM interface.46 The metal complex is 

treated with B3LYP and the same basis as for a copper ion in aqueous solution (Lanl2dz for 

Cu and 6-31G(d) for other QM atoms), and water with TIP3P. Since the calculation is 

computationally demanding, only ~100 ps of simulation is performed.

In addition to the equilibrium simulations, we have also carried out non-equilibrium 

simulations in which the oxidation from Cu(I) to Cu(II) is induced in silico by changing the 

force field parameters between the two oxidation states for VALBOND34 simulation; in the 

QM/MM simulations the total charge and number of unpaired electrons is changed and the 

van der Waals parameters for the metal atoms are also updated. For the VALBOND34 

simulations, after 10 ns of NVT simulation, an NVE simulation is performed for 1 ns using 

starting coordinates and velocities obtained from the NVT simulation. From this 1 ns of 

NVE trajectory, coordinates and velocities at 100 frames separated by 10 ps are stored and 

used as initial conditions for the subsequent non-equilibrium simulations. For DFTB3/

MM,17 subsequent to NVT simulation, an NVE simulation is performed for 100 ps, from 

which coordinates and velocities at 20 frames separated by 5 ps are selected to initiate the 

non-equilibrium trajectories.

2.3 Plastocyanin at pH 7

2.3.1 GSBP simulations—Starting from the crystal structure 5PCY,71 hydrogen atoms 

are added using HBUILD in CHARMM considering standard protonation states for all 

titratable residues at pH 7. Then the protein is solvated in a 20 Å sphere of water molecules 

centered at Cu (consistent with an inner region of radius 22 Å in the GSBP protocol55,60). 

The protein is treated with the CHARMM22 force-field66 while the modified TIP3P model 

is used for the water molecules. Newton’s equations-of-motion are solved for the Molecular 

Dynamics (MD) region (within 18 Å), and Langevin equations-of-motion are solved for the 

buffer region (18–22 Å) with a temperature bath of 300 K.40 All water molecules in the 

inner region are subjected to a weak GEO (Geometrical) type restraining potential to keep 
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them inside the inner sphere with the MMFP module of CHARMM. The GEO restraining 

potential is in the form of a quartic polynomial on each oxygen atom in water: k × Δ2(Δ2 − 

VP), where Δ = r − roff; k is the restraining quartic force constant (0.5 kcal/(mol·Å4)), r is the 

distance of the oxygen from the center of the simulation sphere, roff is the cutoff distance 

(22.0 – 1.5 = 20.5 Å) below which the GEO restraint is set to zero, VP is an offset value 

taken to be 2.25 Å2. These parameters lead to a restraining potential on water that smoothly 

turns on at 20.5 Å, reaches a well at 21.5 Å with a depth of −0.625 kcal/mol, and then 

quickly rises to be repulsive beyond 22.0 Å. All protein atoms in the buffer region are 

harmonically restrained with force constants determined directly from the B-factors in the 

PDB file.40 Langevin atoms are updated every 20 steps during the simulation to consistently 

treat protein groups and water molecules that may switch regions during the simulation. 

Non-bonded interactions within the inner sphere are treated with an extended electrostatics 

model,72 in which groups beyond 12 Å interact as multipoles and up to quadrupoles.

In the GSBP55,60 set up, the static field due to outer region atoms, , and the reaction field 

matrix, M, are evaluated using Poisson-Boltzmann (PB) calculations using a focussing 

scheme that places a 52.8 Å cube of fine grid (0.4 Å) into a larger 158.4 Å cube of coarse 

grid (1.2 Å). The inner region charge density is expressed using the first 20th-order spherical 

harmonics with a total of 400 basis functions. The optimized radii of Roux and Nina73 are 

adopted to define the solvent-solute dielectric boundary. Dielectric constant of 1.0 and 80.0 

are used for protein and solvent, respectively.

For preliminary MM equilibration, Cu, His 37, His 87, Cys 84, Met 92, Pro 36, Asn 38 are 

kept fixed in space; a charge of +1 is assigned to Cu and CHARMM charges are used for the 

rest of the protein. Post a 500 ps equilibration (the final structure from which is also used to 

set up PBC simulations, vide infra), the final structure is used to set up DFTB3/MM 

simulations. The QM region includes Cu and the side-chains of His 37, His 87, Cys 84 and 

Met 92. Link atoms are added between the Cα and Cβ atoms for His 37, His 87 and Cys 84; 

for Met 92, the link atom is added between the Cβ and Cγ atoms. The DIV scheme is used 

for the treatment of MM-host interactions with the QM region.74

Post separate minimizations for the Cu(I) and Cu(II) states, two independent 250 ps 

equilibration runs are carried out for each Cu oxidation state. Thermodynamic integration 

simulations are carried out to compute the reduction potential in the dual-topology-single-

coordinate (DTSC-TI) framework58 (Eq. 2). λ=0.0, 0.2 and 0.4 windows start with 

equilibrated Cu(II) structures and λ=0.6, 0.8 and 1.0 windows start with the equilibrated 

Cu(I) structures. The length of simulation for each λ window is typically about 1 ns; for 

statistics, see Supporting Information.

2.3.2 PBC simulations—Starting from MM/GSBP-equilibrated coordinates for the 

protein (vide supra), to which link atoms have been added corresponding to the same QM 

region as in GSBP simulations, the protein is solvated in a rhombic dodecahedron of edge 

length 68 Å. To neutralize the net charge of the protein, K+ and Cl− ions are added, keeping 

the ionic concentration at 0.150 M. Electrostatics interactions between QM and MM atoms 

are treated using Ewald summation,61 while those among MM atoms are treated using 
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particle-mesh-Ewald;67 the grid size is about 1 Å in both cases. Van der Waals interactions 

are truncated at atom-atom distances of 12 Å using the SHIFT scheme.56

Respective DFTB3/MM minimized structures for the Cu(I) and Cu(II) states are used to set 

up 200 ps heating/equilibration runs for each state. Two independent simulations are carried 

out for each state with a time-step of 1 fs and the Nosé-Hoover thermostat.68 In the DTSC-

TI framework, ~700 ps long simulations are carried out for the λ=0.0 (i.e., Cu(II)) and the 

λ=1.0 (i.e., Cu(I)) windows. The final structures from these simulations are used to initiate 

runs for the other λ windows: λ=0.2 and 0.4 windows start from the λ=0.0 structure while 

λ =0.6 and 0.8 windows start from the λ=1.0 structure. For additional simulation statistics, 

see Supporting Information.

3 Results and Discussion

3.1 Copper ions in aqueous solution

3.1.1 Solvation of copper ions in different oxidation states—The structural 

features of a solvated Cu(II) ion have been discussed extensively by previous experimental 

and computational studies. The debate focused on whether the first solvation shell consists 

of six water molecules in a Jahn-Teller distorted octahedron configuration or involves only 

five directly coordinated water molecules. Experimentally, numerous techniques that include 

neutron diffraction,75–79 Extended X-Ray Absorption Fine Structure (EXAFS),80–85 X-ray 

Absorption Near Edge Structure (XANES)82 and Large Angle X-ray diffraction (LAXS)83 

have been applied, and the results are not quite consistent with each other. This is partly 

because interpretation of EXAFS, XANES or LAXS data depends on a fitting procedure that 

requires a priori assumptions of the structure; neutron diffraction can measure the four 

closely bound Cu-Oeq distances but can not distinguish the Cu-Oax and Cu-H bonds. With 

the second-difference isotopic substitution method and neutron diffraction,79 gCuO(r) and 

gCuH(r) can be measured separately, but the gCuO(r) plot is rather broad and the gCuO(r) 

integration plot is not quite flat to indicate the predominant five-coordinated structure in 

solution.

The latest X-ray scattering study of Hodgson et al.85 considered three models: square 

pyramidal, split axial and distorted Jahn-Teller; the first has a five-coordinated Cu(II) while 

the latter two have a six-coordinated Cu(II). With EXAFS analysis, the square pyramidal 

and split axial fit slightly better than the distorted Jahn-Teller, and the two axial water 

oxygen atoms differ by about 0.14 Å in terms of distances to Cu(II) in the split axial model. 

With a MXAN (Minuit X-ray Absorption Near edge structure) analysis, which considers 

Cu-H scattering explicitly, a better fit involves two distinct but structurally related non-

centrosymmetric axially elongated square pyramidal Cu(II) ions; one involves a non-bonded 

(sixth) axial water at Cu-O ~ 3 Å, while the other is axially elongated square pyramidal 

without any trans-axial water ligand.

Using computations, different methods have been applied and include QM/MM molecular 

dynamics,86–89 Car-Parrinello molecular dynamics (CPMD),90–93 Born-Oppenheimer 

molecular dynamics (BOMD),94,95 gas phase cluster analyses,96–101 and classical molecular 

dynamics using a polarizable force field.29 Again, different conclusions were reached. In the 
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latest BOMD simulations95 using BLYP19,20 and HSE102 functionals, a five-coordinated 

Cu(II) was observed; with a ligand-field force field,29 by contrast, a six-water first solvation 

shell was observed. We note that the use of BLYP functional in most CPMD/BOMD likely 

overemphasizes the importance of the five-water first solvation shell. As shown in Table 1, 

compared to hybrid DFT and CCSD(T) calculations, BLYP underestimates the binding 

affinity of the sixth water molecule by about 4 kcal/mol.

With the DFTB3/MM simulations, we capture both five- and six-coordinated structures (for 

snapshots, see Fig. 2a–b). The six-coordinated structure properly captures the expected Jahn-

Teller distortion in which the axial Cu-O distances are longer than the equitorial values by 

about 0.2 Å. Indeed, due to Jahn-Teller distortion, the Cu-O radial distribution function has a 

major peak at Cu-O distance of 2.00 Å and a minor peak at 2.35 Å (Fig. 2c); these values are 

reasonably close to the distances of 1.95±0.02 Å for the equatorial and 2.23±0.11 Å for the 

closest axial ligand, respectively, from the latest MXAN analysis.85 In the five-coordinated 

structure, the two axial ligands may have substantial Cu-O distance difference that 

approaches 1 Å. Nevertheless, the six-coordinated species is clearly more populated, as 

indicated by the integrated radial distribution function (Fig. 2d). Compared to the recent 

classical force field simulation,29 which observed only six-coordinated first solvation shell, 

the integrated radial distribution function (Fig. 2d) rises more slowly as a function of Cu-O 

distance to the value of six. Interestingly, these features are also observed in B3LYP/MM 

simulations: the Cu-O radial distribution function has a shoulder at Cu-O distance of 2.25 Å, 

and the integrated radial distribution function well overlaps the DFTB3/MM data; results 

from MPWB1K/MM simulations also agree with the B3LYP/MM and DFTB3/MM data 

(see Supporting Information). The agreement between DFTB3/MM and B3LYP/MM results 

is consistent with the observation that DFTB3 and B3LYP give similar structural and 

energetic properties for Cu(II)-water clusters in the gas phase (see Tables 1 and 2). By 

contrast, BLYP based CPMD79 and BOMD simulations,94,95 as discussed above, led to five-

coordinated first solvation shell; this is confirmed here by BLYP/MM simulations (see 

Supporting Information).

For Cu(I), which is nominally a closed-shell ion, the situation is in fact also complex. The 

standard text-book description for Cu(I) has a coordination number of four,103 although a 

concrete experimental characterization is complicated by the instability of Cu(I) toward 

disproportionation.104 Indeed, in the gas phase, IR studies of  clusters105,106 

pointed to a linear dihydrate structure similar to Cu+ diammine complex;107 mass 

spectrometry study on water-Cu binding108 also found that the binding energy of the third 

water and after dropped by a factor of two compared to the first two binding energies. The 

two-coordination configuration was supported by several theoretical calculations in the gas 

phase96,97 and in CPMD/BOMD simulations for a solvated Cu(I).90,94,95

Snapshots from B3LYP/MM and DFTB3/MM simulations are shown in Figs. 3a–b, 

respectively. In the DFTB3/MM simulations, the first solvation shell is dictated by a two-

water coordination configuration (Fig. 3b); this is most clearly illustrated by the integrated 

Cu-O radial distribution function (Fig. 3c). This feature is not altered by enlarging the QM 

region, although the second-solvation shell becomes broader in the large-QM region 

simulations (see additional discussion in Supporting Information regarding the impact of the 
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DFTB model for water109 and FIRES potential). The two-water coordination was also 

observed in previous BOMD simulations using either the BLYP94,95 or HSE95 functional. 

Interestingly, in B3LYP/MM simulations, the solvation structure is rather different and 

dictated by a distorted tetra-coordination configuration (illustrated by a snapshot in Fig. 3a), 

the Cu-O radial distribution function and the integrated coordination number function in Fig. 

3c.

To understand the difference between DFTB3/MM and B3LYP/MM results, we study small 

Cu(I)/Cu(II)-water clusters in the gas phase. As shown in Table 2, DFTB3 and B3LYP give 

very similar results for Cu(II)-water complexes (Figs. 4a–b) and for [ ]; the 

results are also very similar with a few other functionals and CCSD(T). For the 

[ ] cluster, however, the situation becomes complex. With B3LYP and B97-1, a 

distorted tetrahedron configuration is locally stable in which two Cu-O distances are slightly 

(~0.1 Å) longer than the other two. With BLYP and PBE, however, the tetrahedron 

configuration is not locally stable and optimization leads to a linear structure in which Cu(I) 

is directly coordinated with only two water molecules (see Fig. 4c). With DFTB3, the 

tetrahedron-like structure is also locally stable although two Cu-water distances are 

substantially longer. At all levels, the linear structure stabilized by two hydrogen-bonded 

water is locally stable and represents the global minimum of [ ]; the degree of 

energy stabilization relative to the tetrahedron-like structure, however, differs (see 

Supporting Information), which apparently leads to different Cu(I) solvation structure in the 

bulk.

3.1.2 Reduction potential—Computed reduction potentials and reorganization energies 

at different levels of theory are summarized in Table 3. At the DFTB3/MM level, the 

stochastic boundary condition (SBC) simulation with a Born solvation correction gives very 

similar results as GSBP. Reduction potential directly computed from free energy simulation 

using the periodic boundary condition (PBC) differs by about 7 kcal/mol from the SBC and 

GSBP values. As discussed in previous work,110–113 this magnitude of difference is 

expected and due to the change of net charge in PBC simulations using Ewald summation. 

The PBC simulations also give a reorganization energy that is lower by 0.2 eV.

The B3LYP/MM simulation gives a reduction free energy of about −110.0 kcal/mol, which 

is ~5 kcal/mol (~0.22 eV) higher than the DFTB3/MM simulations and ~4 kcal/mol (~0.17 

eV) lower compared to experimental data. Considering the relatively small basis set in the 

B3LYP/MM simulations and the intrinsic error of B3LYP for copper reduction (see 

Supporting Information for a comparison between B3LYP and CCSD(T) for the oxidation/

reduction energy of small copper-water clusters), this level of difference from the 

experimental value is expected; for comparison, the error in the computed reduction 

potential from BOMD simulations ranged from 0.15 to 1.26 eV when different functionals 

(BLYP, HSE) and pseudopotentials are used.95

To better understand the difference between DFTB3 and B3LYP results, the energy gaps at 

the two end-states (λ = 0, 1) are recomputed by B3LYP/MM (DFTB3/MM) single point 

calculations at snapshots collected from DFTB3/MM (B3LYP/MM) trajectories. 
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Interestingly, the results are all similar (within ~1 kcal/mol) to the B3LYP/MM simulation. 

This is somewhat unexpected because, as discussed above, although DFTB3/MM and 

B3LYP/MM give similar solvation environment for Cu(II) (Fig. 2), they appear to give fairly 

different descriptions for a solvated Cu(I) (Fig. 3). We then examine the distribution of the 

energy gap (always calculated at the B3LYP/MM level) for snapshots taken from the 

DFTB3/MM and B3LYP/MM trajectories for the Cu(I) state, with a specific number (2, 4, 6 

or all) of water molecules closest to the copper ion included. As seen in Fig. 5, the 

distributions are remarkably similar when snapshots from B3LYP/MM and DFTB3/MM 

trajectories are used, regardless of the number of water molecules included. Therefore, we 

conclude that the energy gap is not highly sensitive to the precise distance and orientation of 

the nearby water molecules; rather, the mean energy gap appears to be most sensitive to the 

density of nearby water. This explains why B3LYP/MM and DFTB3/MM trajectories lead to 

fairly similar reduction potentials despite the notable differences in the solvation structure of 

Cu(I) as shown in Fig. 3.

Compared to the latest work of Sprik and co-workers95 on BOMD calculations of Cu(II) 

reduction in water, the errors in the computed reduction potential from the current QM/MM 

simulations, as noted above, are similar in magnitude. There is striking difference, however, 

in the magnitude of the reorganization energy. Using a linear response model, our estimated 

reorganization energy is on the order of 3 eV (see Table 3), while the BOMD values are in 

the range of 2.0 eV;95 we note that the deviation of free energy derivatives from a linear 

model is very modest (see Supporting Information). The origin of the difference is not quite 

clear; we note that our system size is substantially larger and the simulations are also much 

longer (the box size in Ref. 95 is 9.86 Å, and most λ windows were simulated for < 10 ps), 

although these differences are unlikely to lead to a difference of 1.0 eV in reorganization 

energy. The issue is worth investigating in the future by, for example, using Drude oscillator 

model for the MM water in QM/MM simulations (in Supporting Information, we show that 

this has only small effects on the solvation structure of copper ions in water). Moreover, the 

limitations in the description of bulk water by the DFT methods as discussed in Ref. 95 

might also contribute.

3.2 Solvent response to copper oxidation in copper-ammonia complex

The VALBOND force field parametrization is first validated by comparing with ab initio 
data calculated at the B3LYP/6-31G(d,p) level of theory. From the MD simulations, the 

energies for 50 snapshots of the [Cu(II)(NH3)4(H2O)2]2+ complex, each separated by 5 ps, 

were computed using VALBOND, DFTB3 and ab initio methods. Fig. 6 shows a correlation 

plot for all three methods. Between VALBOND and DFT the RMSDE (root mean square 

deviation) was 1.1 kcal/mol compared to 0.82 kcal/mol between DFTB3 and DFT. 

Furthermore, the structures were compared in a similar fashion by correlating all atom to 

atom distances for the energy optimized geometries from the three methods. The RMSD was 

found to be 0.29 Å between VALBOND and DFT, and 0.28 Å between DFTB3 and DFT. 

Hence, for structures and energetics, VALBOND and DFTB3 are in good agreement with 

DFT.
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3.2.1 Equilibrium simulation—As shown in Fig. 7, VALBOND and DFTB3/MM give 

qualitatively similar gO–Cu(r) although for VALBOND the coordination of water to Cu(II) 

appears to be stronger as suggested by the higher peak for the first solvation shell. However, 

the number of water molecules in the first shell, as determined from 

 is identical and a value of two is given by both simulations. A 

similar conclusion can be drawn for Cu(I). Hence, from a structural perspective, the two 

methods yield comparable results, albeit at different computational speed.

During equilibrium simulations, the number of water molecules within a given solvation 

shell is not constant as a function of time. For [Cu(I)(NH3)4]+ and [Cu(II)(NH3)4]2+, this is 

illustrated in Fig. 8. For Cu(I), an insignificant number of water molecules is expected at 3 Å 

due to the tetrahedral structure of the complex, as found in both VALBOND (Fig. 8a–b) and 

DFTB3/MM (Fig. 8c–d) simulations. By contrast, the square-planar structure of the Cu(II) 

complex allows up to two water molecules to coordinate axially. This is the dominant 

structure using both methods. However, the propensities are slightly different (Fig. 8a, c): 

close to 100 % for VALBOND and about 85 % for DFTB3/MM (see below). This is 

consistent with the observation that the gO–Cu(r) pair distribution function is more strongly 

peaked for the VALBOND simulations and confirms that the copper-water interaction is 

stronger with VALBOND than with DFTB3/MM; including the first solvation shell of 

copper into the QM region in the DFTB3/MM simulations does not change the qualitative 

trends. Moreover, considering the dynamics of a larger water shell around the Cu(I) ion (see 

Supporting Information) reveals an overall similar occupation pattern for the two methods: 

the maximum occupation is shifted to slightly smaller numbers of water molecules in the 

DFTB3/MM simulations, further suggesting reduced interaction between the metal complex 

and the surrounding solvent.

In the B3LYP/MM simulation of the Cu(II) complex, also 1–2 water molecule(s) are 

observed to be coordinated to the metal ion, similar to DFTB3/MM simulations; the 

integrated radial distribution function appears to rise to 2 somewhat slower than 

DFTB3/MM (compare Figs. 7 and 9), thus the situation is similar to the discussion in the 

last section regarding the coordination number of a Cu(II) ion in water. In DFTB3/MM 

simulations, regardless of whether the first solvation shell is QM or MM, the single water 

coordination accounts for about 15% of the population (see Fig. 8b); by comparison, the 

value is about 22% in the B3LYP/MM simulations.

Regarding comparison to experiments, we note that Extended X-ray absoprtion fine 

structure (EXAFS) experiments suggested that the most stable average structure of the 

Cu(II) ammine complex in 4MpH-10 aqueous NH3 can be represented as [Cu(II)

(NH3)4.62(H2O)0.38(solv)]2+·6solv, where solv=H2O, NH3.117 Here “solv” in the first 

solvation shell is a localized but chemically unidentified (either H2O or NH3) solvent 

molecule at a distance of ≈3 Å due to to the charge-dipole interaction along the axial 

direction. Thus, our observation of two axial ligand (water) molecules coordinating Cu(II) 

qualitatively agree with EXAFS experimental results. Also, in the second shell (~ 4 Å from 

the metal center) 6 solvent molecules were inferred from the analysis117 which is again in 
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good agreement with our coordination number analysis NO–Cu(r) ≈ 5.5 based on the radial 

distribution function.

3.2.2 Non-equilibrium simulation—In state-of-the art time resolved X-ray experiments, 

structural changes and solvent responses upon switching the oxidation state at a metal center 

can be followed on the picoseconds time scale.37,38 As a simple attempt to mimic such 

experiments, oxidation state change is induced by changing the force field parameters 

instantaneously from Cu(I) to Cu(II) in VALBOND simulations; in DFTB3/MM 

simulations, the total charge and number of unpaired electrons are changed (see Methods). 

Structural rearrangement of solvent molecules is monitored by computing time evolved 

radial distribution functions and coordination numbers of water oxygen with respect to the 

Cu ion.

Since the most pronounced difference in gO–Cu(r) between Cu(I) and Cu(II) is the peak at ≈ 
2.5 Å (see Fig. 7), we focus on the time-dependence of this region of the solvent distribution 

and show the time evolved NO–Cu(r) in Fig. 10. The general behaviors are again similar in 

VALBOND and DFTB3/MM simulations. The structural response of the water shell after 

oxidation takes place within a few picoseconds. Somewhat larger changes occur between 0.5 

ps to 1 ps in the DFTB3/MM simulations than with VALBOND, although in both cases the 

change of local solvation is essentially complete after 3 ps. The result from a single 

trajectory (dotted lines in Fig. 10) is fairly close to those averaged over many trajectories, 

indicating that the key features are not sensitive to the initial solvent structure. Taking all 

data in this section together, we see that VALBOND and DFTB3/MM are consistent in terms 

of equilibrium and dynamical properties of solvents near the metal complex.

3.3 Reduction potential of plastocyanin at pH 7

Blue copper proteins have been widely studied as prototypical electron transfer 

proteins.118–121 Several computational studies have also been conducted to analyze factors 

that dictate the reduction potential under different conditions.115,122–124 In this work, we 

focus on the degree to which DFTB3/MM is able to describe the structural and energetic 

properties of plastocyanin in different copper oxidation states. We leave a more systematic 

dissection of residual contributions, comparison to related blue copper proteins (e.g., 

rusticyanin) and the effect of pH125,126 to future studies.

3.3.1 Structural properties—Overall, the protein remains structurally stable during the 

course of the simulations at the nanosecond timescale. This is illustrated visually by the 

overlap of crystal structure and the averaged protein structure from PBC simulations (Fig. 

11a), and quantitatively by the RMSD values (~1.5 Å for all non-hydrogen atoms) relative to 

the starting crystal structure during the PBC simulations (Fig. 12a–b). In GSBP simulations, 

since part of the protein is fixed, even smaller changes in the overall protein structure are 

observed and therefore not shown.

Focusing now on the active site region, the general structural features are again well 

maintained for both copper oxidation states. This is again illustrated visually by the overlap 

of crystal structure and the averaged structures from PBC simulations (Fig. 11b), and 

quantitatively by the RMSD values (Fig. 12a–b), which are slightly higher for Cu(I) (~0.75 
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Å) than for Cu(II) (~0.5 Å) simulations. In a recent MM study using the AMOEBA force 

field,29 two similar blue copper systems were simulated in their Cu(II) states, and somewhat 

lower RMSD values (~0.5–0.6 Å) were observed during also two nanoseconds of molecular 

dynamics.

Looking at the key distances between copper and its ligands (see Table 4), the overall 

agreement is satisfactory for most cases for both GSBP and PBC simulations, especially for 

the Cu(II) state. In the crystal structures, the most pronounced difference in the active site 

upon copper oxidation is that the two histidine residues (His 37, His 87) move closer to the 

copper ion by about 0.2 Å (Cu-Nδ distances). This is partially reproduced by the 

DFTB3/MM simulations in both GSBP and PBC setups: the Cu-Nδ(His 37) indeed shortens 

from ~2.15 Å (~2.05 Å) to ~1.96 Å in GSBP (PBC) simulations upon copper oxidation. The 

Cu-Nδ(His 87) distance, however, remains to be 1.95 Å in all simulations, independent of 

the redox state, and quite a bit shorter than the values in the crystal structures, especially for 

Cu(I). On the other hand, Met 92 in Cu(I) is further away from the copper ion in both GSBP 

and PBC simulations by about 0.2–0.3 Å relative to the crystal structure; the fluctuation of 

the Cu(I)-S distance, especially in the GSBP simulations (~0.3–0.4 Å), is also substantially 

larger than other copper-ligand distances (~0.05–0.1 Å). In PBC simulations for the Cu(I) 

state, Cu-S(Cys 84) also has higher fluctuations and, on average, deviates more from the 

crystal value compared to most other copper-ligand distances. Finally, although Cys 84 and 

His 87 are fairly close in the crystal structure (~4 Å), they become further apart in the Cu(I) 

simulations; the mean distance between S(Cys 84)-Nδ(His 87) falls in the range of 4.7–5.0 

Å. By contrast, the hydrogen bond between Cys 84 and Asn 38 remains intact (see Table 4).

For the key angles between copper and its ligands (see Table 5), the agreement between 

crystal structures and simulations is overall satisfactory for Cu(II) for both GSBP and PBC 

calculations. For Cu(I), however, there are several notable deviations, such as S(Met 92)-Cu-

S(Cys 84), S(Cys 84)-Cu-Nδ(His 87) and S(Cys 84)-Cu-Nδ(His 37); the deviations are 

consistent with the larger copper-ligand distance deviations for Cys 84 and Met 92 in Cu(I) 

simulations. In PBC simulations of Cu(I), the Nδ(His 87)-Cu-Nδ(His 37) angle is also fairly 

different from the crystal structure value; this is consistent with the observation that His 37 

is pulled closer to Cu(I) in those simulations by almost 0.1 Å.

In short, the overall trends concerning the active site structural properties are: GSBP and 

PBC simulations are largely consistent with each other, except for the Cu(I)-His 37 distance, 

and that the Cu(II) state is generally better behaved (i.e., remains closer to the crystal 

structure) than the Cu(I) state, in which the copper-sulfur interactions appear to be 

underestimated by the current DFTB3 model. This is consistent with our previous finding18 

that for the interaction between copper and charged ligands (e.g., deprotonated Cys 

sidechain), the current DFTB3 model still has considerable errors, due most likely to the use 

of minimal basis. Improvement of polarization using chemical potential equalization127–129 

(or a larger basis for the charged ligands) is likely to reduce the deviations observed here.

3.3.2 Solvation of active site—In addition to the copper-ligand geometry, another 

property of interest is the level of solvation of the active site. In previous PBE/AMBER 

simulation study,124 for example, it was observed that the response of nearby water 
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molecules to copper oxidation contributes 80% of the reorganization energy; this notion was 

also raised in previous experimental studies,130 and is consistent with the small structural 

changes in the protein structure and active site geometry upon copper oxidation (see Tables 

4–5).

In the current simulations, we also observe notable solvent responses. As shown in Fig. 13a–

b, the hydration structure of the active site (as measured by the water radial distribution 

function around copper and Nε (His 87)) undergoes considerable change and the general 

trend is very consistent in independent GSBP and PBC simulations. The copper ion is not 

directly bound to any solvent; in the Cu(II) state, the more positively charged copper ion 

induces more structure in the nearby solvent, hence water molecules are further away from 

Cu(II) than from Cu(I). The oxidation also leads to a better hydration of His 87, a solvent-

exposed ligand of the copper ion. These trends are qualitatively consistent with observations 

from a previous PBE/AMBER simulation,124 which was much shorter in length (~ 8 ps); 

evidently, the solvent response occurs rapidly, as also witnessed in Sect.3.2.2.

3.3.3 Reduction potential and reorganization energy—The computed reduction 

potential and reorganization energy values are summarized in Table 3. As discussed in detail 

in Refs. 112,113, both GSBP and PBC reduction potential values need to be corrected for 

boundary condition artifacts; for GSBP, the correction is related to the smooth boundary 

approximation, and for PBC, the correction is related to Ewald summation for a system with 

a net charge. With these corrections included, the computed reduction potentials from GSBP 

and PBC still differ by about 8 kcal/mol. A perturbative analysis131,132 of charge 

contributions to the free energy derivatives (i.e., computed energy gaps) indicates that the 

explicit ions included in the PBC simulations make a notable contribution of about 9 kcal/

mol. Although this is likely an upper bound due to the perturbative nature of the 

analysis,131,132 the comparison highlights that salt ions may have a considerable 

contribution to reduction potential, which is not unexpected for an electrostatically driven 

process. Moreover, as pointed out in Ref. 112, the more limited degree of structural response 

allowed in GSBP may also contribute to the difference from PBC simulations; considering 

the limited change in overall protein structure between the two oxidation states (Fig. 11) and 

similarity in active-site solvation from GSBP and PBC simulations (Fig. 13), we expect the 

magnitude of the effect to be small.

In terms of absolute values, the computed reduction potentials, especially those from PBC 

simulations, appear to be close to the experimental value. This agreement, however, is likely 

fortuitous because our previous analysis133 indicated that higher-level correction for DFTB3 

energetics is not negligible; we leave a more quantitative investigation of this issue to future 

studies. An encouraging observation is that the computed reorganization energy is also in 

close agreement with experimental measurement and substantially lower than that for copper 

reduction in solution. As discussed in previous experimental and theoretical 

analyses,119,120,122,124 the significant decrease in the reorganization energy, which is 

essential to the rapid electron transfer rate, is largely due to the shielding of the copper site 

from solvent and the relatively rigid nature of the protein scaffold.
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4 Conclusions

Development of effective computational methodologies for transition metal ions in solution 

and biomolecules is an important yet challenging topic of research. In this study, we report 

our progress in this area by studying copper oxidation/reduction in water and protein using 

two methods developed in our groups: DFTB3 and VALBOND. Being an approximate 

density functional method, DFTB3 is more generally applicable and can be used to compute 

absolute reduction potentials. VALBOND is a molecular mechanical model and therefore 

needs to be parameterized for specific copper coordination and redox state; its advantage is 

computational efficiency and can be very effective at studying structural properties and non-

equilibrium environmental responses to copper redox chemistry.

By comparing DFTB3/MM and VALBOND results to DFT/MM and available experimental 

data, we show that these two methodologies generally provide consistent and satisfactory 

descriptions of copper coordination in the condensed phase. For example, for a Cu(II) ion, 

DFTB3/MM and VALBOND capture the presence of both five- and six-coordinated species, 

as hinted by numerous experimental studies. The absolute reduction potentials and 

reorganization energies computed from DFTB3/MM simulations fall in the expected range 

spanned by experimental data. Therefore, we anticipate that the two computational methods 

are valuable tools for the analysis of copper redox chemistry in the condensed phase. Both 

methods allow routine sampling at the nanosecond scale, making them complementary to 

the much more expensive ab initio or DFT based QM/MM molecular dynamics simulations.

Our study also highlights a number of subtle issues worth further investigation. For example, 

although experimental studies favor a five-coordinated Cu(II) ion in water, VALBOND, 

DFTB3/MM and hybrid DFT/MM simulations carried out here point to six-coordinated 

species being more populated; the dominance of five-coordinated species in previous BLYP 

based simulations appears to be due to the underestimated binding affinity of the sixth water 

to Cu(II) by BLYP compared to hybrid DFT methods and CCSD(T) calculations. The 

coordination of Cu(I) in water also remains unclear: DFTB3/MM and previous BLYP 

simulations point to a two-water first solvation shell, while B3LYP/MM seems to favor a 

tetrahedron-like first solvation shell. Clearly, the competition between different coordination 

modes is subtle and deserves more thorough analysis from both computation and 

experiments. For plastocyanin, quantitative evaluation of the reduction potential using 

DFTB3/MM trajectories and higher-level energetics is worthwhile; moreover, improving the 

treatment of charged residues by DFTB3129 appears essential to a better description of the 

Cu(I) state in DFTB3/MM simulations.
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Refer to Web version on PubMed Central for supplementary material.

Acknowledgments

The work at Madison has been supported by NIH grant R01-GM106443. The Basel group gratefully acknowledges 
financial support from the Swiss National Science Foundation through grant 200021-117810 and to the NCCR-
MUST. Computational resources from the Extreme Science and Engineering Discovery Environment (XSEDE), 

Jin et al. Page 17

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



which is supported by NSF grant number OCI-1053575, are greatly appreciated; computations are also partly 
supported by the National Science Foundation through a major instrument grant (CHE-0840494).

References

1. Lippard, SJ., Berg, JM. Principles of Bioinorganic Chemistry. University Science Books; Mill 
Valley, CA: 1994. 

2. Gray, HB., Stiefel, EI., Valentine, JS., Bertini, I. Biological Inorganic Chemistry: Structure and 
Reactivity. University Science Book; 2006. 

3. Andreini C, Bertini I, Cavallaro G, Holliday GL, Thornton JM. Metal Ions in Biological Catalysis: 
from Enzyme Databases to General Principles. J Biol Inorg Chem. 2008; 13:1205–1218. [PubMed: 
18604568] 

4. Waldron KJ, Rutherford JC, Ford D, Robinson NJ. Metalloproteins and Metal Sensing. Nature. 
2009; 460:823–830. [PubMed: 19675642] 

5. Eskici G, Axelsen PH. Copper and Oxidative Stress in the Pathogenesis of Alzheimer’s Disease. 
Biochem. 2012; 51:6289–6311. [PubMed: 22708607] 

6. Kozlowski H, Luczkowski M, Remelli M, Valensin D. Copper, Zinc and Iron in Neurodegenerative 
Diseases (Alzheimer’s, Parkinson’s and Prion Diseases). Coord Chem Rev. 2012; 256:2129–2141.

7. Hureau C. Coordination of Redox Active Metal Ions to the Amyloid Precursor Protein and to 
Amyloid-β Peptides Involved in Alzheimer Disease. Part 1: An Overview. Coord Chem Rev. 2012; 
256:2164–2174.

8. Viles JH. Metal Ions and Amyloid Fiber Formation in Neurodegenerative Diseases. Copper, Zinc 
and Iron in Alzheimer’s, Parkinson’s and Prion diseases. Coord Chem Rev. 2012; 256:2271–2284.

9. Warshel A, Levitt M. Theoretical Studies of Enzymic Reactions - Dielectric, Electrostatic and Steric 
Stabilization of Carbonium-Ion in Reaction of Lysozyme. J Mol Biol. 1976; 103:227–249. 
[PubMed: 985660] 

10. Field MJ, Bash PA, Karplus M. A Combined Quantum-Mechanical and Molecular Mechanical 
Potential for Molecular-Dynamics Simulations. J Comp Chem. 1990; 11:700–733.

11. Gao, J. In Reviews in Computational Chemistry VII. Lipkowitz, KB., Boyd, DB., editors; VCH; 
New York: 1995. p. 119

12. Riccardi D, Schaefer P, Yang Y, Yu H, Ghosh N, Prat-Resina X, Konig P, Li G, Xu D, Guo H, et al. 
Feature Article: Development of Effective Quantum Mechanical/Molecular Mechanical (QM/MM) 
Methods for Complex Biological Processes. J Phys Chem B. 2006; 110:6458–6469. [PubMed: 
16570942] 

13. Hu H, Yang WT. Free Energies of Chemical Reactions in Solution and in Enzymes with Ab Initio 
Quantum Mechanics/Molecular Mechanics Methods. Ann Rev Phys Chem. 2008; 59:573–601. 
[PubMed: 18393679] 

14. Senn HM, Thiel W. QM/MM Methods for Biomolecular Systems. Angew Chem Int Ed. 2009; 
48:1198–1229.

15. Seifert G, Joswig JO. Density-Functional Tight Binding – an Approximate Density-Functional 
Theory Method. WIREs Comput Mol Sci. 2012; 2:456–465.

16. Gaus M, Cui Q, Elstner M. Density Functional Tight Binding (DFTB): Application to Organic and 
Biological Molecules. WIREs Comput Mol Sci. 2014; 4:49–61.

17. Gaus M, Cui Q, Elstner M. DFTB-3rd: Extension of the Self-Consistent-Charge Density-
Functional Tight-Binding Method SCC-DFTB. J Chem Theory Comput. 2011; 7:931–948.

18. Gaus M, Jin H, Demapan D, Christensen AS, Goyal P, Elstner M, Cui Q. DFTB3 Parametrization 
for Copper: the Importance of Orbital Angular Momentum Dependence of Hubbard Parameters. J 
Chem Theory Comput. 2015; 11:4205–4219. [PubMed: 26575916] 

19. Becke AD. Density-Functional Exchange-Energy Approximation with Correct Asymptotic 
Behavior. J Chem Phys. 1988; 38:3098–3100.

20. Lee C, Yang W, Parr RG. Development of the Colle-Salvetti Correlation-Energy Formula into a 
Functional of the Electron Density. Phys Rev B. 1988; 37:785–789.

21. Becke AD. Density-Functional Thermochemistry. III. The Role of Exact Exchange. J Chem Phys. 
1993; 98:5648–52.

Jin et al. Page 18

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



22. Hamprecht FA, Cohen AJ, Tozer DJ, Handy NC. Development and Assessment of New Exchange-
Correlation Functionals. J Chem Phys. 1998; 109:6264–6271.

23. Jiang W, DeYonker NJ, Determan JJ, Wilson AK. Toward Accurate Theoretical Thermochemistry 
of First Row Transition Metal Complexes. J Phys Chem A. 2012; 116:870–885. [PubMed: 
22107449] 

24. Jiang W, DeYonker NJ, Wilson AK. Multireference Character for 3d Transition-Metal-Containing 
Molecules. J Chem Theory Comput. 2012; 8:460–468. [PubMed: 26596596] 

25. Zhang W, Truhlar DG, Tang MS. Tests of Exchange-Correlation Functional Approximations 
Against Reliable Experimental Data for Average Bond Energies of 3d Transition Metal 
Compounds. J Chem Theory Comput. 2013; 9:3965–3977. [PubMed: 26592392] 

26. Perdew JP, Burke K, Ernzerhof M. Generalized Gradient Approximation Made Simple. Phys Rev 
Lett. 1996; 77:3865–3868. [PubMed: 10062328] 

27. Stewart JJP. Optimization of Parameters for Semiempirical Methods V: Modification of NDDO 
Approximations and Application to 70 elements. J Mol Model. 2007; 13:1173–1213. [PubMed: 
17828561] 

28. Piquemal JP, Williams-Hubbard B, Fey N, Deeth RJ, Gresh N, Giessner-Prettre C. Inclusion of the 
Ligand Field Contribution in a Polarizable Molecular Mechanics: SIBFA-LF. J Comp Chem. 2003; 
24:1963–1970. [PubMed: 14531050] 

29. Xiang JY, Ponder JW. An Angular Overlap Model for Cu(II) Ion in the AMOEBA Polarizable 
Force Field. J Chem Theory Comput. 2014; 10:298–311. [PubMed: 25045338] 

30. Deeth RJ, Anastasi A, Diedrich C, Randell K. Molecular Modelling for Transition Metal 
Complexes: Dealing with d-electron Effects. Coord Chem Rev. 2009; 253:795–816.

31. Root DM, Landis CR, Cleveland T. Valence Bond Concepts Applied to the Molecular Mechanics 
Description of Molecular Shapes .1. Application to Nonhypervalent Molecules of the P-Block. J 
Am Chem Soc. 1993; 115:4201–4209.

32. Cleveland T, Landis CR. Valence Bond Concepts Applied to the Molecular Mechanics Description 
of Molecular Shapes .2. Applications to Hypervalent Molecules of the P-block. J Am Chem Soc. 
1996; 118:6020–6030.

33. Landis CR, Cleveland T, Firman T. Valence Bond Concepts Applied to the Molecular Mechanics 
Description of Molecular Shapes. 3. Applications to Transition Metal Alkyls and Hydrides. J Am 
Chem Soc. 1998; 120:2641–2649.

34. Tubert-Brohman I, Schmid M, Meuwly M. Molecular Mechanics Force Field for Octahedral 
Organometallic Compounds with Inclusion of the Trans Influence. J Chem Theory Comput. 2009; 
5:530–539. [PubMed: 26610220] 

35. Schmid MH, Ward TR, Meuwly M. Toward a Broadly Applicable Force Field for d(6)-Piano Stool 
Complexes. J Chem Theory Comput. 2013; 9:2313–2323. [PubMed: 26583724] 

36. Hofmann FD, Devereux M, Pfaltz A, Meuwly M. Toward Force Fields for Atomistic Simulations 
of Iridium-Containing Complexes. J Comp Chem. 2014; 35:18–29. [PubMed: 24155105] 

37. Penfold TJ, Karlsson S, Capano G, Lima FA, Rittmann J, Reinhard M, Rittmann-Frank MH, 
Braem O, Baranoff E, Abela R, et al. Solvent-Induced Luminescence Quenching: Static and Time-
Resolved X-Ray Absorption Spectroscopy of a Copper(I) Phenanthroline Complex. J Phys Chem 
A. 2013; 117:4591–4601. [PubMed: 23617226] 

38. Wernet P, Kunnus K, Josefsson I, Rajkovic I, Quevedo W, Beye M, Schreck S, Grubel S, Scholz M, 
Nordlund D, et al. Orbital-specific Mapping of the Ligand Exchange Dynamics of Fe(CO)5 in 
Solution. Nature. 2015; 520:78–81. [PubMed: 25832405] 

39. Humphrey W, Dalke A, Schulten K. VMD – Visual Molecular Dynamics. J Mol Graph. 1996; 
14:33–38. [PubMed: 8744570] 

40. Brooks CL III, Karplus M. Deformable Stochastic Boundaries in Molecular Dynamics. J Chem 
Phys. 1983; 79:6312–6325.

41. Jorgensen WL, Chandrasekhar J, Madura JD, Impey RW, Klein ML. Comparison of Simple 
Potential Functions for Simulating Liquid Water. J Chem Phys. 1983; 79:926–935.

42. Rowley CN, Roux B. The Solvation Structure of Na+ and K+ in Liquid Water Determined from 
High Level Ab Initio Molecular Dynamics Simulations. J Chem Theory Comput. 2012; 8:3526–
3535. [PubMed: 26593000] 

Jin et al. Page 19

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



43. Lev B, Roux B, Noskov SY. Relative Free Energies for Hydration of Monovalent Ions from QM 
and QM/MM Simulations. J Chem Theory Comput. 2013; 9:4165–4175. [PubMed: 26592407] 

44. Brooks BR, Brooks CL, Mackerell AD, Nilsson L, Petrella RJ, Roux B, Won Y, Archontis G, 
Bartels C, Boresch S, et al. CHARMM: The Biomolecular Simulation Program. J Comp Chem. 
2009; 30:1545–1614. [PubMed: 19444816] 

45. Cui Q, Elstner M, Kaxiras E, Frauenheim T, Karplus M. A QM/MM Implementation of the Self-
Consistent Charge Density Functional Tight Binding (SCC-DFTB) Method. J Phys Chem B. 2001; 
105:569–585.

46. Zienau J, Cui Q. Implementation of the Solvent Macromolecule Boundary Potential and 
Application to Model and Realistic Enzyme Systems. J Phys Chem B. 2012; 116:12522–12534. 
[PubMed: 22985044] 

47. Gaus M, Goez A, Elstner M. Parametrization and Benchmark of DFTB3 for Organic Molecules. J 
Chem Theory Comput. 2012; 9:338–354. [PubMed: 26589037] 

48. Köhler C, Seifert G, Gerstmann U, Elstner M, Overhof H, Frauenheim T. Approximate Density-
Functional Calculations of Spin Densities in Large Molecular Systems and Complex Solids. Phys 
Chem Chem Phys. 2001; 3:5109–5114.

49. Köhler C, Frauenheim T, Hourahine B, Seifert G, Sternberg M. Treatment of Collinear and 
Noncollinear Electron Spin Within an Approximate Density Functional Based Method. J Phys 
Chem A. 2007; 111:5622–5629. [PubMed: 17428041] 

50. Zhao Y, Truhlar DG. Hybrid Meta Density Functional Theory Methods for Thermochemistry, 
Thermochemical Kinetics, and Noncovalent Interactions: The MPW1B95 and MPWB1K Models 
and Comparative Assessments for Hydrogen Bonding and van der Waals Interactions. J Phys 
Chem A. 2004; 108:6908–6918.

51. Helgaker, T., Jogensen, P., Olsen, J. Molecular Electronic Structure Theory. Wiley and Sons; 2000. 

52. Ali-Torres J, Mirats A, Marechal J, Rodriguez-Santiago L, Sodupe M. Modeling Cu2+-Aβ 
Complexes from Computational Approaches. AIP Adv. 2015; 5:092402.

53. Hay PJ, Wadt WR. Ab initio Effective Core Potentials for Molecular Calculations - Potentials for 
the Transition-Metal Atoms Sc to Hg. J Chem Phys. 1985; 82:270–283.

54. Lamoureux G, Harder E, Vorobyov IV, Roux B, MacKerell AD Jr. A Polarizable Model of Water 
for Molecular Dynamics Simulations of Biomolecules. Chem Phys Lett. 2006; 418:245–249.

55. Schaefer P, Riccardi D, Cui Q. Reliable Treatment of Electrostatics in Combined QM/MM 
Simulation of Macromolecules. J Chem Phys. 2005; 123 Art. No. 014905. 

56. Steinbach PJ, Brooks BR. New Spherical-cutoff Methods for Long-range Forces in 
Macromolecular Simulation. J Comput Chem. 1994; 15:667–683.

57. Van Gunsteren W, Berendsen H. Algorithms for Macromolecular Dynamics and Constraint 
Dynamics. Mol Phys. 1977; 34:1311–1327.

58. Li G, Zhang X, Cui Q. Free Energy Perturbation Calculations with Combined QM/MM Potentials 
Complications, Simplifications, and Applications to Redox Potential Calculations. J Phys Chem B. 
2003; 107:8643–8653.

59. Born M. Z Phys. 1920; 1:45–48.

60. Im W, Berneche S, Roux B. Generalized Solvent Boundary Potential for Computer Simulations. J 
Chem Phys. 2001; 114:2924–2937.

61. Riccardi D, Schaefer P, Cui Q. pKa Calculations in Solution and Proteins with QM/MM Free 
Energy Perturbation Simulations. J Phys Chem B. 2005; 109:17715–17733. [PubMed: 16853267] 

62. Darden T, York D, Pedersen L. Particle Mesh Ewald - An N. Log(N) Method for Ewald Sums in 
Large Systems. J Chem Phys. 1993; 98:10089–10092.

63. Pauling, L. The Nature of the Chemical Bond, Third. 1960. 

64. Firman TK, Landis CR. Valence Bond Concepts Applied to the Molecular Mechanics Description 
of Molecular Shapes. 4. Transition Metals with -Bonds. J Am Chem Soc. 2001; 123:11728–11742. 
[PubMed: 11716730] 

65. Ryckaert JP, Ciccotti G, Berendsen HJC. Numerical Integration of the Cartesian Equations of 
Motion of a System with Constraints: Molecular Dynamics of nalkanes. 1977; 23:327–341.

Jin et al. Page 20

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



66. MacKerell AD Jr, Bashford D, Bellott M, Dunbrack RL Jr, Evenseck JD, Field MJ, Fischer S, Gao 
J, Guo H, Ha S, et al. All-Atom Empirical Potential for Molecular Modeling and Dynamics 
Studies of Proteins. J Phys Chem B. 1998; 102:3586–3616. [PubMed: 24889800] 

67. Frenkel, D., Smit, B. Understanding Molecular Simulation: From Algorithms to Applications. 
Academic Press; 2001. 

68. Evans DJ, Holian BL. The Nose–Hoover thermostat. J Chem Phys. 1985; 83:4069–4074.

69. Shannon RD. Revised Effective Ionic Radii and Systematic Studies of Interatomic Distances in 
Halides and Chalcogenides. Acta Cryst A. 1976; 32:751–767.

70. Bondi A. van der Waals Volumes and Radii. J Phys Chem. 1964; 68:441–451.

71. Guss JM, Harrowell PR, Murata M, Norris VA, Freeman HC. Crystal-Structure Analyses of 
Reduced (CuI) Poplar Plastocyanin at 6 pH Values. J Mol Biol. 1986; 192:361–387. [PubMed: 
3560221] 

72. Stote RH, States DJ, Karplus M. On the Treatment of Electrostatic Interactions in Biomolecular 
Simulations. AIP Conf Proc. 1991; 239:117–117.

73. Nina M, Im W, Roux B. Optimized Atomic Radii for Protein Continuum Electrostatics Solvation 
Forces. Biophys Chem. 1999; 78:89–96. [PubMed: 17030305] 

74. König PH, Hoffmann M, Frauenheim T, Cui Q. A Critical Evaluation of Different QM/MM 
Frontier Treatments with SCC-DFTB as the QM Method. J Phys Chem B. 2005; 109:9082–9095. 
[PubMed: 16852081] 

75. Neilson GW, Newsome JR, Sandstrom M. Neutron Diffraction Study of Aqueous Transition Metal 
Salt Solutions by Isomorphic Substitution. J Chem Soc Faraday Trans 2. 1981; 77:1245–1256.

76. Salmon PS, Neilson GW, Enderby JE. The Structure of Cu2+ Aqueous Solutions. J Phys C: Solid 
State Phys. 1988; 21:1335.

77. Salmon PS, Neilson GW. The Coordination of Cu(II) in a Concentrated Copper Nitrate Solution. J 
Phys : Condens Matter. 1989; 1:5291.

78. Okan SE, Salmon PS. The Jahn-Teller Effect in Solutions of Flexible Molecules: a Neutron 
Diffraction Study on the Structure of a Cu2+ Solution in Ethylene Glycol. Mol Phys. 1995; 
85:981–998.

79. Pasquarello A, Petri I, Salmon PS, Parisel O, Car R, Tóth É, Powell DH, Fischer HE, Helm L, 
Merbach AE. First Solvation Shell of the Cu(II) Aqua Ion: Evidence for Five-fold Coordination. 
Science. 2001; 291:856–859. [PubMed: 11157161] 

80. Sham TK, Hastings JB, Perlman ML. Application of the EXAFS Method to Jahn—Teller Ions: 
Static and Dynamic Behavior of Cu(H2O)62+ and Cr(H2O)62+ in Aqueous Solution. Chem Phys 
Lett. 1981; 83:391–396.

81. Beagley B, Eriksson A, Lindgren J, Persson I, Pettersson LGM, Sandstrom M, Wahlgren U, White 
EW. A Computational and Experimental Study on the Jahn-Teller Effect in the Hydrated Copper 
(II) ion. Comparisons with Hydrated Nickel (II) Ions in Aqueous Solution and Solid Tutton’s Salts. 
J Phys : Condens Matter. 1989; 1:2395.

82. Benfatto M, D’Angelo P, Della Longa S, Pavel NV. Evidence of Distorted Five-fold Coordination 
of the Cu2+ Aqua Ion from an X-ray-Absorption Spectroscopy Quantitative Analysis. Phys Rev B. 
2002; 65:174205.

83. Persson I, Persson P, Sandstrom M, Ullstrom A-S. Structure of Jahn-Teller Distorted Solvated 
Copper(ii) Ions in Solution, and in Solids with Apparently Regular Octahedral Coordination 
Geometry. J Chem Soc, Dalton Trans. 2002:1256–1265.

84. Chaboy J, Muñoz-Páez A, Merkling PJ, Sánchez Marcos E. The Hydration of Cu2+: Can the Jahn-
Teller Effect be Detected in Liquid Solution? J Chem Phys. 2006; 124:064509.

85. Frank P, Benfatto M, Qayyam M, Hedman B, Hodgson KO. A High-resolution XAS Study of 
Aqueous Cu(II) in Liquid and Frozen Solutions: Pyramidal, Polymorphic and Non-
centrosymmetric. J Chem Phys. 2015; 142:084310. [PubMed: 25725734] 

86. Marini GW, Liedl KR, Rode BM. Investigation of Cu2+ Hydration and the JahnTeller Effect in 
Solution by QM/MM Monte Carlo Simulations. J Phys Chem A. 1999; 103:11387–11393.

87. Schwenk CF, Rode BM. New Insights into the Jahn–Teller Effect through Ab Initio Quantum-
Mechanical/Molecular-Mechanical Molecular Dynamics Simulations of CuII in Water. Chem Phys 
Chem. 2003; 4:931–943. [PubMed: 14562438] 

Jin et al. Page 21

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



88. Schwenk CF, Rode BM. Extended Ab Initio Quantum Mechanical/Molecular Mechanical 
Molecular Dynamics Simulations of Hydrated Cu2+ J Chem Phys. 2003; 119:9523–9531.

89. Schwenk CF, Rode BM. Influence of Electron Correlation Effects on the Solvation of Cu2+ J Am 
Chem Soc. 2004; 126:12786–12787. [PubMed: 15469268] 

90. Blumberger J, Bernasconi L, Tavernelli I, Vuilleumier R, Sprik M. Electronic Structure and 
Solvation of Copper and Silver Ions: A Theoretical Picture of a Model Aqueous Redox Reaction. J 
Am Chem Soc. 2004; 126:3928–3938. [PubMed: 15038747] 

91. Amira S, Spangberg D, Hermansson K. Distorted Five-Fold Coordination of Cu2+(aq) from a Car-
Parrinello Molecular Dynamics Simulation. Phys Chem Chem Phys. 2005; 7:2874–2880. 
[PubMed: 16189606] 

92. de Almeida KJ, Murugan NA, Rinkevicius Z, Hugosson HW, Vahtras O, Agren H, Cesar A. 
Conformations, Structural Transitions and Visible Near-infrared Absorption Spectra of Four-, 
Five- and Six-coordinated Cu(II) Aqua Complexes. Phys Chem Chem Phys. 2009; 11:508–519. 
[PubMed: 19283268] 

93. Liu X, Lu X, Jan Meijer E, Wang R. Hydration Mechanisms of Cu2+: Tetra-, Penta- or Hexa-
coordinated? Phys Chem Chem Phys. 2010; 12:10801–10804. [PubMed: 20657900] 

94. Blumberger J. Cuaq+/Cuaq2+ Reaction Exhibits Strong Nonlinear Solvent Response Due to 
Change in Coordination Number. J Am Chem Soc. 2008; 130:16065–16068. [PubMed: 19032099] 

95. Liu X, Cheng J, Sprik M. Aqueous Transition-Metal Cations as Impurities in a Wide Gap Oxide: 
The Cu2+/Cu+ and Ag2+/Ag+ Redox Couples Revisited. J Phys Chem B. 2015; 119:1152–1163. 
[PubMed: 25386900] 

96. El-Nahas AM, Tajima N, Hirao K. Binding Energies and Electronic Structures of Cu+(OH2)n and 
Cu+(NH3)n (n=1–4): Anomaly of the Two Ligand Cu+ Complexes. THEOCHEM. 1999; 469:201–
213.

97. Burda JV, Pavelka M, Šimánek M. Theoretical Model of Copper Cu(I)/Cu(II) Hydration. DFT and 
Ab Initio Quantum Chemical Study. THEOCHEM. 2004; 683:183–193.

98. Frank P, Benfatto M, Szilagyi RK, D’Angelo P, Longa SD, Hodgson KO. The Solution Structure of 
[Cu(aq)]2+ and Its Implications for Rack-Induced Bonding in Blue Copper Protein Active Sites. 
Inorg Chem. 2005; 44:1922–1933. [PubMed: 15762718] 

99. Bryantsev VS, Diallo MS, van Duin AC, Goddard WA III. Hydration of Copper(II): New Insights 
from Density Functional Theory and the COSMO Solvation Model. J Phys Chem A. 2008; 
112:9104–12. [PubMed: 18763748] 

100. Bryantsev VS, Diallo MS, Goddard WA III. Computational Study of Copper(II) Complexation 
and Hydrolysis in Aqueous Solutions Using Mixed Cluster/Continuum Models. J Phys Chem A. 
2009; 113:9559–67. [PubMed: 19655778] 

101. Rios-Font R, Sodupe M, Rodríguez-Santiago L, Taylor PR. The Role of Exact Exchange in the 
Description of Cu(H2O)n2+ (n = 1–6) Complexes by Means of DFT Methods. J Phys Chem A. 
2010; 114:10857–10863. [PubMed: 20849102] 

102. Heyd J, Scuseria G, Ernzerhof M. Hybrid Functionals Based on a Screened Coulomb Potential. J 
Chem Phys. 2003; 118:8207–8215.

103. Rorabacher DB. Electron Transfer by Copper Centers. Chem Rev. 2004; 104:651–698. [PubMed: 
14871138] 

104. Ciavatta L, Ferri D, Palombari R. On the Equilibrium Cu2+ + Cu(s) ⇌ 2 Cu+ J Inorg Nucl Chem. 
1980; 42:593–598.

105. Iino T, Ohashi K, Mune Y, Inokuchi Y, Judai K, Nishi N, Sekiya H. Infrared Photodissociation 
Spectra and Solvation Structures of Cu(H2O)n+ (n=0;1–4). Chem Phys Lett. 2006; 427:24–28.

106. Iino T, Ohashi K, Inoue K, Judai K, Nishi N, Sekiya H. Infrared Spectroscopy of Cu+(H2O)n and 
Ag+(H2O)n: Coordination and Solvation of Noble-Metal Ions. J Chem Phys. 2007; 126:194302. 
[PubMed: 17523799] 

107. Lamble G, Moen A, Nicholson DG. Structure of the Diammine Copper(I) Ion in Solution. An X-
ray Absorption Spectroscopic Study. J Chem Soc Faraday Trans. 1994; 90:2211–2213.

108. Magnera TF, David DE, Stulik D, Orth RG, Jonkman HT, Michl J. Production of Hydrated Metal 
Ions by Fast Ion or Atom Beam Sputtering. Collision-Induced Dissociation and Successive 

Jin et al. Page 22

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Hydration Energies of Gaseous Copper+ with 1–4 Water Molecules. J Am Chem Soc. 1989; 
111:5036–5043.

109. Goyal P, Qian HJ, Irle S, Lu X, Roston D, Mori T, Elstner M, Cui Q. Feature Article: Molecular 
Simulation of Water and Hydration Effects in Different Environments: Challenges and 
Developments for DFTB Based Models. J Phys Chem B. 2014; 118:11007–11027. [PubMed: 
25166899] 

110. Kastenholz MA, Hünenberger PH. Computation of Methodology-Independent Ionic Solvation 
Free Energies from Molecular Simulations. I. The Electrostatic Potential in Molecular Liquids. J 
Chem Phys. 2006; 124:124106, 1–27. [PubMed: 16599661] 

111. Kastenholz MA, Hünenberger PH. Computation of Methodology-Independent Ionic Solvation 
Free Energies from Molecular Simulations. II. The Hydration Free Energy of the Sodium Cation. 
J Chem Phys. 2006; 124:224501, 1–20. [PubMed: 16784292] 

112. Lu X, Cui Q. Charging Free Energy Calculations Using the Generalized Solvent Boundary 
Potential (GSBP) and Periodic Boundary Condition: A Comparative Analysis Using Ion 
Solvation and Reduction Potential in Proteins. J Phys Chem B. 2013; 117:2005–2018. [PubMed: 
23347181] 

113. Lin YL, Aleksandrov A, Simonson T, Roux B. An Overview of Electrostatic Free Energy 
Computations for Solutions and Proteins. J Chem Theory Comput. 2014; 10:2690–2709. 
[PubMed: 26586504] 

114. Lide, DR., editor. CRC Handbook Chemistry and Physics. 85. CRC Press; 2005. 

115. Li H, Webb SP, Ivanic J, Jensen JH. Determinants of the Relative Reduction Potentials of Type-1 
Copper Sites in Proteins. J Am Chem Soc. 2004; 126:8010–8019. [PubMed: 15212551] 

116. Olsson MHM, Ryde U, Roos BO. Quantum Chemical Calculations of the Reorganization Energy 
of Blue-copper Proteins. Prot Sci. 1998; 7:2659–2668.

117. Frank P, Benfatto M, Hedman B, Hodgson KO. Solution [Cu(amm)]2+ is a Strongly Solvated 
Square Pyramid: A Full Account of the Copper K-edge XAS Spectrum Within Single-Electron 
Theory. Inorg Chem. 2008; 47:4126–4139. [PubMed: 18426203] 

118. Choi M, Davidson VL. Cupredoxins - A Study of How Proteins May Evolve to Use Metals for 
Bioenergetic Processes. Metallomics. 2011; 3:140–151. [PubMed: 21258692] 

119. Solomon EI, Hadt RG. Recent Advances in Understanding Blue Copper Proteins. Coord Chem 
Rev. 2011; 255:774–789.

120. Hadt RG, Sun N, Marshall NM, Hodgson KO, Hedman B, Lu Y, Solomon E. Spectroscopic and 
DFT Studies of Second-Sphere Variants of the Type 1 Copper Site in Azurin: Covalent and Non-
local Electrostatic Contributions to Reduction Potentials. J Am Chem Soc. 2012; 134:16701–
16716. [PubMed: 22985400] 

121. Warren JJ, Lancaster KM, Richards JH, Gray HB. Inner- and Outer-Sphere Metal Coordination in 
Blue Copper Proteins. J Inorg Biochem. 2012; 115:119–126. [PubMed: 22658756] 

122. Olsson MHM, Hong G, Warshel A. Frozen Density Functional Free Energy Simulations of Redox 
Proteins: Computational Studies of the Reduction Potential of Plastocyanin and Rusticyanin. J 
Am Chem Soc. 2003; 125:5025–5039. [PubMed: 12708852] 

123. van den Bosch M, Swart M, Snijdes JG, Berendsen HJC, Mark AE, Oostenbrink C, van 
Gunsteren WF, Canters GW. Calculation of the Redox Potential of the Protein Azurin and Some 
Mutants. Chem Bio Chem. 2005; 6:738–746.

124. Cascella M, Magistrato A, Tavernelli I, Carloni P, Rothlisberger U. Role of Protein Frame and 
Solvent for the Redox Properties of Azurin from Pseudomonas aeruginosa. Proc Natl Acad Sci 
USA. 2006; 103:19641–19646. [PubMed: 17179046] 

125. Canters GW, Kolczak U, Armstrong F, Jeuken LJC, Camba R, Sola M. The Effect of pH and 
Ligand Exchange on the Redox Properties of Blue Copper Proteins. Faraday Diss. 2000; 
116:205–220.

126. Hulsker R, Mery A, Thomassen EA, Ranieri A, Sola M, Verbeet MP, Kohzuma T, Ubbink M. 
Protonation of a Histidine Copper Ligand in Fern Plastocyanin. J Am Chem Soc. 2007; 
129:4423–4429. [PubMed: 17367139] 

Jin et al. Page 23

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



127. Kaminski S, Giese TJ, Gaus M, York DM, Elstner M. Extended Polarization in Third-order SCC-
DFTB from Chemical-Potential Equalization. J Phys Chem A. 2012; 116:9131–9141. [PubMed: 
22894819] 

128. Giese TJ, York DM. Density-Functional Expansion Methods: Grand Challenges. Theor Chem 
Acc. 2012; 131:1–17.

129. Christensen AS, Elster M, Cui Q. Improving Intermolecular Interactions in DFTB3 Using 
Extended Polarization from Chemical-Potential Equalization. J Chem Phys. 2015; 143:084123. 
[PubMed: 26328834] 

130. Crane BR, Di Bilio AJ, Winkler JR, Gray HB. Electron Tunneling in Single Crystals of 
Pseudomonas aeruginosa Azurins. J Am Chem Soc. 2001; 123:11623–11631. [PubMed: 
11716717] 

131. Riccardi D, Cui Q. pKa Analysis for the Zinc-bound Water in Human Carbonic Anhydrase II: 
Benchmark for “Multi-scale” QM/MM Simulations and Mechanistic Implications. J Phys Chem 
A. 2007; 111:5703–5711. [PubMed: 17506534] 

132. Ghosh N, Cui Q. pKa of Residue 66 in Staphylococal nuclease: Insights from QM/MM 
Simulations with Conventional Sampling. J Phys Chem B. 2008; 112:8387–8397. [PubMed: 
18540669] 

133. Gaus, M., Goyal, P., Hou, G., Lu, X., Pang, X., Zienau, J., Xu, X., Elstner, M., Cui, Q. Molecular 
Modeling at the Atomic Scale: Methods and Applications in Quantitative Biology. In: Zhou, RH., 
editor. Chapter Toward Quantitative Analysis of Metalloenzyme Function using MM and Hybrid 
QM/MM Methods: Challenges, Methods and Recent Applications. Springer; 2014. p. 33

Jin et al. Page 24

J Phys Chem B. Author manuscript; available in PMC 2017 November 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
The three systems studied here: (a) copper reduction in water; (b) oxidation of [Cu(I)

(NH3)4]+ in water; (c) copper reduction in a blue copper protein, plastocyanin. In (a–c), the 

minimal QM region is highlighted with a different representation compared to the solvent or 

the rest of the protein. In (c), 310 helices are colored violet, extended β sheet regions are 

colored orange, bridge β sheet regions are colored lime green, turns are colored ice-blue, and 

coils are colored pink. The figures are generated using VMD.39
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Figure 2. 
Coordination environment of a Cu(II) ion in water. (a–b) Snapshots from DFTB3/MM 

simulations that illustrate the six- and five-coordinated species. (c–d) Cu-O radial 

distribution function and coordination number function from different simulations and 

neutron diffraction experiment.79 The CPMD/BLYP results are taken from Ref. 79 and those 

from AMEOBA from Ref. 29.
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Figure 3. 
Coordination environment of a Cu(I) ion in water. (a–b) Snapshots from B3LYP/MM and 

DFTB3/MM simulations; the former features a distorted tetrahedron coordination while the 

latter is dominated with a first solvation shell that contains two closely coordinated water. (c) 

Radial distribution function of water near Cu(I) and the integrated coordination number. See 

Supporting Information for additional discussion on the dependence of second-shell 

properties on the QM region size and FIRES potential.
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Figure 4. 
Cu(I)/Cu(II)-water gas phase models studied to compare different computational methods. 

(a) [Cu(II)(H2O)6]2+; (b) [Cu(II)(H2O)5]2+ (c) [Cu(I)(H2O)4]+. See Table 2 for optimized 

values of distances and angles; see Supporting Information for additional results, including 

the relative stability of the two types of [Cu(I)(H2O)4]+ configurations in (c).
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Figure 5. 
Energy gap distribution (calculated at the B3LYP/MM level) using snapshots taken from 

B3LYP/MM and DFTB3/MM Cu(I) trajectories. Plotted from left to right are the 

distributions of energy gap calculated by including two, four, six closest or all water 

molecules to the copper center.
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Figure 6. 
Comparison of energies obtained from the VALBOND force field, DFTB3 and DFT 

calculations (B3LYP/6-31G(d,p)) for 50 snapshots of [Cu(II)(NH3)4(H2O)2]2+ taken from 

the MD simulations.
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Figure 7. 
Radial distribution function (RDF) of the water oxygen with respect to the Cu ion obtained 

from the equilibrium simulation of 10 ns using VALBOND force field (left) and 5 ns using 

DFTB3/MM (right).
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Figure 8. 
Distribution of water molecules around Cu(I)/Cu(II) ion at a distance of 3 Å obtained from 

the equilibrium simulation of (a–b) 10 ns using VALBOND and (c–d) 5 ns using 

DFTB3/MM.
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Figure 9. 
Radial distribution function (RDF) of the water oxygen with respect to the Cu ion obtained 

from 90 ps of equilibrium B3LYP/MM simulation.
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Figure 10. 
Running coordination number NO–Cu(r) of water oxygen with respect to the Cu ion obtained 

from the non-equilibrium simulation at different time intervals using VALBOND force field 

(left panel) (averaged over 100 trajectories except the dotted green line which is only a 

single trajectory) and using DFTB3/MM (averaged over 20 trajectories except the dotted 

green line which is only a single trajectory) (right panel) along with the equilibrium 

NO–Cu(r).
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Figure 11. 
Overlay of the crystal structure (PDB ID 5PCY) of plastocyanin with representative 

structures from Cu(I) and Cu(II) PBC simulations. The crystal structure and the 

representative structures from simulations are aligned based on the backbone heavy atoms. 

The representative structures from the Cu(I) and Cu(II) PBC simulations are chosen such 

that they have the smallest backbone heavy atom RMSD relative to the average protein 

structures in the simulations. The active site in the crystal structure is colored by atom type 

and the cartoon representation for the protein is colored using the same scheme as in Fig. 1c. 

The representative structure from Cu(I) PBC simulation is colored lime green, and that from 

Cu(II) PBC simulation is colored tan. (a) Overlay of the entire structure. (b) Overlay of the 

active site region (copper is coordinated with His 37, His 87, Cys 84 and Met 92).
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Figure 12. 
RMSD for selected atoms during the PBC simulations for (a) Cu(I) and (b) Cu(II) states of 

plastocyanin.
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Figure 13. 
Water oxygen radial distribution function around (a) copper (b) Nε of His 87 from 

independent GSBP and PBC simulations.
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Table 1

Calculated binding energy for water to [Cu(H2O)5]2+ to form [Cu(H2O)6]2+a

Method Binding Energy (kcal/mol)

B3LYP/aug-cc-pVTZ −19.9

BLYP/aug-cc-pVTZ −16.8

B3LYP/lanl2dz/6-31G(d) −25.7

BLYP/lanl2dz/6-31G(d) −21.2

DFTB3 −21.2

CCSD(T)/aug-cc-pVTZ −23.8

a
Optimized at the respective level, except for CCSD(T), for which B3LYP/aug-cc-pVTZ structures are used.
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