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A 55-year-old woman presents seeking treatment with clear symptoms of a major depressive 

episode. This is her third such episode. She reports that sertraline worked well for her the 

first time. The second time, however, it made her dizzy and she had to discontinue; she 

eventually responded well to bupropion. She expresses a preference for medication over 

psychotherapy but is not sure which one to try. What do you do? Do you try bupropion 

again? It worked last time, but in exploring her current symptoms it is clear that she has 

prominent feelings of somatic and psychological anxiety that she did not experience last 

time. Overall, her condition is less acute, and you recall a meta-analysis suggesting that anti-

depressants are less effective in milder cases of depression. She experienced trauma during 

adolescence, has been unable to fall asleep in the evenings, and has extreme feelings of 

worthlessness. How do these factors relate to her diagnosis, prognosis, or likely treatment 

response?

Modern medicine is increasingly focused on evidence-based practice: the systematic study 

of what treatments work best for a given problem. The gold standard tool in this regard is the 

large, double-blind, placebo-controlled trial. Results from such trials may be further 

combined in meta-analyses that pool data across studies or via systematic reviews. This 

process is ultimately designed to leverage a large body of data to make broad generalizations 

about a population (e.g., for individuals with major depressive disorder, selective serotonin 

reuptake inhibitors are an effective first-line treatment).

But each patient is unique—and for psychiatry in particular, their uniqueness may be 

relevant to care. For example, for the patient above, how do you factor in the history of early 

trauma? Or how would you factor in a family history of bipolar disorder? Or even her 

religious and cultural background?

While clinical trials are designed to minimize the impact of individual patient nuance, we 

know that these nuances can be crucial. For example, among a group of patients with first-

episode psychosis, Cannon et al. (1) found that those with higher levels of unusual thought 
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content converted to schizophrenia sooner than those who did not. In depression, patients 

who were abused as children have been shown to respond better to cognitive behavioral 

therapy than to the antidepressant nefazodone (2). The scientific literature is brimming with 

examples like these: variables that have small but meaningful associations with clinical 

outcomes.

Sometimes these minor differences can add up to a much larger story. In 2006, Perlis et al. 
(3) studied whether it was possible to distinguish at time of presentation individuals with 

unipolar versus bipolar depression. Most of the variations they identified were small—e.g., 

slightly more apparent sadness in the unipolar patients, slightly more pessimistic thoughts in 

the bipolar patients—and had little predictive value on their own. When taken together, 

though, a bigger picture emerged. With mathematical modeling, it was possible to correctly 

differentiate unipolar from bipolar depression 87% of the time (3).

To imagine that an individual clinician can accurately factor these data into his or her 

decision-making would be a fallacy. Given the seemingly infinite ways in which any two 

patients may be dissimilar, the number of “personalized” rules to remember vastly exceeds 

human capacity (4). As clinicians, we intuitively know this to be true and may feel 

alternately helpless, scared, or frustrated as we stare into this abyss of unknowns.

Computational psychiatry embraces this uncertainty. Put simply, the field is based on the 

idea that advanced computer models can help us navigate the complexity of modern 

psychiatry. It falls within a broader movement toward “personalized medicine”—a focus on 

individuals, not averages, with the goal of leveraging each person’s unique biological and 

behavioral profile to improve patient care.

Trying to leverage individual data, though, is no small mathematical feat. The complexity of 

different models can escalate quickly, rendering traditional models unviable. As a simple 

example, if two potentially interesting input variables (such as body mass index and waist 

circumference) are related to one another (a phenomenon known as collinearity), this 

violates assumptions of traditional analytic approaches like linear regression. Standard 

approaches also struggle when the number of potential factors becomes large, such as if 

there are more variables of interest than the number of available patients. Historically, this 

has forced researchers to limit the number of factors in their analysis (or to use stepwise 

approaches).

Advances in computing power and novel statistical techniques offer a different approach, 

known as machine learning. The term, coined roughly in the 1950s, refers to a technique 

whereby computers (machines) identify relationships (learn) without being explicitly 

programmed. Rather than having to manually predetermine a subset or specific combination 

of variables, computer algorithms can iteratively comb through large amounts of data and 

determine on their own which are relevant.

We know, of course, that these approaches are already widespread—and extraordinarily 

successful—in a range of nonmedical settings. Virtually every aspect of our online 

experience is personally tailored: what results show up in your Google search, what books 

Chekroud et al. Page 2

Biol Psychiatry. Author manuscript; available in PMC 2017 December 03.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Amazon recommends that you read, even the advertisement you may be seeing alongside 

this article in your web browser.

In health care, opportunities for this approach are broad but still nascent. In oncology, for 

example, multiple treatments are often mixed and matched according to the biological 

profile of a tumor, which can be determined with the help of machine learning algorithms. 

While promising, this approach may not be enough to overcome extraordinarily complex 

biology: even within the same patient, dramatic heterogeneity has been found even within a 

single tumor (5). More recently, spurred by great progress in training machines to perform 

image recognition tasks, dermatology has seen how algorithms can predict whether a given 

lesion is cancerous (6).

A number of computational approaches are now being tried in psychiatry, as well. One 

recent example entailed using machine learning approaches to predict treatment response to 

different selective serotonin reuptake inhibitors. For decades, patients have endured a trial-

and-error process with multiple medications before finding the right one. With this in mind, 

Chekroud et al. (7) analyzed the symptom profiles of more than 4000 patients with 

depression, using artificial intelligence to determine which patients would respond best to a 

specific antidepressant (citalopram, in this case). When looking for predictive relationships, 

the algorithm simultaneously considered more than 160 potential variables—far too many 

for traditional approaches. The algorithm homed in on a broad array of clinical features, 

including the presence of somatic complaints, insomnia, and previous exposure to traumatic 

events. Overall, the algorithm was able to accurately predict which patients would 

experience remission with citalopram—in fact, predicting as accurately as practicing 

psychiatrists—and is now regularly used through an online questionnaire (8).

The field of computational psychiatry is not just trying to improve what we do with patients

—it is also about expanding what we know about mental disorders (9). Just as some 

researchers have used computer algorithms to make predictions, others have used them to 

develop and refine formal models of psychiatric illness. These models can then be compared 

to the basic frameworks by which we define psychiatric illnesses. While there are 

compelling reasons for how and why the DSM has evolved to its current state, a major 

problem is that it is largely syndrome based, without connection to underlying 

pathophysiology.

Computational methods offer the possibility of identifying more parsimonious diagnostic 

groupings and, in the process, may further elucidate underlying behavioral and 

neurobiological processes (9). The model put forward by Petzschner et al. (10) in this issue 

of Biological Psychiatry is one such attempt to offer a formal computational taxonomy for 

understanding psychiatric disease. The authors propose an overarching statistical framework 

for considering behavior that is based on hierarchical Bayesian models. These are statistical 

models that have multiple levels (e.g., an education model can have components at the level 

of the classroom and others at the level of the school), and where parameters are estimated 

using Bayesian methods (a technique whereby current observations are combined with 

previous beliefs).
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Petzschner et al.’s general thesis is that we can conceptualize behavior in terms of loops 

between beliefs and observations, and that this conceptualization can be implemented as a 

hierarchical Bayesian model. Once we have this framework, we can be more precise and 

systematic about how and why disruptions might emerge. Ultimately, the authors hope that 

we may one day be able to describe psychiatric phenotypes more effectively by isolating 

specific components of these computational models.

What does the future look like for computational psychiatry? Broadly speaking, it can be 

helpful to think about computational approaches as aiming either to improve what we know 

or to improve what we do. If and when they are successful, treatment-oriented studies have 

the potential to be incorporated into clinical practice relatively quickly—though such 

changes may address relatively narrow questions or populations. The Petzschner et al. study 

is a fine example of a framework that may iteratively improve our overall understanding of 

mental illness—though it may be many years before such changes directly translate into new 

diagnostic schema or improved clinical outcomes.

In the long run, there is hope that computational tools—currently constrained to specific 

clinical decisions and patient strata—might become more widespread, useful, and accessible 

to clinicians and their patients. The path forward will not be easy [see (4)], requiring 

considerable effort to collect data routinely in clinical practice and a shift in physician 

education as tools become more prevalent. However, the vision is compelling—if we 

approach patient care with the same degree of innovation and computational rigor as the 

Googles and Amazons of the world, perhaps our treatments will be as successful as our 

advertisements.
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