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Abstract: Bilateral cochlear implant users often have difficulty fusing
sounds from the two ears into a single percept. However, measuring
fusion can be difficult, particularly with cochlear implant users who
may have no reference for a fully fused percept. As a first step to address
this, this study examined how localization performance of normal hear-
ing subjects relates to binaural fusion. The stimuli were vocoded speech
tokens with various interaural mismatches. The results reveal that the
percentage of stimuli perceived as fused was correlated with localization
performance, suggesting that changes in localization performance can
serve as an indicator for binaural fusion changes.
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1. Introduction

Bilateral cochlear implants (CIs) can improve speech understanding in noisy environ-
ments as well as improve sound localization (Dunn et al., 2010; van Hoesel, 2004;
Litovsky et al., 2012). Patients with bilateral CIs receive some of the benefits that
come with binaural hearing, but they often still have difficulty with binaural fusion,
i.e., fusing sounds from the two ears together into a unitary percept (Kan et al., 2013).
However, reliably measuring binaural fusion can be challenging. The concept of binau-
ral fusion is often difficult to explain to participants, resulting in participant-dependent
differences that may not reflect differences in binaural fusion. Additionally, some CI
users may not perceive fused sounds with their processors (Fitzgerald et al., 2015) and
thus not have a reference for what a fused percept sounds like, increasing the potential
unreliability of the task for that population.

Unlike fusion, localization judgments are something that participants regularly do
in their daily life. Additionally, localization performance and binaural fusion may be
affected by similar factors. For example, Goupell et al. (2013) and Kan et al. (2013) found
that large interaural mismatches resulted in both reduced lateralization (which relies on the
same binaural cues as localization) and reduced binaural fusion. As such, although localiza-
tion likely does not depend solely on binaural fusion, it may be possible to use changes in
localization performance as an indicator of changes in binaural fusion. However, this can
only be done if changes in localization performance are correlated with changes in binaural
fusion. The purpose of this study was to determine whether this is the case.

To examine the relationship between changes in binaural fusion and changes
in localization ability, a vocoder simulation was used to manipulate interaural mis-
matches, which have been shown to affect both binaural fusion and localization abili-
ties (Goupell et al., 2013; Kan et al., 2013).

2. Methods

2.1 Participants

Eight normal hearing listeners, 4 female and 4 male, ages ranging from 22 to 23 years
old participated in this experiment. All participants had pure tone thresholds �25 dB
hearing level from 0.25 to 8 kHz. Thresholds did not differ by more than 15 dB
between the left and right ear.

2.2 Equipment

The stimuli were presented using an Edirol UA-25 external soundcard and delivered
over Sennheiser HDA 200 headphones in a double-walled sound attenuating booth.
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The left and right headphones were separately calibrated with the SoundCheck 12.0
software using an artificial ear, microphone, and preamplifier (Br€uel and Kjær type
4153, 4192, and 2669, respectively).

2.3 Vocoder

The stimuli were vocoded by first high-pass filtering them at 1200 Hz with a 6 dB per
octave roll-off to add pre-emphasis. Next, eight bandpass filters were used for each ear
to simulate an eight-channel cochlear implant, with a frequency range between 200 Hz
and 9 kHz using a 4th order Butterworth filter with forward filtering. This corre-
sponded to a center frequency spanning 21 mm along the cochlea. These filters were
designed to sample frequency ranges that were equally spaced along the cochlea based
on the equation by Greenwood (1990). The envelope of each band was extracted by
half-wave rectification followed by low pass filtering at 160 Hz using a 4th order
Butterworth filter. These parameters were chosen because they are similar to what are
typically found in cochlear implants (e.g., Zeng, 2004). The envelopes for each channel
were then convolved with narrowband noise.

Interaural mismatches were created by shifting the carrier filters for the apical
end of the right simulated array to cover an approximately 20.8, 19.9, 18.4, 16.8, or
15.3 mm extent of the cochlea (see the top panel of Fig. 1), corresponding to an aver-
age mismatch of 0, 0.5, 1.2, 2, and 2.8 mm. This approach resulted in high frequency
carrier filters that were largely interaurally matched alongside low frequency carrier fil-
ters that contained interaural mismatches. These conditions were chosen as ones that
would sample a large range of fusion from nearly complete fusion to virtually no
fusion based on the results from Aronoff et al. (2015). Additionally, the range of inter-
aural mismatches approximately spanned the range of pitch mismatches found with
clinical maps in Aronoff et al. (2016). All channels were summed for each ear and the
waveforms were combined to create a single two-channel audio signal.

2.4 Fusion task

The subjects were seated in front of a monitor within a double-walled sound attenuat-
ing booth. The stimuli were based on those from Aronoff et al. (2015) and consisted of
vocoded versions of the words yam and pad spoken by a male speaker, presented at
65 dB(A). Two fusion measures were used, referred to here as the fused/unfused mea-
sure and the punctate/diffuse measure. For the fused/unfused measure, the following
question was presented on the screen for each participant: “Do you hear the same
sound at both ears or a different sound at each ear?” Participants had two buttons to

Fig. 1. (Color online) Experimental procedures. The top panel shows the center of the carrier filters across con-
ditions. The analysis filters were always the same as the left ear carrier filters. The bottom panel shows examples
from the punctate/diffuse measure. The numbers indicate the step number used for analysis, the heads indicate
what the participant saw for different amounts of dial movements.
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select from, one labeled “same” and one labeled “different.” The next trial was initi-
ated once the participant selected a response. There were 60 trials per condition for
each of the five conditions. Trials were grouped into three blocks of 100 trials each.
All conditions were tested in all blocks.

For the punctate/diffuse measure, participants indicated what they heard,
ranging from a punctate sound to a diffuse sound to separate sounds at each ear.
Participants saw an image of a head with a small oval in the center. By turning a dial,
they were able to make the oval, representing the number and size of the auditory
images in their head, larger or smaller (see the bottom panel of Fig. 1). Initially, clock-
wise dial turns increased the size of the oval and counter-clockwise dial turns decreased
the size of the oval. Once the oval was as large as the head, continuing to turn the dial
clockwise resulted in the oval splitting into two ovals, one at each ear, with the two
ovals decreasing in size as the dial was moved further clockwise. The dial creates dis-
crete steps and the number of steps (i.e., 0¼ small oval in the center of the head;
8¼ large oval in the center of the head; 16¼ small ovals at each ear; see Fig. 1) was
used as an ordinal scale of fusion. Responses could range anywhere from 0 to 16 steps.
There were 60 trials per condition for each of the five conditions. Trials were grouped
into three blocks of 100 trials each. All conditions were tested in all blocks.

2.5 Localization task

For the localization task, the stimuli from the fusion task were processed by a head
related transfer function (HRTF) to create virtual locations. These HRTFs were gener-
ated by recording from a microphone in a Zwislocki coupler on a Knowles Electronics
Manikin for Acoustic Research (KEMAR) and were the HRTFs labeled “acoustic
hearing” in Aronoff et al. (2012). The vocoded stimuli were convolved with the
HRTF. To reduce the time requirements for the localization task, only the yam stimuli
were used. The same mismatch conditions from the fusion task were used (i.e., an aver-
age mismatch of 0, 0.5, 1.2, 2, and 2.8 mm).

Testing largely followed the procedures in Aronoff et al. (2012). Subjects were
asked to locate the stimulus presented from one of twelve virtual locations in the rear
field, where the sensitivity to auditory spatial cues is most critical. The locations were
spaced 15� apart, ranging from 97.5� to 262.5�. The locations were numbered from 1
to 12, with number 1 located at 97.5� (right) and number 12 located at 262.5� (left).
Subjects were provided with a screen that showed each location relative to a drawing
of a head. The subject’s task was to identify the location from which the stimulus orig-
inated, clicking on the button located at the appropriate position.

Prior to testing in each condition, subjects were familiarized with the stimulus
locations by listening to the stimulus presented once at each of the twelve locations,
starting from the rightmost location and ending at the leftmost location. The location
of each stimulus was indicated by having the corresponding location briefly turn yel-
low. After familiarization, subjects were presented with a practice test that included
each location presented once in a random order. There was no minimum score
required to move from the practice to the test session. No feedback was provided dur-
ing the practice or test sessions. For the practice and test sessions, the target was pre-
sented once at a given location prior to the subject indicating the perceived location.
Each location was presented six times, randomly ordered. The final score was deter-
mined by calculating the RMS localization error, in degrees, based on all 72 responses.

3. Data analysis

Because there is dependency across conditions and dependency across tasks (i.e., the
same people completed all tasks and conditions), but not across subjects, and depen-
dent variables are being compared, it was not valid to use a standard regression, a
standard correlation, or a mixed effects regression analysis. To handle the complex
dependencies, a bootstrap analysis was conducted whereby participants were randomly
chosen with replacement and the entire dataset for that participant was used as part of
the bootstrap distribution. This process was repeated until the number of participants
in the bootstrap distribution was the same as the number in the original dataset.
Because sampling was done with replacement, some participants were included multi-
ple times and some not at all for a given bootstrap distribution. This meant that the
bootstrap distributions maintained the same dependencies as the original dataset.

To determine the relationship between localization ability and the two fusion
metrics, two analyses were conducted. A Pearson correlation was conducted comparing
the localization and fused/unfused measure using the bootstrap distribution. Because
the punctate/diffuse measure is ordinal data, a Spearman correlation was conducted
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comparing the localization and punctate/diffuse measure using the same bootstrap dis-
tribution. The r values from the correlations were recorded.

This process of resampling with replacement and conducting Pearson and
Spearman correlations was repeated 599 times and r values from each analysis were
rank ordered. The range of the 572 (i.e., 95%) central r values for each analysis indi-
cated the 95% confidence intervals for the correlation. If these confidence intervals
included zero, it would indicate that there was not a significant correlation.

4. Results

The correlation between localization performance and the percentage of stimuli per-
ceived as fused was analyzed. The results indicated that there was a significant inverse
correlation between localization performance and performance on the fused/unfused
task (95% confidence interval for r¼�0.6 to �0.8; median value¼�0.7; note that
increased fusion leads to higher numbers on the fused/unfused task but better localiza-
tion is indicated by lower numbers). The correlation between localization performance
and the diffuseness of the percept was also analyzed. There was also a significant rela-
tionship between localization performance and performance on the punctate/diffuse
task (95% confidence interval for r¼ 0.1 to 0.6; median value¼ 0.3; note that more
punctate sounds result in lower numbers and better localization also leads to lower
numbers; see Fig. 2).

5. Discussion

Localization RMS errors varied with the degree of interaural mismatch. However,
even in the condition with no mismatch, the localization error averaged over listeners
was 31�, which is slightly larger than errors usually found in CI listeners. For example,
Nopp et al. (2004), Aronoff et al. (2010), and Majdak et al. (2011) found RMS errors
of 29�, 27�, and 23�, respectively. The better localization performance found in CI lis-
teners may originate from their better adaptation to the listening situation. NH sub-
jects typically listen to stimuli without any interaural mismatch. Also the NH subjects
in the current study did not have training in listening via a CI simulation, which
reduces the availability of cues required for accurate sound localization.

Similarly, both the likelihood of a fused percept and the diffuseness of the per-
cept varied with the degree of interaural mismatch. It is difficult to directly compare
fusion across studies since different studies use different measures of fusion. However,
subjects were slightly more sensitive to increases in interaural mismatch than predicted
based on the linear fit in Aronoff et al. (2015) of similarly vocoded and mismatched
stimuli (26% per mm mismatch in Aronoff et al., 2015, compared to 33% in the cur-
rent study). This may reflect subject-specific differences in ITD sensitivity, consistent
with the variability in performance across subjects in the current study (see Fig. 2).

Comparing fusion and localization results indicated that fusion correlated with
localization performance. The correlation was strongest with the fused/unfused task,
accounting for nearly 50% of the variance. In contrast, the correlation with the punc-
tate/diffuse task accounted for less than 10% of the variance, suggesting that localiza-
tion is less affected by the diffuseness of a percept. Additionally, despite results from
the fused/unfused task indicating that unfused percepts were common, particularly for
the 2 and 2.8 mm mismatch conditions, only a few participants perceived the stimuli as
split into a left and right ear percept in the punctate/diffuse task (a score of 9 or

Fig. 2. Results showing that localization performance is correlated with fusion. Light lines indicate individual
performance, dark lines indicate median values. The dashed line indicates chance as determined in Aronoff
et al. (2010) using a Monte Carlo simulation.
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more). This may suggest that the measure of binaural fusion depends on the task, and
the interpretation of the percentage of fused responses is complicated.

An important caveat is that, unlike the NH subjects in the current study, CI
users have considerable deficits in terms of interaural time difference (ITD) sensitivity
when using their clinical processors (Aronoff et al., 2010; Seeber and Fastl, 2008). The
availability of ITD cues was minimally altered in this experiment, particularly since
the HRTFs were applied after vocoding, better preserving fine structure ITD cues. The
degree to which the correlations found in this study will extend to cochlear implant
patients may depend on the role of ITD cues in these correlations and requires further
study.

In conclusion, the results of the study indicate that binaural fusion can be cor-
related with localization performance. However, the degree of the correlation depends
on the task used. Within a listener, a degradation in localization performance can serve
as an indicator for less binaural fusion when listening to interaurally mismatched
vocoded sounds.
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