Published online 23 May 2017

Nucleic Acids Research, 2017, Vol. 45, No. 13 el27
doi: 10.1093/narlgkx456

Gene expression variability and the analysis of
large-scale RNA-seq studies with the MDSeq

Di Ran' and Z. John Daye?’

"Mel and Enid Zuckerman College of Public Health, The University of Arizona, Tucson, AZ 85724, USA and

2Independent Researcher, Raleigh, NC 27612, USA

Received December 12, 2016; Revised April 10, 2017; Editorial Decision May 07, 2017; Accepted May 19, 2017

ABSTRACT

Rapidly decreasing cost of next-generation sequenc-
ing has led to the recent availability of large-scale
RNA-seq data, that empowers the analysis of gene
expression variability, in addition to gene expres-
sion means. In this paper, we present the WDSeq,
based on the coefficient of dispersion, to provide ro-
bust and computationally efficient analysis of both
gene expression means and variability on RNA-seq
counts. The MDSeq utilizes a novel reparametrization
of the negative binomial to provide flexible general-
ized linear models (GLMs) on both the mean and dis-
persion. We address challenges of analyzing large-
scale RNA-seq data via several new developments to
provide a comprehensive toolset that models tech-
nical excess zeros, identifies outliers efficiently, and
evaluates differential expressions at biologically in-
teresting levels. We evaluated performances of the
MDSeq using simulated data when the ground truths
are known. Results suggest that the MDSeq often
outperforms current methods for the analysis of gene
expression mean and variability. Moreover, the MD-
Seq is applied in two real RNA-seq studies, in which
we identified functionally relevant genes and gene
pathways. Specifically, the analysis of gene expres-
sion variability with the MDSeq on the GTEx hu-
man brain tissue data has identified pathways as-
sociated with common neurodegenerative disorders
when gene expression means were conserved.

INTRODUCTION

The analysis of gene expressions via hybridization-based
microarray technologies has enjoyed much success in the
last two decades. Genes regulating a myriad of human dis-
eases have been identified in microarray studies, includ-
ing those for brain tumors (1), breast cancer (2-4), skin
tumors (5), and a number of neurological disorders (6—
8). Nonetheless, microarray experiments can be limited

by the presence of cross-hybridization artifacts (9), inten-
sity variability at low expression levels (10), signal satura-
tion of highly expressed genes (11), and partial assessment
of genes restricted to annotated transcripts (12). Utilizing
next-generation sequencing (NGS) technologies, RNA se-
quencing (RNA-seq) has largely improved upon the limita-
tions of microarray technologies and rapidly emerged as the
preferred tool for transcriptome analysis (12). Ever decreas-
ing costs of high-throughput sequencing have led to the re-
cent availability of large-scale RNA-seq studies by provid-
ing datasets with moderate to large sample sizes. These in-
clude the Encyclopedia of DNA Elements (ENCODE) (13),
the Genotype-Tissue Expression (GTEx) Project (14), the
Genetic European Variation in Health and Disease (GEU-
VADIS) dataset (15), etc. The analysis of large-scale RNA-
seq count data presents both new challenges and opportu-
nities.

Gene expression variability can provide important in-
sights on how genes function in biological processes be-
yond those acquired from standard analysis of gene expres-
sion means. For instance, variability analysis of gene ex-
pression levels has identified transcriptional regulators in
the development of early human embryos (16). Gene ex-
pression variability at aberrant levels can suggest disrup-
tions or dysregulations of biological processes (17,18). Re-
cent studies have associated increased levels of expression
variability with Schizophrenia (19) and aggressive chronic
lymphocytic leukemia (20). A number of methods for the
analysis of gene expression variability has been proposed
for applications in microarray studies (21-27). However, as
early RNA-seq studies often have only a limited number
of samples that cannot be reliably applied to assess statis-
tical variability, the analysis of gene expression variability
has, so far, been largely ignored in RNA-seq studies that fo-
cused on the analysis of gene expression means (28-35). The
availability of large-scale RNA-seq studies presents an un-
precedented opportunity to evaluate gene expression vari-
ability without the encumbrance of the many limitations of
microarray technologies.

The analysis of large-scale RNA-seq count data brings
about several new challenges that are vital towards the anal-
ysis and interpretation of both gene expression mean and
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variability. Excess zeros, beyond those realized from biolog-
ical variations, are often present in a significant proportion
of genes in large-scale RNA-seq studies. This is often at-
tributed to technical variations from read failures in low-
count samples (36) and has been suggested to contribute
to elevated levels of overdispersion in RNA-seq data (37).
Furthermore, by evaluating a relatively large number of ob-
servations, outlying samples are more likely to be encoun-
tered in large-scale studies. As gene expression analysis of-
ten seeks to interrogate biologically consistent effects across
treatments, it is important to identify and remove outlying
observations to achieve robust biological interpretation and
reproducibility of results (32,38). Most particularly, proce-
dures for differential gene expression analysis often focus on
evaluating the null hypothesis that log fold-changes (FCs)
between cases and controls are exactly zero, such that there
is no differentiation between cases and controls. However,
given moderate to large sample sizes, the null hypothesis is
often easily rejected, and this can educe a deluge of statis-
tically significant genes, most of which are differentiated at
only very modest levels that are biologically uninteresting
(39,40). Effective methods are much needed to overcome
these challenges in order to provide robust and biologically
meaningful analysis of both gene expression mean and vari-
ability in large-scale RNA-seq studies.

In microarray studies, log-transformed intensity levels are
often assumed to follow a normal or Gaussian distribution
(41), and the analysis of gene expression variability usually
involves evaluating the normal variances directly (24-26) or
conducting heterogeneity tests under assumptions of con-
tinuous and symmetric distributions (21-23,27). Yet, RNA-
seq counts are both discrete and asymmetrically distributed,
such that the analysis of RNA-seq count data requires a
much different approach and interpretation from those of
microarray data analysis (42).

The Poisson distribution has been proposed for RNA-seq
counts that approximates the binomial probability of inde-
pendently sampled reads (43,44). Given an expected value
of E(Y) = p, a Poisson random variable Y manifests an in-
trinsic variance of Var(Y) = . The Poisson has been largely
accepted as a suitable model for the analysis of technical
replicates (45,46). However, in large-scale RNA-seq studies,
investigators are typically interested in examining biological
replicates at different treatment levels in order to interrogate
consistent effects of treatments on gene expressions.

Individual subjects in biological replicates engender ad-
ditional variability over technical ones. The coefficient of
dispersion or variance-to-mean ratio ¢ = Var(Y)/p is a
standard measure of additional variability due to biological
variations (26,47,48). It has been found to be advantageous
in interpreting variability, free from potential finite-number
effects due to varying abundances (49,50). Let Y;, be the
read count at subject i and gene g. We employ the mean-
dispersion model in this paper based on the coefficient of
dispersion, where E(Yis) = Wi and Var(Yj,) = djgprig. The
variance of Yj, consists of a technical p;, and biological
¢z component, where ., represents the intrinsic variability
due to independent sampling of reads and is biologically un-
interesting whereas ¢;, characterizes the additional variabil-
ity arising from biological variations. Thus, interpreting the
dispersion ¢;, will be the focus of gene expression variabil-
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ity analysis in large-scale RNA-seq studies. Current proce-
dures for RNA-seq counts often assume the negative bino-
mial with the mean-variance relationship Var(Yis) = pig(1
+ agpig), where a is invariant across subjects at each gene
(28-30,51). Compared to the negative binomial, the mean-
dispersion framework can allow for more direct interpreta-
tion of variability due to biological variations, such that a
log FC in ¢;, can be explicitly attributed towards a log FC
in total variance where log[Var(Y;,)] = log (di,) + log (ig).
An additional advantage is that biological variabilities ¢;q
are allowed to vary over both individual genes and subjects,
with which the power of large-scale RNA-seq studies can
be exploited to incorporate dynamic and complex biologi-
cal relationships. We will provide a generalized linear model
(GLM) framework that can incorporate the effects of both
treatments and additional covariates on the mean p;, and
dispersion ¢;. This allows the proposed model to account
for a wide array of studies, for example, when cases and
controls exhibit different variabilities and when variabili-
ties of gene counts may be influenced by additional covari-
ates, such as age, gender, or different stages in a biological
process. In the analysis of RNA-seq data, the average ex-
pression strength at a gene has been observed to influence
expression variability, where genes with decreased average
counts tend to have increased overall variability (51). The
mean-dispersion GLM accounts for potential changes in
the baseline variability due to differences in average expres-
sion counts at each gene by incorporating a gene-wise inter-
cept term in the GLM on dispersion. The incorporation of
a dynamic variance model also allows for robust analysis of
gene expression means, in addition to enabling the analysis
of gene expression variability. In this paper, we present the
MDSeq, an efficient toolset based on the mean-dispersion
GLM for the analysis of large-scale RNA-seq studies.

The M DSeq utilizes a novel reparametrization of the neg-
ative binomial to allow for robust statistical inference and
efficient computations of the mean-dispersion model. It in-
cludes several important features to address the needs of
large-scale RNA-seq studies. (1) As excess zeros can distort
model estimation, it is important to account for technical
zero counts in order to achieve robust and biologically inter-
pretable results. The M DSeq includes a zero-inflated GLM
model, that demarcates an excess zero state for technical ze-
ros due to sequencing failures (36) and a random state that
originates all of the nonzero counts and some biological ze-
ros due to probabilistic realizations of the random mean-
dispersion model. We will demonstrate that the incorpora-
tion of excess zeros in modeling RNA-seq counts can signif-
icantly improve power in differential analysis of both gene
expression mean and variability. (2) Investigators are often
interested in evaluating a given set of parameters of inter-
est. For example, it is often of interest to perform hypothesis
tests on treatment effects but not necessarily on those of ad-
ditional covariates, even though they may be incorporated
in the GLM. Cook’s distance has been proposed for out-
lier detection in RNA-seq data analysis (51,52). However,
it measures the influences of all parameters simultaneously,
such that an observation may be identified indistinguishably
as an outlier regardless of whether it is influential on treat-
ment effects or merely the additional covariates. A novel
procedure is provided with the M DSeq that allows compu-
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tationally efficient detection of outliers that are influential
for statistical inference on user-specified sets of parameters
of interest, that can comprise any or all of the treatment ef-
fects and coefficients on additional covariates. (3) It is often
of interest to determine genes with differential FCs beyond
a given threshold in order to facilitate post-experimental
verification and provide reproducible results at measurable
expression levels. A common procedure is to select differ-
entially expressed genes that satisfy both a log FC thresh-
old and a p-value significance level (39,40). However, the
procedure is relatively ad hoc and cannot be used to deter-
mine whether differentially expressed genes satisfy the log
FC threshold with statistical significance. In the M DSeq, we
develop statistically rigorous procedures for hypothesis tests
of both differential mean and variability of expressions at
beyond given threshold levels. The development is quite dif-
ferent from those previously proposed for differential anal-
ysis of mean expressions (51,71). We will show that the pro-
posed procedure is powerful while controlling type I errors.

The MDSeq is compared with a myriad of existing tools
using extensive simulations for both differential expression
mean and variability analyses. Results suggest that our pro-
cedures are robust and powerful in a wide spectrum of
data scenarios. The M DSeq is further demonstrated on two
large-scale datasets from the GTEx project, where we un-
covered functionally relevant genes and gene pathways in
the human skin and cerebral cortex. Excess zeros, outliers,
and the need for hypothesis tests at beyond given thresh-
old levels are illustrated on these two real datasets with the
MDSeq in Table 1, Supplementary Table S2, and Table 2,
respectively. We implemented the MDSeq in a user-friendly
R package, freely available at https://github.com/zjdaye/
MDSeq. The software allows parallel processing with mul-
tiple threads for efficient computations.

MATERIALS AND METHODS
Mean-dispersion model

Let Yj, be the read count for sample i and gene g. The MD-
Seq utilizes a novel reparameterization of the real-valued
negative binomial Y, ~ NB(jq, $j) in order to allow gene
expression variability to be modeled explicitly based on the
coefficient of dispersion. For notational simplicity, we as-
sume a given gene g throughout the ‘Materials and Meth-
ods’ section and do not specify its index g in the read count
Yie.
gConsider the real-valued negative binomial or Pdlya dis-
tribution,

Z ~ NB(MH ¢i)v (1)

where E(Y;) = w; and Var(Y;) = d;w; for &; > 1. The mean-
dispersion formulation has the probability model,

(i +6) (i)@(l_i)% 5
NESCAC o) @

where 0, = G(Mi, (l),) = }Li/(d),' — 1)

GLM has been applied to extend the classical lin-
ear model for RNA-seq counts at the mean expression
level (30,34,51,53-55). In this paper, we define the mean-
dispersion GLM based on log-linear relationships on both

Pr(Y=yilui, ¢i)=
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the mean and dispersion, such that

logpu; = Z x;jB; and logg; = Z Uik Vic, (3)
J k

where x;; and u; are design matrix elements and B; and -y
are coefficients for the mean and dispersion, respectively. In-
tercept terms are included on both the mean and dispersion,
such that the dispersion intercept allows the M DSeq to ac-
count for potential differences in baseline variability due to
variations in average expression strengths at each gene (51).
The design matrices {x;;} and {u; } include contrasts to in-
dicate treatments on subjects. The M DSeq allows for a num-
ber of contrast coding schemes described in Supplementary
Methods. For example, in a simple case-control study, one
can set x;; = u;; = 1 for all subjects, x;; = up = 0 for cases,
and xp = up = 1 for controls. Additional covariates describ-
ing clinical, demographic, and other experimental factors
may also be included in the design matrices {x;} and {u}.
In many instances, the design matrices {x;} and {u; } can be
the same. However, different contrasts and covariates can be
applied in the M DSeq on the mean and dispersion, respec-
tively, to allow applications in a wide array of studies. For
example, data sources can be directly incorporated as addi-
tional factors in the dispersion GLM, if it is believed that
different labs may contribute data at different quality levels
and variations.

We used natural logarithms in Equation (3) according to
conventions in the GLM literature (56). The natural log-
arithm and log, are related through the identity logy(+) =
log(-)/log(2), and, for convenience, options to output re-
sults in the log; scale are provided in the M DSeq software.
The mean-dispersion GLM can be efficiently estimated via
constrained optimization techniques (57,58). Further de-
tails are provided in Supplementary Methods.

Modeling excess zero counts

Technical excess zeros are often present in a significant
proportion of genes in large-scale RNA-seq data. It is of-
ten necessary to incorporate them in order to obtain inter-
pretable results for both gene expression mean and variabil-
ity analyses. We employ the zero-inflated model (59-62),

¥~ 0 with probability s, @)
! NB(u;, ¢;) with probability 1 — s,

where 0 < s < 1 is the probability of technical excess ze-
ros. Equation (4) describes two states from which RNA-seq
counts may arise. An excess zero state is observed with prob-
ability s that generates only zero counts, and a negative bi-
nomial state is observed with probability 1 — s that gener-
ates all of the nonzero counts and a few of the zero counts.
That is, the model aims to partition zero counts probabilis-
tically into those arising from technical variations at the ex-
cess zero state and those from biological variations at the
negative binomial state.

Maximum likelihood (ML) estimates for the zero-
inflated mean-dispersion GLM are computed by develop-
ing an expectation-maximization (EM) algorithm under
constrained optimization (63). Detailed descriptions of al-
gorithm are provided in Supplementary Methods.
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Test to determine presence of excess zeros

We evaluate the presence of excess zeros by testing the hy-
pothesis [ : s = 0 against H} : s # 0 in the zero-inflated
model of Equation (4). Under the null hypothesis when
s = 0, all of the zero counts are assumed to arise
from biological variations at the negative binomial state.
We apply a likelihood ratio test with the statistic Dy =
—2Lup(B, V;¥) = Lziup(B, 7. 8;¥)], where Lyp(B,7;Y)
and Lzryp(B, 7, 3;y) are the log-likelihoods at ML esti-

mates of B = (Bo, B1, ..., Bp)  andy =(yo, v1, ..., ¥4 un-
der hypotheses Hj and H;, respectively. The log-likelihoods
Luyp(B,y;y) and Lz yp(B, v, s;y) are presented in Equa-
tions (S2) and (S4), respectively, of Supplementary Meth-
ods. Test statistic D, follows a Xlz distribution under Hj,
from which we obtain the p-value at the tail distribution.
The likelihood ratio test is applied to provide more robust
inference, whereas the Wald test has been found to be some-
times unstable for inference on s in zero-inflated models
(59,60). When Hj is rejected, the zero-inflated model of
Equation (4) is applied instead of the usual mean-dispersion
GLM (Equation (1-3)) in further analyses.

Wald tests for GLM coefficients

Consider the GLM of Equation (3). We apply Wald tests
to evaluate significances of the coefficients 8; and y; on
log mean and dispersion, respectively, with the statistics
Wy, = B3/ Var(B;) and W,, = P2/ Var(Py), where Var(f;)
and Var(yy) are obtained as inverses of observed Fisher in-
formations (64). Ws, and W, follow the X12 distribution un-
der the null hypotheses 3, = 0 and vy, = 0, respectively, from
which we obtain the p-values at the tail distributions. Wald
tests for GLM coefficients can be used, for example, in eval-
uating significances of additional covariates on RNA-seq
counts.

The observed Fisher informations for the mean-
dispersion and zero-inflated mean-dispersion models are
provided in Supplementary Methods, using closed-form
Hessian matrices that allow for efficient computations of
test statistics.

Standard tests of differential expression mean and dispersion

Denotect = (ct, ¢4, ..., ¢} )T asthe contrast vector at fac-
tor level £. Then, based on Equation (S1) of Supplementary
Methods, log FCs of expressions from factor level £ to £,
can be estimated as log(ft¢, /fie,) = Z]L:_f (cil — cff’)B_/ and
log(¢y, /de,) = Zf;ll (cé‘ — cf-o))?/ for differential mean and
dispersion, respectively.

Standard procedures consider hypothesis tests of the al-
ternatives H,' : log(ue, /ie,) # 0 for differential expression
mean and HY : log(e, /¢e,) # 0 for differential dispersion.

Wald statistics W), for testing H;" and W, for testing Hf are
provided in Equation (S9) of Supplementary Methods, with
which the p-values are obtained at Xlz tail distributions.

To correct for multiple hypothesis testing across genes, we
apply the Benjamini—Yekutieli false discovery rate (FDR)
that allows for arbitrary dependence in this paper (65).
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Hypothesis tests at beyond a given log fold-change threshold

In large-scale RNA-seq studies with moderate to large num-
bers of samples, standard tests that evaluate the compliant
hypothesis that any change in differential expressions may
occur, such as by testing the alternative H;' : log(we, /ite,) #
0, would often result in the selection of a large proportion
of genes that are only mildly differentially expressed. To al-
low for experimental replication and interpretation of re-
sults, it is often of interest to identify genes with differential
changes beyond a given threshold level. In this paper, we
develop rigorous procedures based on one-sided hypothesis
tests within restricted parameter spaces (66-68) and union-
intersection principle (69,70). The development is quite dif-
ferent from those previously proposed for differential anal-
ysis of mean expressions (51,71).

We are interested in evaluating whether the differential
mean or dispersion of expressions are significant beyond a
given log FC threshold; in other words, we wish to test the

alternative hypothesis Hy" : [log(ie, /1te,)| > T or Hy'? :
| log(¢pe, /de,)| > T, respectively, for some threshold 7 > 0.
This is accomplished through a two-step procedure. Con-
sider the analysis of differential expression mean. (1) Test of
the alternative H,; " is first evaluated asunder as one-sided
hypothesis tests of the alternatives H, " : log(we, /1te,) > T
and H," :log(we,/ie,) < —7. Wald statistics are derived
under restricted parameter spaces (66—68), whereas p-values
are computed for each test using mixture distributions (72—
74). (2) The p-value for testing the composite alternative hy-
pothesis H;" : |log(ie,/ite,)| > T is obtained as the mini-
mum of p-values for testing the alternatives H,} and H,"
by the union-intersection principle (69,70). That is, H, " is
accepted if either of the alternative H, " or H," is accepted.

Details of thresholded hypothesis tests for differential
mean and dispersion are provided in Supplementary Meth-
ods. We note that an asymptotically equivalent approach
can also be developed based on the likelihood ratio statistics
with log likelihoods maximized under restricted parameter
spaces (68,74,75). However, this approach requires recom-
puting GLM estimates under restricted parameter spaces
and is computationally more intensive.

Detection of outliers influential for inference on a given set of
parameters of interest

RNA-seq data analyses often focus on a set of parameters
of interest. For example, in differential expression analysis,
one is mainly interested in hypothesis tests involving treat-
ment effects of cases and controls. On the other hand, it is
not necessarily of interest to interpret hypothesis tests of ad-
ditional covariates, although they are often incorporated in
the GLM to mitigate conditional effects. In this case, it can
be advantageous to focus on the set of parameters of inter-
est, instead of all the parameters as in the Cook’s distance
(51,52), for efficient detection of outliers.

Suppose that we are interested in evaluating hypothe-
ses based on subsets Bz, and yz, of the GLM parame-
ters B = (BO» Bla L) BP)T and Y= (VO: Yis oees FYq)Ts re-
spectively. For instance, in evaluating treatment factors of
L levels, the parameters Bz, and yz, are defined as coeffi-

cients (B1, B2, ..., BL— 1) and (y1,v2, ...,y —1)", respec-
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tively, on the contrast matrix. A standard likelihood ratio
test can be applied for 7, and yz, with the statistic D(y) =
=2[Lyp(B-14, V-1,5Y) — Lup(B, ¥5¥)], where Lyp(B-z,,
Y-1,;y) is the maximum log-likelihood with the coefficients
of Bz, and yz, set equal to 0. For outlier detection, we do
not consider zero-valued counts, as excess zeros are already
accounted for by the zero-inflated GLM (Equation (4)).

Traditional procedures for outlier detection are often
based on the leave-one-out approach (52,76). Consider
the change in the likelihood ratio statistic when sample
i is removed, defined as I; = D(y) — D(y_;) where y_; =
Vs ooy Yiels Viels - -, ¥a)T is constructed by removing y;
from y and D(y_;) is the likelihood ratio statistic computed
without sample i. The difference of likelihood ratio statis-
tics [; provides a natural measure of the influence of the
ith sample on inferences based on f7, and yz,, such that
an extreme value of /; may suggest that sample i is an
outlier. To identify all the outliers, the influence measure
I; needs to be estimated at each sample i. However, this
involves computing the log-likelihoods £ y/p( 5_%, V1,5
y_i) and Lyp(B, y;y_i) repetitively with each sample i re-
moved, which can be computationally prohibitive in large-
scale RNA-seq studies.

In this paper, we propose to apply a one-step estimator
for I; based on parameter estimates computed only once
on all samples (52,56,77,78). The one-step estimator /; is
obtained as a weighted sum of standardized deviance and
Pearson residuals. Details are provided in Supplementary
Methods. We compare /; to a variance-gamma distribution
(79,80) and remove sample i from ensuing analyses if /; is
below the (o, /2)th-quantile or above the (1 — oy, /2)th-
quantile of the variance-gamma, where we use a,,, = 0.05
in this paper. We note that the estimator ; is not guaranteed
to follow a variance-gamma distribution due to potential es-
timation error from outliers and dependence. However, we
found that the procedure works well in practice, as extreme
outliers can be easily identified with the computationally ef-
ficient one-step estimator (see Results). The proposed pro-
cedure can be applied on any set of parameters of interest,
including all parameters.

Data normalization and preprocessing

Normalization is necessary to account for technical biases
of read counts at different samples, such as those due to
varying sequencing depths. In this paper, we applied the
trimmed mean of M values (TMM) procedure, that has
been found to be robust against technical biases (30,81).
We adjusted the raw counts by using TMM normalization
factors provided by the TMM procedure together with the
library sizes. Adjusted counts were subtracted by 0.5 and
then raised to the smallest integers for the downstream ex-
pression analysis. The M DSeq also allows the user to apply
other normalization factors, including the relative log ex-
pression (RLE) (29), upper-quartile (46), and conditional
quantile normalization (cqn) (82) factors. In addition to
normalized counts, the MDSeq also provides an option to
offset sample-specific normalization factors in the GLM
with raw counts. Further details are provided in Supplemen-
tary Methods.
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RESULTS

MDSeq performs the best for gene expression variability
analysis in large-scale studies

We compared the M DSeq with six other methods that have
been proposed for variance heterogeneity analysis in mi-
croarray gene expression studies. Bartlett’s test is a clas-
sical procedure for evaluating unequal variances between
groups (22,23,83). The Levene’s test is a robust alterna-
tive to Bartlett’s under non-normal data (22,23,27,84-87).
It is further improved upon for data with outlying sam-
ples by using the trimmed-mean, in which we removed the
top 10% outlying samples (88). The heteroscedastic regres-
sion, that extends the simple linear regression with non-
constant error variances, has been proposed for detecting
genetic loci controlling gene expression variability in mi-
croarray studies (24-26,87). We apply the heteroscedastic
regression to include additional covariates in this paper;
specifically, a normal probability model N(u;,o?) is ap-
plied where ; and o7 are linear and log-linear in treatment
factors and additional covariates, respectively. The mean-
absolute-deviation (MAD) test has been proposed as a ro-
bust procedure for differential variability analysis of mi-
croarray gene expressions (21,89). Moreover, the Fligner—
Killeen test utilizes a nonparametric approach for variance
comparisons (90). Using the R programming language, we
applied the Bartlett’s test with the bartlett.test function,
Levene’s tests with leveneTest from the car package, het-
eroscedastic regression with dglm using the Gaussian family
and log-link options, our implementation of the MAD ac-
cording to Ho et al. 2008 (21), and the Fligner—Killeen test
with fligner.test.

Differential variability analysis is often applied in or-
der to obtain additional insights beyond those already ac-
quired from standard differential analysis of gene expres-
sion means. Thus, in this study, we focused on evaluating
scenarios when gene expression means are consistent across
cases and controls. To compare with Bartlett’s, Levene’s,
MAD, and Fligner—Killeen tests that do not allow the in-
corporation of additional covariates, we simulated count
data from NB(o, ¢g) for controls and NB(jg, 2/°2FCd)
for cases without additional covariates, where we set o =
exp (5) and ¢y = exp(4) as the constant mean and base-
line dispersion, respectively. Excess zeros were incorporated
according to the zero-inflated model (see ‘Materials and
Methods’ section). Both empirical powers and type I er-
rors for each procedure were estimated as proportions of
p-values < 0.05 from 1,000 repetitions, where type I errors
were computed under constant variances over cases and
controls with logoFC = 0. Figure 1 presents type I errors
at varying probability of excess zeros and sample sizes. The
MDSeq, Levene’s tests, and heteroscedastic regression have
well controlled type I errors at around the theoretical level
of 0.05, except when sample sizes are extremely small. On
the other hand, both Bartlett’s and MAD tests have inflated
type I errors in all scenarios with the worst performance at s
= 0.5 when the probability of excess zeros is relatively large.
This suggests that the Bartlett’s test, that tends to be sen-
sitive to departure from normality (84), and the MAD test
may be inappropriate for RNA-seq count data, especially
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Figure 1. Type I errors in the absence of differential expression variability. There are n samples of cases and controls each and varying proportions of excess
zeros 5. The M DSeq, Levene’s tests, and heteroscedastic regression have well controlled type I errors for moderate to large sample sizes, whereas Bartlett’s
and MAD tests have highly inflated type I errors. Results are based on 1,000 simulations without additional covariates. Reference lines (in red) are drawn

at the 0.05 error rate.

when excess zeros are present. The Fligner-Killeen test has
well controlled type I errors at s small but can have inflated
type I errors at s large, suggesting that excess zeros can effect
the nonparametric approach. Figure 2 shows that the M D-
Seq dominates Levene’s tests and heteroscedastic regression
in terms of power, when llog, FCl = 1 and llog, FCl = 2, in
all scenarios, whereas the MDSeq dominates the Fligner-
Killeen test except at s large when the Fligner-Killeen test
can have inflated type I errors. Further, performances of
Levene’s tests and heteroscedastic regression, that do not
incorporate excess zeros, quickly deteriorate with increas-
ing probability of excess zeros s, whereas the MDSeq re-
mains robust at s large. These results suggest that the MD-
Seq, based on a zero-inflated GLM count model, can be
advantageous for variability analysis of large-scale RNA-
seq count data. Scenarios with additional covariates are pre-
sented in Supplementary Figures S1 and S2 for type I errors
and powers, respectively.

MDSeq is advantageous for mean expression analysis of
counts with excess zeros

The M DSeq was compared with six other methods for dif-
ferential mean analysis. The DESeq2 (29,51) and edgeR
(30,34,53-55) are popular procedures for RNA-seq analy-
sis at the mean level. Similar to the MDSeq, these methods
were developed based on negative-binomial regressions. We
compared with the edgeR using both conditional maximum
likelihood (ML) (55) and quasi-likelihood (QL) (31,91) es-
timates with the robust option (34). The voom from the
limma package (33,35) circumvents modeling of count data
directly by applying the linear model on log-transformed
RNA-seq counts. The tweeDEseq (92,93) applies a general
family of Poisson-Tweedie probability models to better ac-
count for heavy tails and scenarios when the amount of
excess zeros is modest, whereas these properties of RNA-
seq counts were modeled directly using a zero-inflated dis-

persion model in the MDSeq. The ShrinkBayes (37,94)
incorporates zero-inflated negative binomial models via a
Bayesian framework.

We simulated count data without additional covariates
from NB(wo, do) for controls and NB(21°22FC . &) for
cases, where o = exp(5) and ¢y = exp (4). Excess zeros
were incorporated according to the zero-inflated model (see
‘Materials and Methods’ section). Powers and type I er-
rors were estimated as proportions of p-values < 0.05 from
1,000 repetitions, except that Bayesian false discovery rates
(computed with the BFDR function in ShrinkBayes by set-
ting the multcomp option to FALSE) were used for results
with the Shrink Bayes (37,94). Figure 3 presents type I errors
based on scenarios when gene expression means are con-
sistent across cases and controls. The MDSeq, voom and
tweeDEseq generally control type I errors well at around
0.05, while, at extremely small sample sizes, the M DSeq has
moderately inflated type I errors. The DESeq2 and edgeR
methods control type I errors well at around 0.05 when no
excess zeros are present (s = 0), whereas type I errors are
nearly 0 when s > 0, suggesting that they may be conser-
vative under the presence of excess zeros. Powers are pre-
sented in Figure 4. All methods are comparable in terms of
power at s = 0 when no excess zeros are present. However,
the performances of DESeq2, edgeR methods, and voom
quickly deteriorate under the presence of excess zeros s > 0.
This suggests that unaccounted technical zeros may thwart
the detection of differential expression means with these
methods. The tweeD Eseq, that applies a general probabil-
ity model, performs relatively well under the presence of ex-
cess zeros. Nonetheless, the MDSeq and Shrink Bayes, that
directly model technical zeros, dominate the tweeD Eseq in
terms of power when the proportion of excess zeros s is
large. This suggests the need to account for technical excess
zeros directly using zero-inflated GLMs.



PAGE 7 OF 17

Nucleic Acids Research, 2017, Vol. 45, No. 13 el27

B MDSeq [ Bartlett [ 1 Levene [[] Levene (trimmed—mean) [ Heteroscedastic regression [E1 MAD [ Fligner—Killeen

s=0 s=0.1 s=0.25 s=0.5

1.00 - y - - - —
0.75 I i N s
0.50 - . L - K | | g
il Ll 1d Ll il !

1.00 4 ] S — . ] — i} - T

0.75 - 1 T _ | ] . h 0 I I 5
1 i I S
0.50 - | Q
3
o A M Ll :
N

0.00 - Ll HERN HEENENN BENARN Ll Ll L1 L1 L LD WL @D J L NN BENSEN ,{,,,

10 25 50 100 250 10 25 50 100 250 10 25 50 100 250 0 25 50 100 250

Sample size (n)

Figure 2. Powers of detecting differential expression variability. There are n samples of cases and controls each and varying proportions of excess zeros s
and log, fold-changes logy FC. The M DSeq often performs the best when sample sizes are moderate or large. Levene’s tests and heteroscedastic regression
tend to deteriorate in performance with increasing proportions of excess zeros s. Results are based on 1,000 simulations without additional covariates.
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Figure 3. Type I errors in the absence of differential expression means. There are n samples of cases and controls each and varying proportions of excess
zeros 5. The MDSeq controls type I errors well at moderate to large sample sizes. DESeq2 and edge R methods may be conservative under the presence of
excess zeros s > 0. Results are based on 1,000 simulations without additional covariates. Reference lines (in red) are drawn at the 0.05 error rate.

Supplementary Table S1 provides computational times
for all methods. The MDSeq can compute for 1,000 simu-
lations in about half a minute or less in all cases. It is faster
than tweeDEseq and ShrinkBayes. Although employing a
more involved EM algorithm, the M DSeq is faster than DE-
Seq?2 at large sample sizes, whereas it is slower than edgeR
and voom.

Supplementary Figures S3 and S4 present type I errors
and powers, respectively, under scenarios when additional

covariates are present. Moreover, Supplementary Figures
S5 and S6 present type I errors and powers, respectively,
when both expression means and variability are noncon-
stant across cases and controls. In this scenario, voom has
highly inflated type I errors at s = 0 when no excess zeros are
present. Further, type I errors increase with increasing sam-
ple sizes. This suggests that the voom, although it performs
well under equal variances between cases and controls, may
be inadequate for RNA-seq count data arising from het-
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Figure 4. Powers of detecting differential expression means. There are n samples of cases and controls each and varying proportions of excess zeros s and
log; fold-change logo FC. The M DSeq and Shrink Bayes often perform the best among methods compared under the presence of excess zeros s > 0. Results

are based on 1,000 simulations without additional covariates.

erogeneous count distributions. This may be due to the
voom relying on a symmetric, normal distributional model
(33,35,95) on log-transformed counts, which can be asym-
metrically distributed (42). We note that a weighted regres-
sion approach may be helpful for mean expression analy-
sis under heteroscedasticity with voom WithQuality Weights
(96).

MDSeq provides valid hypothesis tests to evaluate absolute
log fold changes above a given threshold

We compared hypothesis tests to evaluate absolute log FCs
above given thresholds of expression means for the M DSeq,
DESeq2 with the Ifc Threshold option, and edgeR using the
glmTreat function. The DESeq2 and edgeR do not incorpo-
rate technical zeros and were not developed for gene vari-
ability analysis. Thus, we did not generate excess zeros and
focused on differential expression means in this compari-
son. In Figure 5, the left panel evaluates the hypothesis H,:
llog, FCl > 1, whereas the right panel considers H,: llog, FCI
> 2. We see that the M DSeq controls type I errors well at
around or below the 0.05 theoretical level for H,: llog, FCI >
1 (H,: logy FCI > 2) when the underlying log FC llog, FCI <
1 (llogo FCI < 2). On the other hand, edgeR has inflated type
I errors when the underlying absolute log FC is at or mod-
erately less than the given threshold. Moreover, the MDSeq
dominates DESeq?2 in terms of power when the underlying
log FC is above the given threshold. For example, at test of
llog, FCl > 2 when the true llogo FClI = 2.2, the M DSeq has
a power of 0.824 while the DESeg2 has a power of 0.701,
that represents an improvement of over 17.5% for the MD-
Seq. Nonetheless, DESeq2 can be validly applied in most

scenarios, as it does not incur inflated type I errors. We note
that the MDSeq can further incorporate excess zeros and
evaluate hypotheses involving expression variability.

Supplementary Figure S7 presents inequality hypothesis
tests for differential variability analysis with the MDSeq.
Hypothesis tests to evaluate absolute log FCs of expres-
sion variability have well controlled type I errors, while pow-
ers increase more gradually above the given threshold lev-
els compared with those of hypothesis tests of expression
means.

Computationally efficient detection of outliers influential on
a set of parameters of interest

Figure 6 examines the accuracy of the one-step estimator ;
versus the leave-one-out influence measure /;, obtained by
repeatedly computing likelihood estimates with each sam-
ple i removed. The one-step estimator J; closely reflects the
true influence measure /; when no outliers are present (Fig-
ure 6A), whereas it is slightly less accurate under the pres-
ence of outliers (Figure 6B). We see that inaccuracy due
to using a one-step estimation usually does not effect the
identification of outliers, which requires influence measures
to have fairly large magnitudes at the extreme tails of the
variance-gamma distribution. This allows the one-step es-
timation procedure to provide robust yet computationally
efficient outlier detection in large-scale RNA-seq studies.
Supplementary Figure S8 illustrates a scenario when there
are no outliers influential on treatment effects of cases and
controls while observations are indiscriminately identified
as outliers when influence on all parameters is considered.
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Figure 5. Hypothesis tests to evaluate absolute log fold-changes of expression means above given thresholds. Type I errors are shown at [logy FCl less than
or equal to a given threshold, and powers are presented when llog, FCl is greater than the given threshold. The MDSeq and DESeq2 have well controlled
type I errors, whereas edge R methods have highly inflated type I errors when llogo FCl is at or moderately less than the given thresholds. The M DSeq has
greater power than DESeq2 when llog, FCl is moderately above the given thresholds. There are 500 samples of cases and controls each. Results are based
on 1,000 simulations generated from NB(2!°82FC ;&) with o = exp (5) and ¢y = exp (4) for varying log, FC. No excess zeros were generated with s =
0. Reference lines (in gray) are drawn at the corresponding threshold levels.
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Figure 6. Accuracy of the computationally efficient one-step estimator ;. The computationally efficient one-step estimator ; is compared with the leave-
one-out influence measure /; under scenarios when (A) there are no outliers and when (B) outliers are present. There are n = 250 samples each for cases
and controls. Counts were generated from NB(p;, ¢;) for controls and NB(2l°g2FCpL,~, &;) for cases with logo FC = 2, where ; = exp (5 + (x;1 + x2)/2) and
& =exp (4 + (x;1 + x2)/2). Additional covariates x;; and x; were simulated from binomial distributions Binom(2, prob = (0.5, 0.5)). In (B), five samples
were randomly replaced by outliers simulated from Pois(exp (5)exp (4)). Non-outlying samples (in black) and outliers (in magenta) are plotted. Reference
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Analysis of the GTEx brain and skin tissue data plications of the M DSeq on two large-scale RNA-seq stud-
ies that compared the expression profiles of brain tissues
from the cerebral cortex (obtained from 96 subjects) against
those from the cerebellum (103 subjects) and profiles of
skin tissues from sun-exposed (302 subjects) against those
from sun-protected (196 subjects) epidermises. RNA-seq
read counts were obtained from the GTEx Portal (http://
www.gtexportal.org, dbGaP Accession: phs000424.v6.pl).
Read counts of 26,800 and 26,144 genes with >0.05 average

The Genotype-Tissue Expression (GTEX) project provides
an expansive repository of large-scale RNA-seq data across
tissue types (97). Recent studies have examined tissue-
specific gene expression changes at the mean level using the
GTEx data (98,99). However, studies have not been con-
ducted, as far as we know, that effectively examined and
accounted for differential changes in gene expression vari-
ability across tissue types. In this section, we illustrate ap-
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Table 1. Genes exhibiting excess zeros in the GTEX tissue data
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With excess zeros

Without excess zeros

Brain tissue
Skin tissue

5555 (21.4%)
3739 (14.3%)

20396 (78.6%)
22347 (85.7%)

Numbers and percentages, in parentheses, of genes are shown. Expressions of genes are considered to have excess zeros if significance test for presence of

excess zeros has p-value <0.05.

Table 2. Genes significant for differential mean and dispersion under various hypothesis tests

Mean only

Variability only

Both mean and dispersion ~ Total

Cortex versus cerebellum brain tissues

llog, FCI 0 7711 (29.96%) 377 (1.46%)
log2FCl > 1 3945 (15.33%) 385 (1.50%)
llog2FCl > 2 1489 (5.79%) 117 (0.45%)

Sun-exposed versus sun-protected skin tissues

Tog2ECI £ 0 4740 (18.29%) 1896 (7.32%)
llog2FCI > 1 12 (0.05%) 53 (0.20%)
llog, FCl > 2 4(0.02%) 7(0.03%)

11,968 (46.51%)
3214 (12.49%)
774 (3.01%)

20,056 (77.94%)
7544 (29.32%)
2380 (9.25%)

2757 (10.64%) 9393 (36.25%)
49 (0.19%) 114(0.44%)
8 (0.03%) 19 (0.07%)

The numbers of genes that are significant decrease with more stringent thresholds. Genes are considered significant at FDR ¢-value <0.05 and insignificant
at FDR g-value >0.2. Percentages of significant genes are computed out of 25,909 and 25,734 total genes for analysis of the skin and brain tissue data,

respectively.

count per million reads across all samples were retained for
gene expression analysis in the brain and skin tissue data,
respectively. We note that this is a very lenient filtering cri-
terion applied in our data analyses. In practice, a more ro-
bust criterion would require a certain number of samples
to be above a given count per million reads for both the
case and control groups. Further details on data preprocess-
ing strategies are provided in Supplementary Methods. Raw
counts were normalized using the trimmed mean of M val-
ues (TMM) method (81). Ensuing analyses were performed
using the normalized read counts (see ‘Materials and Meth-
ods’ section.)

Statistical tests were performed on the brain and skin tis-
sue data to determine if counts of individual genes contain
excess zeros (see ‘Materials and Methods’ section). About
21% of individual genes from brain tissues and 14% of genes
from skin tissues were found to exhibit significant excess ze-
ros (Table 1). Moreover, estimated proportions of technical
zeros can be relatively large for these genes (Supplementary
Figure S9). Thus, we see that incorporating excess zeros can
be crucial toward the analysis and interpretation of RNA-
seq data. Next, outliers were identified at each gene based
on the influence statistics J; with respect to coefficients of
contrasts (see ‘Materials and Methods’ section). About 67%
of genes from brain tissues and 19% of genes from skin tis-
sues were found to contain at least one outlier at the oy,
= 0.05 level (Supplementary Table S2). Samples identified
as outliers were removed before further analyses were per-
formed.

Traditional significance tests for H,: llog;FCl # 0 and
composite hypothesis tests with respect to a given log FC
for H,: logoaFCl > 1 and H,: llog, FCI > 2 were performed.
Multiple hypotheses were adjusted using the conservative
Benjamini—Yekutieli false discovery rate (FDR) that ac-
counts for arbitrary dependence (65). Due to relatively large
sample sizes in these studies, classical tests for no change
in expression levels are easily rejected. Hypothesis tests for
H,: llogo FCI # 0 on the mean and dispersion of RNA-seq

counts are significant for about 78% and 36% of genes from
the brain and skin tissues, respectively, whereas composite
hypothesis tests with respect to a log FC H,: llog, FCI > 1
are significant for about 29% and 0.44% of genes from the
brain and skin tissues, respectively (Table 2). Volcano plots
depicting p-values based on these hypothesis tests are shown
in Supplementary Figures S10 and S11 for differential mean
and variability, respectively, of the skin tissue data and Sup-
plementary Figures S12 and S13 for differential mean and
variability, respectively, of the brain tissue data. Moreover,
a number of genes were found to be significant for age and
gender covariates (Supplementary Table S3). The MDSeq,
based on the GLM, allows for more interpretable results by
accounting for potential biological relationships due to ad-
ditional covariates. Further analyses and interpretation of
results are presented as follows.

Differential variability analysis of sun-exposed and sun-
protected skin tissues uncovers relevant genes overlooked by
mean expression analysis

Table 3 presents genes differentially expressed in the mean
or variance. Composite hypothesis tests were performed
with respect to at least a two FC in either the mean
or dispersion, and the Benjamini—Yekutieli false-discovery
rate (FDR) was applied for multiple testing control un-
der arbitrary dependence (65). A myriad of genes in Ta-
ble 3 that are significant for differential variability but
not differential expressions at the mean level are related
to sun exposure of skin tissues. For example, studies
have shown that ultraviolet radiations can lead to func-
tional irregularities among genes from the histone fam-
ily (HISTIHIC, HISTIHIE, HISTIH2AE, HISTI H2BG,
HISTIH3D, HISTIH3H) (100,101). Keratin is an impor-
tant structural material in the formation of the epidermis,
and disruptions to genes of the keratin family (KRT17P1,
KRT39, KRT41P, KRT6B) have been found to cause sev-
eral skin disorders, including the development of carcino-
mas (102,103). Moreover, genes of the heat-shock protein
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Table 3. Genes significant for differential mean and dispersion of sun-exposed versus sun-protected skin tissues with respect to the threshold llog, FCI > 1

Gene Ensembl Gene ID Differential mean Differential variability

log, FC Statistics FDR g-value log, FC Statistics FDR g-value
Genes significant for differential mean but not differential dispersion
C100rf99 ENSG00000188373.4 1.41 22.61 4.93 x 10°9 1.49 7.15 1.00
FAMS83A ENSG00000147689.12 —1.66 38.80 1.82 x 107% —1.56 8.67 1.00
LHFPL3-AS1 ENSG00000226869.2 —1.57 22.88 4.36 x 1079 —1.65 9.18 1.00
NELL2 ENSG00000184613.6 1.67 42.67 2.81 x 1077 1.30 2.62 1.00
RP11-252C15.1 ENSG00000254813.1 1.52 29.58 1.73 x 107 1.66 12.82 3.27 x 107
RP11-37111.2 ENSG00000215808.2 1.69 32.25 4.49 x 107 1.20 0.79 1.00
RP11-529A4.7 ENSG00000255305.1 1.56 19.03 2.80 x 10792 1.54 4.13 1.00
SIX1 ENSG00000126778.7 1.57 24.14 2.40 x 1079 1.33 2.25 1.00
SNORA75 ENSG00000206885.1 —1.43 21.21 9.68 x 109 —1.06 0.09 1.00
STMN2 ENSG00000104435.9 1.41 18.91 2.94 x 107 1.65 11.87 522 x 107"
VGLL2 ENSG00000170162.9 1.70 26.33 833 x 10 1.35 2.58 1.00
ZNF385B ENSG00000144331.14 -1.73 90.40 142 x 1077 —1.42 5.43 1.00
Genes significant for differential variability but not differential mean
AC003958.2 ENSG00000234859.1 —1.04 0.06 1.00 —2.04 18.98 2.01 x 1072
AC018442.1 ENSG00000235683.1 1.26 6.16 1.00 1.96 21.55 577 x 1079
ACKR2 ENSG00000144648.10 1.14 3.46 1.00 1.86 22.98 3.07 x 109
ACTC1 ENSG00000159251.6 1.36 7.82 1.00 1.94 18.50 2.43 x 10~
ALOX15B ENSG00000179593.11 —0.54 0.00 1.00 —1.99 26.32 6.50 x 10~
APOCI1 ENSG00000130208.5 —1.01 0.00 1.00 —1.78 17.61 3.70 x 10~
AWAT1 ENSG00000204195.3 —1.78 13.93 3.14 x 10~ —2.37 23.61 2.28 x 109
CBLN2 ENSG00000141668.5 —1.76 13.09 4.75 x 10701 —2.30 22.55 3.70 x 109
CPHLIP ENSG00000240216.3 —1.41 5.69 1.00 —2.54 33.46 1.98 x 10~
CTB-3601.7 ENSG00000244921.2 1.24 2.22 1.00 2.87 35.56 7.18 x 10~
EEFIAI1PI11 ENSG00000228502.1 0.11 0.00 1.00 1.79 20.11 1.15 x 10~
FADSI ENSG00000149485.12 —0.91 0.00 1.00 —2.06 26.78 519 x 10~
FAR2 ENSG00000064763.6 —0.66 0.00 1.00 —1.86 17.94 3.18 x 102
GPRC5D ENSG00000111291.4 —1.78 10.20 1.00 —2.25 18.97 2.01 x 102
HGD ENSG00000113924.7 —1.15 1.52 1.00 —2.00 24.81 1.32 x 1079
HISTIHIC ENSG00000187837.2 —0.90 0.00 1.00 —-1.92 23.89 2.03 x 109
HISTIHIE ENSG00000168298.4 —-1.14 1.36 1.00 -1.85 18.59 2.34 x 1072
HISTIH2AE ENSG00000168274.3 —-115 1.84 1.00 -2.50 58.83 824 x 10711
HISTIH2BG ENSG00000187990.4 -0.99 0.00 1.00 —2.01 26.00 7.43 x 10°%
HISTIH3D ENSG00000197409.6 —1.27 5.81 1.00 —1.96 21.90 4.92 x 109
HISTI1H3H ENSG00000203813.4 —1.10 0.71 1.00 -2.09 24.74 1.34 x 109
HRK ENSG00000135116.5 1.43 12.06 7.45 x 107! 2.27 39.48 1.10 x 107
hsa-mir-6723 ENSG00000237973.1 0.57 0.00 1.00 2.09 32.26 3.60 x 1079
HSD17B2 ENSG00000086696.6 -0.99 0.00 1.00 -1.99 26.22 6.73 x 10~
HSPAS ENSG00000044574.7 —0.74 0.00 1.00 —1.76 18.28 271 x 107
HSPA6 ENSG00000173110.6 -0.91 0.00 1.00 —2.26 42.12 3.06 x 1077
ID1 ENSG00000125968.7 —1.10 0.90 1.00 —1.88 20.41 1.00 x 10~
KRT17P1 ENSG00000131885.12 —1.42 6.33 1.00 —2.14 18.97 2.01 x 107
KRT39 ENSG00000196859.3 —1.71 11.89 7.93 x 107! -2.12 18.85 2.09 x 1072
KRT41P ENSG00000225438.1 —1.75 8.84 1.00 —2.74 22.08 4.55 x 1079
KRT6B ENSG00000185479.5 —1.19 2.20 1.00 —1.89 20.09 1.15 x 1072
MCS5R ENSG00000176136.4 —1.51 7.97 1.00 -2.29 17.52 3.81 x 1072
MIR22HG ENSG00000186594.8 —0.59 0.00 1.00 —1.81 18.87 2.09 x 102
MOGAT?2 ENSG00000166391.10 —1.49 12.14 7.22 x 1079 —2.11 27.50 371 x 107
MTND2P28 ENSG00000225630.1 0.42 0.00 1.00 2.09 34.06 1.49 x 107
MYH3 ENSG00000109063.10 0.45 0.00 1.00 2.20 46.74 3.32x10°%
PDEGA ENSG00000132915.6 —1.67 12.54 6.09 x 10! —-2.25 22.33 4.10 x 109
PDZK1 ENSG00000174827.9 —0.93 0.00 1.00 —2.00 26.96 4.81 x 10~
PLINS ENSG00000214456.4 —0.95 0.00 1.00 -1.79 17.28 4.16 x 10~2
RP11-206M11.7 ENSG00000244468.1 —1.04 0.03 1.00 —2.52 17.45 3.88 x 102
RP11-325K4.3 ENSG00000261270.1 —1.16 245 1.00 —-1.79 17.33 4.08 x 102
RP11-325P15.2 ENSG00000230832.3 —1.55 5.79 1.00 —-2.99 23.82 2.08 x 109
RP11-38H17.1 ENSG00000254366.2 1.37 2.58 1.00 1.92 17.07 4.56 x 10~2
RP11-829H16.3 ENSG00000258525.1 —1.46 12.18 7.22 x 107! —2.28 40.13 8.08 x 107
RP11-845M18.6 ENSG00000257829.1 —1.48 3.82 1.00 —2.25 17.59 3.71 x 10~2
RP11-849119.1 ENSG00000263146.2 1.04 0.08 1.00 1.74 21.42 6.12 x 10~
RP4-555D20.2 ENSG00000261786.1 1.21 4.52 1.00 1.85 21.00 7.50 x 109
RP5-857K21.7 ENSG00000229344.1 0.71 0.00 1.00 2.66 57.96 1.24 x 10710
RPL29P14 ENSG00000241112.1 —1.43 12.32 6.77 x 107! -2.13 28.36 251 x 107
SLC6AL1 ENSG00000157103.6 -1.29 12.99 4.96 x 107! —1.78 18.75 2.18 x 102
SNORD3A ENSG00000263934.2 —1.12 0.96 1.00 -1.95 22.95 3.09 x 10
SNORD3D ENSG00000262202.3 —1.43 7.82 1.00 —2.25 27.69 3.47 x 107%
TRIMS5 ENSG00000147573.12 —1.63 11.89 7.93 x 107! —2.40 25.54 9.29 x 10~

Genes are considered significant at FDR g-value <0.05 and insignificant at FDR ¢-value >0.2. Significant FDR g-values are boldfaced. The log, fold-change log,FC, test
statistics, and FDR ¢-value with respect to the threshold llog, FCI > 1 are shown. Positive log, FC indicates over-expression in the sun-exposed skin tissue, and negative logy FC
indicates over-expression in the sun-protected skin tissue.
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family A (HSPAS5,HSPA6) have been shown to effect cell
responses to ultraviolet irradiation in human skin tissues
(104-106). Absolute log FCs tend to be relatively small for
these genes at mean expression levels, which may be caused
by the fact that sun-exposures on subjects are not severe
enough to trigger a significant change in expressions at the
mean or that expression means are conserved for these func-
tionally important genes. Results suggest that the analysis of
gene expression variability can be a useful addition to tradi-
tional differential gene expression analysis at the mean level
and can provide an important component towards the inter-
rogation of gene functionality and genetic effects of human
disorders. Supplementary Figures S14 and S15 provide p-
values from methods at subsets of decreasing sample sizes of
the genes found in Table 3, according to an approach from
van Wieringen and van de Wiel (107). Full results of signif-
icance tests on all genes for both the skin and brain tissues
data are provided in Supplementary Data.

Gene expression variability reveals functionally important
pathways in the cerebral cortex

We examine significances of gene-set pathways in terms
of differential mean and variability via gene-set enrich-
ment analysis (GSEA) (108). GSEA is performed with
the software GSEA v2.2.0, obtained from http://software.
broadinstitute.org/gsea, using default parameters. Genes
are ranked using Wald’s statistics derived from the null hy-
pothesis Hy: logy(FC) = 0 for differential mean and disper-
sion. This allows us to account for lowly expressed or low
variance genes with potentially significant FCs in the mean
or dispersion, respectively (109). GSEA using all potentially
differential genes can provide an important ancillary anal-
ysis, that complements gene-by-gene significance analysis
with respect to a given threshold level.

Table 4 presents enriched pathways in terms of differen-
tial mean or variability for the brain tissue data. Normal-
ized enrichment score (NES) accounts for both differences
in gene-set sizes and correlations between gene sets, whereas
the FDR g-value is estimated based on the NES and is ad-
justed for gene-set sizes and dependency (108). Out of 1,003
pathways, two exhibited enrichment in terms of expression
means only, six exhibited enrichment in terms of variability
only and 90 exhibited enrichment in both mean and disper-
sion.

Pathways enriched for gene expression differential vari-
ability often indicates functional differences between the
cerebral cortex and the cerebellum. Cell-cell adhesion is
foundational in the reorganization and assembly of neu-
ral circuits (110). Enrichment of cell-cell adhesion pathway
may suggest increased variation and plasticity of the cere-
bral cortex relative to the cerebellum (111). Galactosyltrans-
ferase activity functions to catalyze the transfer of galactose
to acceptor molecules. Chronic injection and build-up of
D-galactose in mice have been used to model neurodegen-
eration and brain aging in pharmacological research (112—
114). A study has noted that galactosyltransferase activity
decreases progressively after birth in the cortex but not the
cerebellum in mice, suggesting that galactosyltransferase
activity is relatively stable in the cerebellum but variant in
the cortex (115).
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Moreover, pathways enriched for gene expression vari-
ability in the cortex have been found to be associated with
common neurodegenerative disorders effecting the cerebral
cortex, such as Alzheimer’s disease and dementia. Hemopoi-
etic or lymphoid organ development involves the progression
of hematopoiesis or hemopoiesis by differentiation. It is
an important process in the regeneration of brain tissues.
Enrichment of hemopoietic development may indicate in-
creased variation of tissue regenerations in the cerebral cor-
tex relative to the cerebellum. The hematopoietic system has
been associated with and proposed as target for treatment
of Alzheimer’s disease (116,117). Hemostasis involves the
avoidance or arrest of bleeding by mediating the circula-
tion of blood. The brain has been known to possess a so-
phisticated hemostasis regulatory system that protects itself
from hemorrhagic injury (118). Enrichment of hemostasis
variability may reflect a functional reaction to microbleed-
ing in the cerebral cortex. Studies have found strong cor-
relation between cerebral microbleeding and leukoaraiosis
or diseases effecting cerebral white matters (116,119) and
Alzheimer’s disease (120). Kinase regulator activity and pro-
tein kinase regulator activity have been known to play im-
portant roles in memory and learning (121). Aberrations
in the regulation of kinases have been shown to contribute
towards the development of Alzheimer’s disease (122-124).
Therapeutic strategies targeting protein kinases of the cen-
tral nervous system have been proposed (125).

On the other hand, pathways significantly enriched in
terms of mean expression instead of expression variabil-
ity are involved in essential biological processes that, due
to evolutionary pressure, are rarely observed to contribute
to common neurological disorders. Organelle localization
involves essential processes of transportation and mainte-
nance of organelles in regions of the cell that are impor-
tant to normal functions of neurons. Moreover, regulation
of phosphate metabolic processes is a primary means of en-
ergy regulation. For example, phosphorylation of glucose,
the most significant source of energy in the brain, is needed
to initiate essential pathways in the usage and storage of glu-
cose.

Pathways significant only for differential mean or differ-
ential dispersion for the skin data are provided in Supple-
mentary Table S4. Full GSEA results for both the skin and
brain tissues data are available in Supplementary Data.

DISCUSSION

In this paper, we have presented the M DSeq that offers an
efficient and comprehensive solution set for the analysis of
gene expression means and variability in large-scale RNA-
seq studies. The M DSeq utilizes a novel likelihood-based
approach to incorporate the mean-dispersion model in a
GLM framework. It introduces a zero-inflated GLM to ac-
count for technical excess zeros frequently encountered in
RNA-seq data. A new approach is developed for detecting
outliers influential on a user-specified set of parameters of
interest, that is computationally efficient. Further, statisti-
cally rigorous hypothesis tests for gene expression differ-
ences beyond given threshold levels are provided for both
differential analyses of gene expression means and variabil-
ity, that allow differentially expressed genes to be identified
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Table 4. Significantly enriched pathways for differential mean and dispersion of cortex versus cerebellum brain tissues

GO term Ontology No. genes Differential mean Differential variability
NES FDR g-value NES FDR g-value

Pathways significant for differential mean but not differential dispersion

Organelle Localization BP 23 1.67 0.0376 1.28 0.207

Positive Regulation Of Phosphate BP 21 1.68 0.0357 1.25 0.243

Metabolic Process

Pathways significant for differential variability but not differential mean

Cell Cell Adhesion BP 74 1.23 0.275 1.66 0.0324

Galactosyltransferase Activity MF 15 1.15 0.377 1.64 0.037

Hemopoietic Or Lymphoid Organ BP 67 1.14 0.405 1.59 0.0488

Development

Hemostasis BP 39 1.30 0.216 1.59 0.049

Kinase Regulator Activity MF 42 1.29 0.222 1.62 0.0421

Protein Kinase Regulator Activity MF 36 1.30 0.216 1.65 0.0352

Pathways are considered significant at FDR g-value <0.05 and insignificant at FDR g-value >0.2. Significant FDR g-values are boldfaced. The normalized
enrichment score (NES) and FDR g-value for NES are shown. Positive NES indicates enrichment in the cortex, and negative NES indicates enrichment

in the cerebellum.

with statistical significance at biologically interesting levels.
The M DSeq has been shown with extensive simulation stud-
ies to be advantageous for the analysis of gene expression
variability on large-scale RNA-seq data and for the analysis
of gene expression means of RNA-seq counts with technical
excess zeros. The M DSeq has been shown to perform well
in the simulation scenarios considered for n > 25. Applica-
tions of the MDSeq on the analyses of the GTEx skin and
brain tissues data have identified functionally relevant genes
and gene pathways. In particular, gene variability analysis
of the human brain tissue data has revealed pathways asso-
ciated with common neurodegenerative disorders, such as
Alzheimer’s disease and dementia.

The mean-dispersion model applied in the M DSeq is re-
lated to the quasi-Poisson, that considers the mean-variance
relationship E(Y) = p and Var(Y) = b for any positive ¢
> 0(56,91,126,127). The quasi-Poisson is developed based
on the quasi-likelihood in order to avoid the difficulty of
building a probability likelihood model for count data when
¢ can assume an arbitrary positive value (91). In this pa-
per, we focused on modeling the mean-variance relation-
ship Var(Yis) = dbigpi, for over-dispersed data when ¢ > 1.
A probability likelihood model is developed using a novel
approach based on a reparametrization of the negative bi-
nomial (see ‘Materials and Methods’ section). This allows
the MDSeq to take advantage of an array of theoretical re-
sults and techniques from maximum likelihood theory. For
example, the one-step estimator proposed for outlier de-
tection is based on theoretical approximations of probabil-
ity likelihoods. Moreover, we note that under-dispersion is
rarely encountered in RNA-seq studies and can often be at-
tributed to extreme proportions of excess zeros (128). The
mean-dispersion model naturally accounts for and quali-
fies our model for over-dispersion ¢;, > 1 using the nega-
tive binomial, whereas technical excess zeros are evaluated
and demarcated using the zero-inflated GLM. These fea-
tures allow the proposed model to be robust for the analysis
of RNA-seq count data.

The MDSeq variance model Var(Yig) = djgje is moti-
vated from the coefficient of dispersion &y, = Var(Yig)/ Wig.
that has been found to be advantageous in evaluating ad-
ditional variability under varying abundances (49,50). An-

other measure often used in evaluating additional variabil-
ity is the coefficient of variation CV;, = /Var(Y,)/ i or
coefficient of variation squared 7;, = CV;, (129-131). The
MDSeq could potentially be developed based on the mean-
variance relationship Var(Yg) = 1, ,ufg motivated from the
coefficient of variation. We note that the reparametrization
of the negative binomial in the MDSeq can be analogously
developed to attain a probability likelihood model for the
alternative variance relationship when v, > 1. However,
investigators are usually interested in the analysis of gene
expression variability in order to interrogate additional in-
formation beyond those already acquired in the standard
analysis of gene expression means. Thus, differential vari-
ability analysis is often most informative when mean expres-
sion levels are consistent across treatments. In this scenario,
as W is undifferentiated, the analysis of gene expression
variability would be unaffected by the choice of the mean-
variance relationship.

The M DSeq utilizes a zero-inflated GLM to account for
excess zeros in Equation (4). We note that the probabilistic
framework is agnostic to the sources of excess zeros. It only
requires estimations of the overall probability of excess ze-
ros at a given gene in order to provide robust inference on
biological variations at the random negative binomial state.
For example, the MDSeq is expected to remain relatively
stable when proportions of excess zeros are different across
cases and controls but the overall proportions of excess ze-
ros are the same, especially at moderate to large sample sizes
(Supplementary Tables S5 and S6).

In this paper, we focused on differential analyses of gene
expression means and variability due to the prevalence of
case-control data in large-scale RNA-seq studies and their
importance towards the identification of functional impacts
of genes. The analysis of variance quantitative trait loci
(QTLs) that associates genetic variants with quantitative
traits has drawn much attention in recent literature (22—
26,87,132-135). Variance QTLs can be a source of gene ex-
pression variability and play an important role in the genetic
regulation of complex traits. The identification of variance
QTLs can also help to uncover interactions among genetic
variants due to the increased variability of traits influenced
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by genetic interactions. The M DSeq can be directly applied
for the analysis of variance QTLs with RNA-seq data by as-
sociating genetic variances with discrete quantitative traits.

Moreover, the MDSeq can be applied for other types of
high-throughput count data, such as Chromatin Immuno-
precipitation (ChIP) sequencing (136,137), CRISPR/Cas
assay (138), etc. Standard RNA-Seq expressions are often
profiled by averaging over a large number of individual cells.
Recent developments have led to the availability of single-
cell RNA sequencing (scRNA-seq) data, that characterize
gene expressions at each individual cell (139-142). Gene ex-
pression variability analysis of scRNA-seq (143-145) will
allow the evaluation and interpretation, at unprecedented
resolution, of biological variations among individual cells,
that can lead to new insights on cell populations effected by
tumor mutations (146,147), infectious diseases (148), etc. In
future works, we plan to extend the M DSeq for the analysis
of gene expression variability in these studies.

CONCLUSION

The MDSeq is available in an efficient and user-friendly R
package at https://github.com/zjdaye/MDSeq. Outlier de-
tection and differential analyses for around 20,000 genes
and 200 samples took ~20 min using four parallel processes
on a Windows machine with 3.6-GHz 17-4790 CPUs and 8-
GB RAM. With rapidly decreasing cost of NGS, large-scale
RNA-seq studies will soon become routinely available. In
this paper, we presented the M DSeq to fulfill the need for a
comprehensive toolset to interrogate both gene expression
means and variability in large-scale RNA-seq studies.

A large number of simulation scenarios has been con-
sidered in this article and its accompanying Supplementary
Materials. We hope that our results by encompassing a wide
spectrum of data scenarios will help to guide practitioners
in designing their own experiments. The MDSeq software
also contains a sim. ZIM D function that can provide simu-
lated data for type I error and power analysis in additional
scenarios.

SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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