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Abstract

Collision cross section (CCS) measurements resulting from ion mobility – mass spectrometry (IM-

MS) experiments provide a promising orthogonal dimension of structural information in MS based 

analytical separations. As with any molecular identifier, interlaboratory standardization must 

precede broad range integration into analytical workflows. In this study we present a reference 

drift tube ion mobility mass spectrometer (DTIM-MS) where improvements on the measurement 

accuracy of experimental parameters influencing IM separations provide standardized drift tube, 

nitrogen CCS values (DTCCSN2) for over 120 unique ion species with the lowest measurement 

uncertainty to date. The reproducibility of these DTCCSN2 values are evaluated across three 

additional laboratories on a commercially-available DTIM-MS instrument. The traditional stepped 

field CCS method performs with a relative standard deviation (RSD) of 0.29% for all ion species 

across the three additional laboratories. The calibrated single field CCS method, which is 

compatible with a wide range of chromatographic inlet systems, performs with an average, 

absolute bias of 0.54% to the standardized stepped field DTCCSN2 values on the reference system. 

The low RSD and biases observed in this interlaboratory study illustrate the potential of DTIM-

MS for providing a molecular identifier for a broad range of discovery based analyses.
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Introduction

Mass spectrometry (MS) based analytical techniques are widely used in studies ranging 

from human health to environmental assessments.1–5 While MS measures the mass-to-

charge ratio of ions, it is often coupled to additional separation dimensions such as liquid 

chromatography (LC) or gas chromatography (GC) to further understand physiochemical 

properties of the molecules or reduce ionization suppression in complex mixtures. Ion 

mobility spectrometry (IM) is another separation dimension that can be combined with mass 

spectrometry (IM-MS) to partition signal from interferences while providing structural 

information on molecules of interest. As structural separation facilitated by IM is unique 

from MS information, IM-MS has been utilized in applications ranging from structural 

biology analyses, isomeric separations, to molecular class differentiation. Further, IM 

separations occur on a millisecond timescale such that they are readily coupled between 

chromatographic and MS stages,6 facilitating information-dense multidimensional 

separations based on LC-IM-MS methodologies.7–10

In a conventional drift tube ion mobility (DTIM) experiment, ions transverse a uniform 

electric field region in the presence of a neutral buffer gas such as nitrogen, the ion-neutral 

interactions provide structurally-selective retention of analyte ions within the drift tube. The 

measured drift time is primarily a function of experimental parameters such as drift tube 

length, drift gas pressure, temperature, electric field strength, and masses of both buffer gas 

species and analyte molecule. Using these parameters, measured drift times in DTIM can be 

converted into a collision cross section (CCS) value via the fundamental low field IM 

relationship, referred to as the Mason-Schamp equation as shown below in Eqn (1).11,12

(1)

The parameters of this equation are: kb - Boltzmann’s constant, T - drift tube temperature, z 
– ion charge state, e - charge of an electron, mi – ion mass, mB - buffer gas mass, tA - 

measured arrival time, E - electric field, L - drift tube length, P - drift tube pressure, and N - 

buffer gas number density at standard temperature and pressure. A fundamental assumption 
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in Eqn (1) is that the separation is performed under so-called low-field conditions, or that ion 

heating is not appreciable between collisions.11,13,14 When this assumption is satisfied, the 

resulting CCS value represents an orientationally-averaged cross sectional area of the 

molecule and drift gas interaction which is related to the microscopic size and shape of the 

molecule. Because the Mason-Schamp equation defines CCS as a function of several 

experimental parameters, these parameters must be well-characterized in order to obtain 

CCS values with high confidence, necessitating the use of uniform field DTIM 

instrumentation constructed under rigid mechanical tolerances and operated with high purity 

gases with well-defined pressure and temperature conditions. With well-characterized 

experimental parameters and careful experimental design, CCS measurements have been 

reported with an intralaboratory repeatability of approximately 2% relative standard 

deviation (RSD) in several large-scale DTIM studies.15–18 In general, CCS reproducibility 

across multiple laboratories has not been well-studied. Notable exceptions are two recent 

studies by Astarita and coworkers which have demonstrated ~2% reproducibility of CCS 

measurements on commercially-available traveling wave instruments (i.e., TWCCSN2).19,20 

While this level of precision has been demonstrated to be sufficient for correlation of large 

molecule experimental values to theoretical candidate structures, e.g., macromolecular 

complexes and protein assemblies,21–24 recent studies have demonstrated that a significant 

portion of isomeric structures present in peptides and small molecule systems less than ca. 

500 Da exhibit CCS differences within 2% of one another,25,26 necessitating a higher level 

of CCS precision for differentiation. Thus, in order to have CCS function as a molecular 

descriptor, the measurement uncertainty needs to be as low as possible to increase the 

confidence in correlating measurements of unknowns to accepted standard values obtained 

from database searching.

In this study, we evaluate the reproducibility of DTCCSN2 values from four separate 

laboratories based in the US and Europe using a commercially-available uniform field 

DTIM-MS platform. One of the systems, termed the Reference System, was modified with 

the purpose of achieving an unprecedented level of accuracy in assessing the drift tube 

length, temperature, and voltage, thus allowing derivation of conditional CCS values which 

were stringently assessed to understand the major factors that contributed to total uncertainty 

of drift time measurement. The conditional CCS values were defined as the best estimate of 

the true value and were used to determine the bias of CCS values obtained for three other 

DTIM-MS instruments. The CCS values obtained on the Reference System can be extended 

beyond this study for calibration purposes as they represent DTIM CCS values with the 

lowest measurement uncertainty to date. Additionally, CCS value reproducibility was 

explored across the three other DTIM-MS instruments through analysis of chemical 

standards including metabolites, lipids, peptides, and proteins, which collectively represent a 

varied range of mass, chemical composition, and structure. The resulting interlaboratory 

evaluation provides reference CCS values for a wide range of molecules as well as important 

insights regarding precision in terms of DTIM measurement repeatability and reproducibility 

across different instruments and laboratories, respectively.
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Experimental Section

Materials

Sixty-five chemical standards including metabolites, lipids (fatty acids), peptides (both 

tryptic and biologically derived), and proteins were obtained from Sigma-Aldrich (St. Louis, 

MO). Common name and product number are included in Tables S1 and S2. An amino acid 

standard mix and an ESI low concentration tune mix were obtained from Agilent 

Technologies (Santa Clara, CA). High purity solvents (methanol, water, isopropyl alcohol, 

acetonitrile, and acetic acid) were purchased separately from Fisher Scientific (Waltham, 

MA) or Sigma Aldrich (Vienna, Austria). Additionally, ammonium bicarbonate, 

iodoacetamide (Fisher) and sequencing grade modified trypsin (Promega, Madison, WI or 

Sigma Aldrich, Vienna, Austria) were used for cytochrome C protein digestion.

Uniform Field IM-MS Instrumentation

Four commercial DTIM-MS instruments (6560, Agilent Technologies) were utilized for all 

experimental CCS measurements. The instrument configuration has been described 

previously,27,28 and is based on a DTIM-MS platform initially developed by Smith and 

coworkers.29–32 An instrument schematic containing details relevant to this current study is 

provided in Figure 1. Briefly, this instrument consists of a uniform field IM spectrometer 

positioned between two ion funnel stages. The forward ion funnel operates as a trapping 

device which stores and releases ions for the time-correlated drift tube experiment, and 

following IM separations under uniform electric field conditions, the rear ion funnel 

subsequently refocuses radially diffuse ions for transmission to the quadrupole time-of-flight 

(QTOF) mass spectrometer. All CCS measurements in this manuscript were obtained using 

nitrogen buffer gas.

Four primary design considerations were utilized in the DTIM-MS platform construction to 

improve measurement precision and control experimental parameters which may contribute 

to CCS uncertainty. Specifically, (1) measurement and regulation of drift gas pressure was 

improved by using a commercially available gas kit (Alternate Gas Kit, Agilent) with a 

precision flow controller (640B, MKS Instruments) that makes adjustments in real time 

based on absolute pressure readings of the drift tube pressure using a capacitance manometer 

(CDG 500, Agilent). This capacitance manometer provides a pressure reading accuracy of 

0.2% as opposed to the standard Pirani gauge (~5%) configured without the gas kit 

accessory. (2) The thermocouple used to monitor drift gas temperature (Type K, Omega 

Engineering) was repositioned to the center of the drift tube to more accurately reflect the 

mean drift tube temperature. (3) The software was updated to read back the voltage at higher 

precision and, (4) a standard method was used by each laboratory to acquire CCS data.

IM-MS Reference System

In addition to the modifications made on all DTIM-MS instruments in this study, the 

instrument housed in the Agilent research and development laboratory at Santa Clara, 

referred to as the “Reference System”, was further adapted by placing gridded wire mesh at 

the entrance and exit of the drift tube. By confining with grids, the geometric length of the 

drift region can be precisely constrained while simultaneously shielding the uniform field 
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drift region from fringing electric fields which otherwise perturb ions as they enter and exit 

the IM stage. The geometric length of this Reference System was determined to be 78.302 +/

− 0.05 cm by precision metrology using a height gauge referenced against a granite surface. 

In addition to internal instrument readbacks, drift tube temperature of the Reference System 

was profiled with an external temperature probe (1.1% °C, Fluke 52 II, Fluke Co., Everett, 

WA) and drift field voltages were independently measured with external digital multimeters 

(0.025% V+5cnts, U1280, Keysight Technologies, Santa Clara, CA).

Stepped Field CCS Method

The measured arrival time (tA) of ions traversing through the DTIM-MS instrument is a 

composite of the time ions spend in all regions of the instrument (including ion transfer 

optics and mass spectrometer) as shown by Eqn (2).33 In addition to the terms introduced in 

Eqn (1), t0 is the time ions spend outside of the drift region, therefore the time spent 

exclusively in the drift region needs to be determined (tA-t0).

(2)

The conventional method for determining the contribution of t0 in a uniform field DTIM-MS 

instrument is to perform a linear regression analysis by varying one of the experimental 

parameters such as L, P, or V. Classically, this was achieved by varying L,34,35 however, it is 

more straightforward and accurate to vary the electric field used for ion mobility dispersion, 

which is referred to here as a stepped field method.14 The choice of electric fields used in the 

time correction will affect both the magnitude and precision of the resulting CCS since at 

low electric fields the ion mobility distribution is spread across a broad range of times, 

whereas high electric fields result in narrow ion mobility distributions which may not be 

adequately sampled. For this study, optimal CCS determination (highest reproducibility with 

minimal RSD) was observed when utilizing seven electric fields ranging from 10.9–18.5 

V/cm, with the field in the rear funnel set as the average field in this range to minimize 

fringing field effects (step 4 in Tables S3 and S4). Data was acquired for 30 seconds at each 

field, resulting in a total acquisition time of 210 seconds for the stepped field CCS method. 

These electric fields and acquisition times were evaluated for nitrogen drift gas pressure of 

3.95 Torr in the drift tube and room temperature (ca. 25°C).

Single Field CCS Method

In support of CCS values based on a single electric field, a calibration equation is needed to 

convert the full arrival time (tA) to a CCS value. Eqn (3) accomplishes this, in which the 

slope (β) and intercept (tfix) can be determined from the regression of standardized CCS 

values for tune mix calibrant ions.

(3)
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The calibration function terms derived from linear regression of Eqn (3) can then be applied 

to calculate CCS values of unknown compounds measured at the same electric field as long 

as corresponding m/z and z values are available. This single field calibration derived from 

the Mason-Schamp equation is analyte and charge state independent, meaning it can be used 

for any sample as long as both tune mix and analyte ions are acquired under the same 

experimental settings. In this interlaboratory assessment, both tune mix calibrant ions and 

chemical standards were acquired at an electric field of 17.3 V/cm for 30 seconds. Further 

instrument parameters for single field measurements are provided in Table S5.

Estimation of Expanded Uncertainty of Drift Times Measured by the Agilent Reference 
System

The model equations, error propagation, calculation, and budgeting of total combined 

uncertainties were based on the official EURACHEM/CITAC guide Quantifying Uncertainty 
in Analytical Measurement (QUAM).36 A Monte Carlo simulation (n = 50 000 simulations) 

was used for the propagation of distributions of influence factors utilizing the @RISK Risk 

Analysis Add-in for Microsoft Excel (Version 7.5.0, Palisade Corporation, Ithaca, USA). 

Eqn (1) was rearranged into Eqn (4) to set up the model equation for estimating the 

uncertainty of drift time measurement using the stepped field method.

(4)

After a pre-evaluation of all input quantities given in Eqn (4), the parameters in bold, red 

letters, i.e. L (drift tube length), P (drift tube pressure), T (drift tube gas temperature) and V 
(drift tube voltage) were identified as major input quantities with regard to their contribution 

to the uncertainty associated with tA. Table 1 lists the standard uncertainties and distributions 

of the parameters propagated using the Monte Carlo method.

Results and Discussion

The tune mix and biologically-relevant chemical standards were analyzed to determine the 

precision under repeatability and reproducibility conditions of measurement of the 

corresponding CCS values in an international interlaboratory study of the DTIM-MS 

platform. In the presented study, repeatability conditions entailed performing repeated 

measurements of a sample on one instrument, whereas reproducibility conditions concerned 

the measurements of equal samples on different instruments situated in different 

laboratories.37

In addition to the Reference System located at Agilent Technologies (Santa Clara, CA), the 

three additional laboratories participating in this study were the University of Natural 

Resources and Life Sciences (BOKU, Vienna, Austria), Pacific Northwest National 

Laboratory (PNNL, Richland, WA), and Vanderbilt University (VU, Nashville, TN). Stepped 
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and single field CCS measurements obtained on all instruments will be discussed along with 

theoretical insight from a Monte Carlo simulation for error propagation.

Establishing the Reference System and Tune Mix Ion CCS Values

Errors in all experimental parameters of the DTIM-MS Reference System were assessed in 

order to evaluate the upper limits of experimental precision. The weighted average 

temperature profile of the drift tube was found to have a 1.1°C shift versus the temperature 

obtained from an independent thermocouple placed at the center of the drift tube, so this 

shift was applied as a 1.0019 correction factor. Independently measured drift tube potentials 

in both positive and negative ion modes, yielded a 1.00284 correction factor for positive ions 

and 1.0013 for negative due to differences in voltage accuracy for the distinct modes. The 

higher accuracy of drift tube length, temperature and voltage characteristics of the Reference 

System were subsequently combined to obtain CCS values for all components present in the 

tune mix in both positive and negative ion modes as shown in Table S6.

To ensure the most comprehensive assessment, CCS measurements of the tune mix were 

performed using four possible operational modes supported by the DTIM-MS instrument 

which include: 50–250 m/z stable ion, 50–250 m/z fragile ion, 50–1700 m/z and 100–3200 

m/z modes. Measurements were made on three different days with the four different 

instrument settings resulting in 9–36 CCS measurements for each tune mix ion (as some 

ions are not present in every operational mode) and the results are provided in Table 2. The 

corresponding RSD for CCS values obtained under repeatability conditions of measurement 

on the Reference System (Tables 2, S8 and S9) was found to be less than 0.22% for all tune 

mix ions. Due to thorough error evaluation, these CCS reference values represent the lowest 

measurement uncertainty and highest accuracy to date for DTIM analyses. Accordingly, 

these tune mix ion CCS values were defined as the best estimates of the true value and were 

subsequently used as reference values in evaluating instrument performance in terms of 

trueness in this study. This thorough evaluation was undertaken with a view to use these 

reference CCS values as calibrants for universal single-field measurements and are presented 

as reference values to support broad CCS standardization. Therefore, these DTIM CCS 

values not only standardize single field CCS measurements made on the IM platform used in 

this study, but can be extended to homebuilt DTIM instruments as a reference and to non 

DTIM platforms where CCS calculations require DTIM CCS measurements as a basis for 

calibration.

As only the Reference System benefited from a precise determination of drift tube length, it 

was necessary to arrive at a calibrated or “effective” length for the three other systems. To 

establish this effective length stepped field results of these calibrant ions from BOKU, 

PNNL, and VU were compared and normalized against the Reference System (Agilent). 

This correction was accomplished by calculating an effective length based on the average of 

1413 discrete CCS measurements of all tune mix ions obtained from the three laboratories 

on three different days across the four different tuning modes, and is thus considered 

applicable to all versions of this instrument produced under the respective model number 

(G6560A). The resulting effective length was determined to be 78.24 ± 0.16 cm, which 

differs from the specified production length (78.12 cm) by 0.12 cm; and is in general 
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agreement with the anticipated forward field penetration into the tube lens prior to ions 

reaching thermal equilibrium.38 More details on the effective length determination for the 

three laboratories are included in Figure S1 and Table S7.

CCS values obtained from BOKU, PNNL, and VU for the tune mix ions are listed in Table 

S8 and all values are characterized by an interlaboratory reproducibility of better than 0.50% 

RSD. Bias from CCS measurements obtained on the Reference System was found to be 

within 0.74% for all 20 tune mix ions. For the 10 tune mix ions between 300–1700 m/z 

which are observed using all four instrument modes, reproducibility is within 0.22% RSD 

and bias from the Reference System within 0.44% across the three laboratories. CCS values 

from each laboratory using all studied tuning modes can be found in Tables S9 and S10.

Theoretical Assessment of Expanded Uncertainty of Drift Time Measurement

One aim of this study was the assessment of conditional CCS reference values derived from 

stepped field measurements on the Reference System, as these values are used for the single 

field CCS workflow and suggested as standard CCS values for the broader IM community. 

Uncertainty estimation is a central element for identifying the major factors (i.e. input 

quantities) influencing the total uncertainty of a measurement process and the derived 

values. Eqn (4) was utilized as a model equation for assessment of the contribution of all 

input quantities to the uncertainty of drift time measurement by the stepped field CCS 

method. Applying Eqn (4) to a given DTCCSN2 value of 152.78 Å2 revealed a drift time of 

16.84 ms under specified experimental parameters. The Monte Carlo simulation yielded in a 

normal distribution with a combined uncertainty of 0.05 ms corresponding to a relative 

uncertainty of 0.27%. In the theoretical concept of measurement uncertainty budgeting, an 

additional coverage factor of 2 is introduced to capture a 95% (2σ) level of confidence 

resulting in an expanded uncertainty of 0.54%. Essential information which can be derived 

from this uncertainty assessment via error propagation is the uncertainty budget which 

quantifies the relative contribution of each input quantity to the total combined uncertainty 

of the measurement. Drift gas pressure and temperature are found to be the primary input 

quantities which contribute to the uncertainty in the IM measurement (48% and 44%, 

respectively). Since the contribution of the drift tube voltage and the length of the drift tube 

is minor (both 4%) the uncertainty budgeting indicates that further reduction of the 

distribution of P and T in the drift tube can lead to a significant reduction of the 

experimental uncertainty of the DTCCS. It should be noted that complete CCS uncertainty is 

influenced additionally by assumptions with the Mason-Schamp equation, but 0.54% 

represents the td uncertainty and is a reflection of the instrument parameters that influence 

CCS measurements.

Stepped Field CCS Precision and Trueness of Biological Standards

Following evaluation of the tune mix ions and establishment of the standardized effective 

length parameter, DTCCSN2 values for a set of biological standards were evaluated across all 

four laboratories using the stepped field method. When selecting analytes for this study, the 

focus was to look at a broad range of analytes from small metabolites to large proteins. 

While all the analytes have biological origin, the results should extend to other classes of 

molecules as Mason-Schamp theory is not class specific. Both positive and negative ions 
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were examined, corresponding to protonated, sodiated and deprotonated species. Figure 2 

maps the conformational space (m/z versus CCS) of the molecules surveyed in this study, 

using CCS averaged from three laboratories (BOKU, PNNL, and VU). Independent results 

for all four laboratories can be found in Table S11. In Figure 2A, higher charge state ions 

observed for peptides are enclosed with grey regions to highlight their respective 

conformational space trends. Tune mix ions span a large mass range from 113–2834 Da, 

with a CCS range from 108.2–441.2 Å2. These molecules tend to adopt compact 

conformations in the gas phase and thus fall within a low region of conformational space as 

previously observed.39 Peptides and proteins in Figure 2A and 2B exhibit cross sectional 

expansion with higher charge states as has been consistently observed for anhydrous 

peptides and proteins. Figure 2C is an expansion of the low mass region which contains the 

small mass ions. Fatty acids fall within a higher region of conformational space due to their 

adoption of extended structures in the gas phase. However, metabolite CCS values do not 

exhibit any generalized conformational space trends due to their relatively small size and 

heterogeneous atomic compositions.

Regarding interlaboratory precision under reproducibility conditions, an average of 0.30 

± 0.16% RSD across all biological samples was achieved for the three laboratories in this 

study. The distribution of RSD across the standards analyzed in this study is shown in Figure 

3A. The majority of standards demonstrate RSD values within 0.4% for metabolites, fatty 

acids, peptides, and proteins. Average RSD results for each biological classes are presented 

in Figure 3B. Fatty acid samples have the lowest RSD at 0.24 ± 0.07%, while tryptic 

peptides exhibit the highest RSD at 0.48 ± 0.22%. The tryptic peptides show a higher RSD 

in comparison to the commercially available peptide standards ostensibly owing to 

variations arising from the digestion of cytochrome c at each of the three laboratories. The 

average reproducibility of 0.35 ± 0.12% RSD determined for proteins and 0.26 ± 0.14% for 

peptide standards is a surprisingly favorable result despite their large size and 

conformational diversity.

Combining results from all 3 laboratories, CCS values for biomolecules have an average bias 

of 0.34 ± 0.28% when compared to the values obtained from the Reference System. An 

overlay of individual laboratory results is presented in the distribution plot in Figure 3C 

where results for BOKU are shown in green, PNNL in orange, and Vanderbilt in yellow. The 

trends observed in this plot are similar for all three laboratories with both BOKU and 

Vanderbilt having over 80% of the standards within 0.5% bias from the reference system 

while PNNL was only slightly lower at 70%. The average biases in Figure 3D show that the 

tryptic peptides showed the greatest variation across the three labs. While BOKU, PNNL, 

and Vanderbilt all performed the digest separately, the digest from Vanderbilt was used to 

determine CCS values on the Reference System. Therefore these variations most likely arise 

from the sample preparation as opposed to the measurement system. Fatty acids and positive 

metabolite ions exhibit the smallest average bias when compared to the Reference System, 

with percent errors of 0.26 ± 0.05% and 0.25 ± 0.05%, respectively. Negative metabolite 

ions and proteins exhibit larger observed deviations from the Reference System at 0.33 

± 0.05% and 0.51 ± 0.06% respectively, but still have low error. Both metabolites (low mass) 

and proteins (high mass) represent CCS measurements which fall on the lower and upper 

ends of the range used for CCS normalization and thus it is expected to see larger deviations 
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in their CCS from the Reference System. Comparison of these results with theoretically 

calculated CCS values based on conformational sampling is provided in Figures S6–20. 

Emerging numerical methods such as data-intensive machine learning approaches offer 

promising avenues to address CCS prediction of small molecules.40,41 Future improvements 

in numerical methods and traditional approaches that provide structural insight rely on 

highly accurate experimental CCS values illustrated here to improve parametrization for a 

wider molecular space.

Single Field CCS Precision and Trueness of Biological Standards

Samples in analytical workflows are typically present in complex matrices which often 

benefit from, if not require, chromatographic separations prior to analysis by IM-MS. When 

chromatographic separations are preformed prior to IM-MS analysis, traditional stepped 

field CCS methods are not practically feasible. A calibrated single field CCS method is 

needed to interface with GC and LC separations and is therefore critical for utilizing CCS 

values as an additional identifier in analytical workflows. As this single field method 

requires calibration, comparison of single field CCS values to traditional stepped field CCS 

values are presented in this section.

Results from the single field CCS method (Table S12) demonstrated an overall average 

interlaboratory RSD of 0.38 ± 0.19% for the three laboratories. Figure 4 compares the 

agreement between single field CCS values from each laboratory to stepped field CCS 

values from the Reference System across different biological classes. Results for each 

individual analyte for each laboratory are shown in Figure 4A and absolute differences 

between single and stepped field results are plotted in Figure 4B. In general, a positive bias 

was observed for singly charged ions and a negative bias for higher charged ions, although it 

is noted here that the bias is not dependent on the magnitude of the charge state as similar 

biases are observed for ions ranging from +2 to +20 charge states. For the fatty acids and 

positive metabolite ions, an average bias of 0.27 ± 0.18% and 0.44 ± 0.28% were observed, 

respectively. For peptides and proteins, the bias between single and stepped field results is 

higher at 0.53 ± 0.44% and 0.68 ± 0.36% and is attributed to multiple unresolved 

conformations that affect peak centroiding. Additionally, the higher biases for peptides at 

PNNL mimics the stepped field results for tryptic peptides and has been previously 

attributed to variations arising from individual peptide digestions. Negative metabolite ions 

exhibited the greatest average bias of 0.79 ± 0.34%, which was expected as the lowest 

negative ion tune mix component used in the reference set is m/z 301 in contrast to the 

positive ion tune mix components, which contain reference values as low as m/z 118. 

Although TFA (which is present in the tune mix) is commonly utilized for mass calibration 

in negative ion mode (m/z 113), TFA was observed in the DTIM analysis to form multiple 

resolved clusters which are sensitive to instrument settings and isolation of the monomer 

proved challenging. Thus TFA was not utilized as a reference CCS component for the single 

field calibration parameters. It is also interesting to note that the same bias trends were 

observed across all three laboratories in this study with an average, absolute bias of 0.55%, 

0.58%, and 0.50% for BOKU, PNNL, and Vanderbilt, respectively. The overall excellent 

agreement between single and stepped field CCS values supports the use of the single field 

method for large-scale determination of CCS using analytical methods such as LC and GC 
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separations. With a mean bias and RSDs of less than 1% observed for a broad range of 

compound classes (Figure 3B), the single field calibration method and equation can be 

deployed across a broad range of compound classes, an attribute which is key for unknown 

identification workflows. It is, however, acknowledged that the DTIM stepped field method 

is still the most accurate means of determining analyte CCS.

Conclusions

This study demonstrates that interlaboratory DTCCSN2 RSD of 0.29% is achievable with 

current DTIM-MS technologies and instrumentation for a wide range of molecular classes, 

masses, and charge states in both positive and negative modes. While interlaboratory 

reproducibility is necessary in promoting CCS as a molecular identifier in analytical 

workflows, standardization to CCS values with low measurement uncertainty is also critical. 

The highly characterized Reference System described in this work offers fundamental 

insight towards achieving higher levels of precision as well as a basis for trueness in CCS 

values. Traditional stepped field DTCCSN2 values and calibrated single field DTCCSN2 

values were reported with average biases of 0.34% and 0.54%, respectively, to the 

standardized conditional DTCCSN2 values from the Reference System. This significant 

improvement over previously reported 2% reproducibility for CCS measurements 

demonstrates the high precision possible with DTIM and directly benefits the use of CCS as 

a molecular descriptor for numerous applications including untargeted screening workflows. 

Finally, the CCS values presented in this work from the Reference DTIM System support 

broad CCS standardization for calibrated single field methods across all ion mobility 

separation technologies.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
A schematic representation of the commercial IM-MS used in this study. Components 

labeled in red are specific to the current study.
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Figure 2. 
A conformational space map of the stepped field CCS values for the biological standards 

and calibrant ions. In A. tune mix ions and peptides are shown with insets in B. for the 

proteins and in C. for the smaller ions including fatty acids and metabolites. Positive ions are 

represented with filled symbols and negative ions with open symbols.
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Figure 3. 
Distribution plots and bar graphs are used to analyze the results of the stepped field CCS 

work. In A. the distribution of relative standard deviation (RSD) across the standards 

analyzed in this study is plotted according to biological class and in B. the average RSD for 

each class is shown. In C. the distribution of bias to the reference system is shown for each 

laboratory (green for BOKU, orange for PNNL, and yellow for Vanderbilt). The bar graph in 

D. shows the average bias for each biological class for each lab.
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Figure 4. 
These bar graphs show the bias of single field CCS values obtained on all instruments when 

compared to the stepped field CCS values obtained on the Reference System. In A. the 

average absolute percent error for each class of biomolecules is shown for the four 

laboratories and in B. the percent error is shown for each biological standard for each lab.
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Table 1

Experimental parameters considered as input quantities for error propagation via Monte Carlo simulation.

Parameter Value Uncertainty Unit Distribution

L 0.78302 0.000132 m uniform

T 299.4 1.1 K normal

P 3.945 0.00789 Torr normal

V 1250.0 0.3 V uniform
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Table 2

Reference System CCS Values for Tune Mix Ions

Tune Mix Ions – Positive Mode

m/z CCS (Å2) %RSD (intralab.) n

118 121.30 ± 0.20 0.17% 27

322 153.73 ± 0.23 0.15% 36

622 202.96 ± 0.27 0.14% 36

922 243.64 ± 0.30 0.12% 36

1222 282.20 ± 0.47 0.17% 36

1522 316.96 ± 0.60 0.19% 36

1822 351.25 ± 0.62 0.18% 9

2122 383.03 ± 0.64 0.17% 9

2422 412.96 ± 0.58 0.14% 9

2722 441.21 ± 0.59 0.13% 9

Tune Mix Ions – Negative Mode

m/z CCS (Å2) %RSD (intralab.) n

113 108.23 ± 0.20 0.19% 9

302 140.04 ± 0.29 0.21% 36

602 180.77 ± 0.21 0.12% 36

1034 255.34 ± 0.32 0.13% 36

1334 284.76 ± 0.31 0.11% 36

1634 319.03 ± 0.70 0.22% 36

1934 352.55 ± 0.27 0.08% 9

2234 380.74 ± 0.31 0.08% 9

2534 412.99 ± 0.31 0.07% 9

2834 432.62 ± 0.35 0.08% 9
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