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Dynamic Structural Differences between Human and
Mouse STING Lead to Differing Sensitivity to
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ABSTRACT The stimulator-of-interferon-genes (STING) protein is involved in innate immunity. It has recently been shown that
modulation of STING can lead to an aggressive antitumor response. DMXAA is an antitumor agent that had shown great prom-
ise in murine models but failed in human clinical trials. The molecular target of DMXAA was subsequently shown to be murine
STING (mSTING); however, human STING (hSTING) is insensitive to DMXAA. Molecular dynamics simulations were employed
to investigate the differences between hSTING and mSTING that could influence DMXAA binding. An initial set of simulations
was performed to investigate a single lid region mutation G230I in hSTING (corresponding residue in mSTING is an Ile), which
rendered the protein sensitive to DMXAA. The simulations found that an Ile side chain was enough to form a steric barrier that
prevents exit of DMXAA, whereas in WT hSTING, the Gly residue that lacks a side chain formed a porous lid region that allowed
DMXAA to exit. A second set of molecular dynamics simulations compared the tendency of STING to be in an open-inactive
conformation or a closed-active conformation. The results show that hSTING prefers to be in an open-inactive conformation
even with cGAMP, the native ligand, bound. On the other hand, mSTING prefers a closed-active conformation even without
a ligand bound. These results highlight the challenges in translating a mouse active STING compound into a human active com-
pound, while also providing avenues to pursue for designing a small-molecule drug targeting human STING.
INTRODUCTION
The innate immune system provides the initial line of
defense against infectious pathogens. Recent studies have
shown that the stimulator-of-interferon-genes (STING) pro-
tein plays a central role in this response by mediating type I
interferon (INF-a and INF-b) production through both NF-
k-B and IRF3 transcription pathways in response to intracel-
lular dsDNA, intracellular pathogens, and mitochondrial
damage (1–6). STING acts as a direct sensor of cyclic dinu-
cleotides (CDNs) such as cyclic GMP-AMP (cGAMP) (1),
and STING variants have evolved to distinguish noncanon-
ical CDNs produced by mammalian cGAS from conven-
tional (30-50) CDNs produced primarily by bacteria (7).
Additionally, the innate immune system plays a role in
both pro- and antitumor immunity (8,9). It has been demon-
strated that intratumoral administration of STING agonists
in the tumor microenvironment triggers an antitumor
immune T cell response in multiple mouse tumor models
(10,11). As such, STING has recently emerged as an
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exciting target for both immunological conditions (i.e.,
STING inhibition) and oncology (i.e., STING activation).

STING is a transmembrane protein consisting of an
N-terminal transmembrane region, a C-terminal domain
that includes the dimerization domain, and as a carboxy-
terminal tail. STING exists as a homodimer in cells.
Crystal structures of the C-terminal domain reveal that
the symmetrical STING dimer resembles a butterfly with
the ligand binding site for cGAMP located deep in the
cleft at the dimer interface of the two protomers. Apo
hSTING structures show an open conformation (Fig. 1).
Upon cGAMP binding, the two protomers shift slightly
relative to each other and clamp down onto the ligand
binding domain, whereas a b-sheet lid region forms over
the binding site, thus forming a closed conformation.

The vascular disrupting agent Vadimezan, 5,6-dimethyl-
xanthenone-4-acetic acid (DMXAA), was identified as a
potential cancer therapeutic and in combination with pacli-
taxel and carboplatin was evaluated in phase II clinical trials
against non-small-cell lung cancer (12). However, DMXAA
failed in human phase III trials (12). It was later discovered
that DMXAA is a direct activator of murine STING
(mSTING) signaling but not human STING (hSTING)
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FIGURE 1 Comparison of apo- and cGAMP-bound hSTING crystal

structures. In hSTING, the configuration of the protomers clamp down,

closing the protein upon cGAMP binding (overlay of open apo structures

shown in blue, PDB: 4F5W, 4EF5, 4EMU, and 4F9E; closed cGAMP-

bound structures are shown in yellow, PDB: 4LOH and 4KSY). In addition

to the closing of the hSTING protein, cGAMP binding also results in the

formation of a b-sheet lid region over the active site.

MD of hSTING versus mSTING
(13–15). As mSTING and hSTING have high sequence
identity (68% amino acid identity and 81% similarity) and
identical residues within the DMXAA binding pocket
(shared with cGAMP), the reason for this difference in spe-
cies sensitivity to DMXAA was not immediately evident.

Although DMXAA is not active against wild-type (WT)
hSTING, a single point mutation in the lid region, G230I
(Fig. 2), has been identified that renders DMXAA partially
active against hSTING (16). Interestingly, the correspond-
ing lid region residue in mSTING is an Ile. As reported
by Gao et al. (16), IFN-b induction activity of DMXAA in
FIGURE 2 Crystal structure of hSTING with lid residue mutation G230I

(PDB: 4QXP (16)) making it sensitive to DMXAA. The STING dimer is

colored in blue and green cartoon representation. The two DMXAAs

bind deep in the cleft formed by the two STING protomers, whereas the

G230I lid mutation is highlighted by the red spheres.
hSTING G230I is threefold less than that of mSTING,
whereas WT hSTING has no interferon induction. They
additionally report that in isothermal titration calorimetry
(ITC) experiments, the KD of DMXAA binding to mSTING
to be 0.49 mM, whereas there is no detectable binding in WT
hSTING. A KD for DMXAA binding to hSTING G230I is
not reported, but the KD hSTINGgroup 2, a construct that
contains the G230I mutation as well as additional mouse
mutations, is reported to have similar IFN-b induction
activity to hSTING G230I, which has a KD of 3.12 mM.

How G230I confers activity is very perplexing, as it is
located in the lid region and not in proximity to the natural
ligand binding site shared by cGAMP and DMXAA. It was
hypothesized by Gao et al. (16), that upon closing of the lid,
the Ile side chain becomes buried in a hydrophobic pocket
stabilizing the protein conformation (Fig. 3). As this hydro-
phobic interaction is not possible in wild-type hSTING but
is in wild-type mSTING, it may explain the difference in
DMXAA sensitivity.

Two DMXAA molecules are found within the ligand
binding site of STING (Fig. 4). These two DMXAA mole-
cules form a p-stacking interaction with each other, whereas
the carboxylic acid moieties form a charge-charge interac-
tion with Arg238 and a hydrogen bonding interaction with
Thr263. The carbonyl group forms hydrogen bonding inter-
actions with Thr267 and Ser162. The G230I mutation that
modulates the sensitivity of hSTING to DMXAA is not
within 5 Å of the DMXAA binding site, the cutoff typically
FIGURE 3 Schematic showing residues within 5 Å, surrounding the key

G230I mutation (shown as a pink sphere), which leads to the differing

hSTING sensitivities to DMXAA (PDB: 4QXP). Residue 230 sits in a small

hydrophobic pocket formed by Leu170, Ile235, and Tyr240. The remaining

residues are charged or polar including Arg238, which sits within the

DMXAA binding pocket and makes specific protein-ligand interactions

(see Fig. 4).
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FIGURE 4 Key hydrogen bonding interactions (dashed lines) within the

ligand binding site of hSTING (blue and green) in complex with DMXAA

(orange). The G230I mutation that renders DMXAA active in hSTING is

not within the immediate (5 Å) binding site.
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employed for identifying nonbonded interactions between a
protein and ligand.

Molecular dynamics (MD) has been used in the past to
study the dynamics and conformational changes that occur
in protein structures. A number of techniques have been
used to describe the collective motion of proteins as it
relates to their function and folding motions, including
MD and principal component analysis (PCA). The applica-
tion of these methods to various systems is reviewed in Be-
rendsen and Hayward (17). Specifically related to lid region
movements, a number of MD studies have evaluated the
flexibilities of lid regions. In one such study, Hornak et al.
(18) performed unrestrained, all-atom MD simulations of
the open form of HIV-1 protease and demonstrated that
the flap region of the protein closes down over the binding
pocket upon manual placement of the ligand into the site.
Hence, the simulations were able to reproduce the known,
bound form found in over 200 crystal structures. Further-
TABLE 1 Listing of STING MD Simulations Performed

Simulation Description Crystal Structure (PDB ID) M

1 hSTING G230I 4QXP (16)

2 WT hSTING 4QXP (16)

3 WT mSTING 4LOL (38)

4 WT hSTING 4F5W (35)

5 WT mSTING 4KC0 (37)

6 WT hSTING 4LOH (38)

aThe mutation column specifies the mutated residue in reference to the crystal
bFor the WT hSTING PDB: 4QXP with DMXAA simulation, one of the three
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more, upon removal of the ligand, the authors were also
able to demonstrate the closed and semiopen conformations
observed in bound and apo crystal structures, respectively,
in addition to a more open state that has not been observed
experimentally (19). In another such study in Adenylate
kinase (20), MD simulations were able to show the effect
of atomic fluctuations that occurred on the pico- to nano-
second timescale within the hinge region and led to larger
and much slower lid motions that were needed for a catalyt-
ically competent state. In a third MD study, the rotational
motor motion of ATP synthase (21) was described in atomic
detail, showing that the energy produced by ATP hydrolysis
led to concerted motions in the V1-ring and is consumed by
the rotation of the central stalk. Lastly, there are precedents
in using protein dynamics to engineer novel drugs. MD
studies by the Ortoleva group (22,23) showed that epitope
fluctuations in HPV were under dynamic allosteric control.
Simulations showed that restricting the fluctuations of the
h4 helix was crucial in rigidifying epitopes, which is key
to a robust immune response. However, restricting the
fluctuations of the h4 helix were found to not impact the
structure of the epitope carrying loops. This insight into
allosteric control was further exploited into a computation-
ally driven vaccine design strategy. Here, we use MD to
probe the mechanism behind the selectivity of DMXAA
for mSTING over hSTING. Understanding the steps that
occur during the binding event is crucial for the design of
compounds that are active against hSTING.
METHODS

A series of MD simulations using AMBER 14 (24) were performed to

investigate the dynamics of human and mouse STING and the influence

of a single residue mutation on the binding of DMXAA. The simulations

performed are listed in Table 1 and were initiated from crystallographic

coordinates. In Simulation 2, all coordinates from the PDB: 4QXP crystal

structure (hSTING I230 with DMXAA (16)) were used, but residue

230 was mutated back into the wild-type Gly residue. In Simulation 6,

all coordinates from the PDB: 4LOH crystal structure (hSTING H232

with cGAMP) were used, but H232 was mutated back into the wild-

type Arg residue. Schrodinger’s Prime module was used to model the

mutant proteins using other hSTING crystal structures with R232 as

guidance.

Each MD simulation was run for 150 ns and repeated three times, except

for one of the simulations of WT hSTING with DMXAA, which was

extended out to 450 ns. Simulations were run using AMBER 14 (24–26)
utationa Ligand Replicates Simulation Length (ns)

— DMXAA 3 150

G230 DMXAA 3 150/450b

— DMXAA 3 150

— apo 3 150

— apo 3 150

R232 cGAMP 3 150

structure construct.

replicates were simulated out to 450 ns.



FIGURE 5 Snapshots from a MD simulation of WT hSTING with

DMXAA. (a) At the beginning of the simulation (0 ns), there is a gap in

the lid region that results from converting the I230 residue in the PDB:

4QXP crystal structure into WT hSTING with a glycine (highlighted in

red). (b) Twenty-eight nanoseconds into the simulation, one of the DMXAA

molecules exits the binding site exactly at the opening created by the I230G

mutation. (c) An overlay of the I230 residue from a separate MD simulation

shows the extra bulk from the isoleucine residue would result in a steric

barrier preventing DMXAA from exiting the binding site. (d) At the end

of the 150-ns MD simulation, one of the DMXAAs has exited the binding
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on nVIDIATitan X GPUs made available at the San Diego Supercomputing

Center’s COMET machine. FF14SB (27) was used to simulate the proteins,

whereas the ANTECHAMBER module (24) and GAFF with AM1-BCC

charges were used to obtain parameters for DMXAA and cGAMP. Simula-

tions used an implicit-solvent generalized Born approach with temperature

maintained using Langevin dynamics and a timestep of 1 fs. All simulations

systems were minimized with 1000 steps each of restrained minimization in

which all hydrogen atoms were restrained with 50, 10, and 2 kcal/mol/A2

restraints, followed by restraints on only the protein CA of 50, 10, 2, and

0.5 kcal/mol/A2. Next the MD systems were allowed to be heated to 300

K, with 5000 steps each of gradually decreasing restrained dynamics

with 50, 10, 2, and 0.5 kcal/mol/A2; initially, the restraints were applied

to all heavy atoms and subsequently applied only to the CA atoms. After

this minimization and restrained dynamics procedure, the entire system

was allowed to run without constraints for 5000 frames before the start

of the production runs. All production simulations were performed without

restraints at 300 K. This simulation method is similar to that used for the

previously described simulations with HIV protease (18,19).

For the STING simulations containing DMXAA, nonbonded (VDW

and electrostatic) interaction energies between selected sets of residues

in the STING lid region were calculated using the NAMD Energy plugin

in VMD 1.9.3 (28). Energies were calculated every 0.1 ns using a

cutoff of 12 Å and a switch of 10 Å. Dynamical network analysis

(29,30) was also performed with additional calculations to determine

network communities and critical nodes/edges between communities.

Networks were visualized using the NetworkView plugin in VMD

(28). Lastly, PCA was performed on the apo hSTING and mSTING

simulations to evaluate the primary movement of the STING dimers.

PCA was calculated using CPPTRAJ (31) on the CA atoms over

the length of the MD trajectories, whereas the STING protomers

remained interacting with each other. Once the STING protomers

separated, as in the case of the hSTING simulations, those trajectory

frames were no longer used for the PCA analysis. The primary principal

component was mapped onto the proteins using the nmwiz plugin (32)

in VMD (28).
site and the tip of the lid region has come down and filled the space previ-

ously occupied by the compound.
RESULTS AND DISCUSSION

STING simulations: DMXAA

To investigate the effect of the hSTING lid region single
G230I mutation in affecting the sensitivity of STING to
DMXAA, we carried out several MD simulations with and
without the lid region mutation. The 150-ns MD simulations
revealed that with the G230I lid mutation in place, the two
DMXAA molecules remain in the hSTING-G230I active
site and the lid remains in a closed, active conformation
(see Movie S1). However, in the simulation with the lid res-
idue converted back to the WT glycine, the lack of a residue
side chain results in an opening within the lid (Fig. 5 a).
During the MD simulation (see Movie S2), one of the
DMXAA molecules is able to exit the binding site exactly
where the G230 residue resides (Fig. 5 b). Upon overlay
of the G230I simulation, one can easily see that the isoleu-
cine side chain creates a steric barrier that prevents the
DMXAA from quickly exiting the binding site. However,
the opening provided by the lack of a side chain in the
WT hSTING glycine residue allows the DMXAA molecule
to slip out of the binding site (Fig. 5 c). Interestingly, when
just a single DMXAA molecule is left within the binding
site, the STING dimer continues to remain closed and the
tip of the lid loop actually comes in and fills the space left
by the vacated DMXAA molecule (Fig. 5 d).

In addition to the hSTING simulations, MD simulations
of mSTING in complex with DMXAA (PDB: 4LOL)
were also performed to determine whether the mouse lid
region with a WT I229 residue (equivalent to residue 230
in human) was comparable to the hSTING G230I simula-
tions. And indeed, the mSTING with DMXAA simulation
was very similar to those of the hSTING G230I simulations,
in which the DMXAA molecules remained in the ligand
binding site and the lid regions remained in a closed
active-conformation.

To test the hypothesis by Gao et al. (16) regarding the sta-
bilizing nature of the small hydrophobic pocket near the
G230I mutation, VDW interaction energies were calculated
for the three STING simulations with DMXAA (Simula-
tions 1–3). Fig. 6 a shows the VDW interaction energies
calculated over the course of the MD simulations between
residue 230 and all other residues within 5 Å of residue
230. There is a clear difference in VDW interaction energies
when comparing the Gly residue in the WT hSTING simu-
lation versus the Ile residue found in the hSTING G230I and
mSTING simulations, with the larger hydrophobic side
Biophysical Journal 114, 32–39, January 9, 2018 35



FIGURE 7 Dynamical network representations for (a) hSTING G230I,

(b) WT hSTING, and (c) WT mSTING, all with DMXAA, calculated

from Simulations 1–3 and projected on to the protein. Network community

edges are shown as sticks with selected lid communities highlighted in

green and blue. Critical node edges connecting communities are shown

in red. For mSTING with DMXAA, a robust network connects the lids of

the two STING monomers, whereas for hSTING, either WTor G230I, there

is a much weaker network connecting the two monomer lid regions.

FIGURE 6 VDW interaction energy of lid residue I230 (in hSTING

G230I), G230 (in WT hSTING), and I229 (in mSTING) with (a) residues

within 5 Å and with (b) only hydrophobic residues (Leu170, Ile235, and

Tyr240) within 5 Å. The WT hSTING G230 residue has an 8 kcal/mol

weaker VDW interaction with its neighboring residues than the Ile found

in hSTING G230I and in WT mSTING. However, this difference in

VDW interaction energy is not due to the interactions with the neighboring

hydrophobic residues as the VDW interaction energies remain similar

regardless of whether the residue is a Gly or Ile.

Shih et al.
chain of Ile having an 8-kcal/mol stronger interaction than
the Gly residue. However, as shown in Fig. 6 b, that differ-
ence in VDW interaction energies does not appear to arise
from interactions with the hydrophobic residues that form
the small hydrophobic pocket near G230I, i.e., residues
Leu170, Ile235, and Tyr240, thus suggesting that the hydro-
phobic pocket is not stabilizing the G230I mutation in
hSTING. The total interaction energy between DMXAA
and the STING proteins, and DMXAA and the polar resi-
dues within the ligand binding site (Arg238, Thr263, Thr267,
and Ser162), reveal that DMXAA interacts with the protein
36 Biophysical Journal 114, 32–39, January 9, 2018
primarily through these polar residues in hSTING and
mSTING (Fig. S1). A decrease in the interaction between
DMXAA and the polar residues leads to the eventual exit
of the DMXAA molecule in WT hSTING.

A dynamical network analysis was also performed on
Simulations 1–3 (Fig. 7). Selected communities that connect
the two protomer lid regions are highlighted in green and
blue. For the hSTING with DMXAA simulations, either
G230I (Fig. 7 a) or WT (Fig. 7 b), there are a few edges
that connect the two lid regions, but there are dramatically
fewer compared with the robust network of edges



FIGURE 8 Comparison of apo- and cGAMP-bound mSTING crystal

structures. In mSTING, the apo structure (shown in pink, PDB: 4KC0), un-

like in hSTING (Fig. 1), is even more closed than the cGAMP-bound struc-

ture (shown in green, PDB: 4LOJ), albeit the b-sheet lid region only forms

upon binding of cGAMP.

MD of hSTING versus mSTING
connecting the mSTING lid region (Fig. 7 c). This differ-
ence in lid region can be explained by the difference in af-
finity for DMXAA between mouse and human. Although
DMXAA is active in mouse, it is only partially active in hu-
man even with the G230I mutation (16). This also suggests
that there are additional species differences beyond the sim-
ple G230I lid mutation that makes mSTING more suscepti-
ble to ligand binding.

The simulations of WTand G230I hSTING and mSTING
with DMXAA reveal a single Gly-to-Ile mutation creates a
porous lid region that creates a convenient exit tunnel for the
DMXAAmolecules. The presence of the larger side chain in
the Ile residue of G230I hSTING and mSTING creates a ste-
ric block, effectively preventing the escape of DMXAA
along that exit vector. The VDW interaction energies calcu-
lated between residue 230 and its surrounding residues sug-
gest that the Gly in WT hSTING has fewer stabilizing
interactions than the Ile residue in the G230I mutant and
in mSTING. However, this decrease in interaction energy
is not due to the stabilizing effects of the more hydrophobic
Ile residue with the small hydrophobic pocket in which it re-
sides. Rather, as shown from the network analysis, addi-
tional differences outside of the G230I mutation exist
between hSTING and mSTING that allows mSTING to
form a more cohesive closed conformation with a strong
cross-protomer interactions stabilizing the lid region. These
MD simulations suggest a possible avenue for rationally
optimizing the design of DMXAA or other small molecules
to gain human activity; as DMXAA is a small flat molecule,
bulking up the structure could prevent it from exiting out of
the binding site through the exit vector provided from the
G230 residue in WT hSTING. Additionally, the compounds
would need to increase the cross-protomer interactions of
the lid region.
FIGURE 9 MD simulations of apo hSTING, apo mSTING, and hSTING

with cGAMP were performed. The preference of the STING dimer to be

open or closed was determined based on the measurement between Ca

atoms of Tyr182 on each. The plot shows that apo hSTING (blue) has a

strong propensity to open and the dimer separates during the simulation,

whereas apo mSTING (green) prefers to stay closed. hSTING with a native

substrate ligand, cGAMP (red), also trended toward a more open conforma-

tion. See Fig. S2 for plots of each of the three replicates for each simulation

setup.
STING simulations: apo and cGAMP

Publicly available crystal structures of hSTING and
mSTING reveal that all of the apo hSTING structures
(PDB: 4EF5 (33), 4EMU (34), 4F5W (35), and 4F9E
(36)), and one with c-di-GMP bound (PDB: 4EMT (34)),
are in an open conformation (Fig. 1), whereas the single
apo mSTING structure (PDB: 4KC0 (37)) is in a closed
conformation (Fig. 8). This finding is very intriguing and
although it may be an artifact of what is available in the pub-
lic domain, it also suggests a preference for a specific
conformation state that varies between human and mouse.
A second series of MD simulations were performed to
examine the differences in dynamics between WT hSTING
and mSTING, in particular to observe the preference of be-
ing in an open or closed state. One-hundred-fifty-nano-
second simulations of apo WT hSTING starting from the
open-inactive conformation of the PDB: 4F5W crystal
structure revealed that without a ligand, the STING dimer
did not close and furthermore, within the simulation, indi-
vidual STING proteins within the dimer separate from one
another. The separation of the two hSTING protomers is
likely an artifact of the simulation system because it does
not include the N-terminal transmembrane domain, which
would likely anchor the hSTING dimer in place. Next, a
Biophysical Journal 114, 32–39, January 9, 2018 37



FIGURE 10 PCA of the movement of CA atoms

calculated from the MD simulations of (a) apo

hSTING and (b) apo mSTING. The principal com-

ponents of the selected long helix only are shown

for clarity. The PCA analysis shows that the pri-

mary variance of the two protomers of hSTING

is away from each other, becoming more open,

whereas for mSTING, the two protomers move to-

ward each other, becoming more closed.
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150-ns simulation of apoWTmSTING was performed start-
ing from a pseudo-closed conformation (with the dimer
closed down on the active site, but with the lid region not
fully formed, PDB: 4KC0 apo mSTING crystal structure).
Unlike in the hSTING simulations, the mSTING dimer
became fully closed and did not separate. Comparing it
with the apo WT hSTING simulation, this suggests that a
lower energy barrier may be required for mSTING to as-
sume and maintain a closed conformation than hSTING.

A plot of distance between residue Tyr182 (a residue
located at the top of the central long helix, see Fig. 1) on
one protomer to the corresponding residue on the other pro-
tomer (normalized to their crystallographic distances) for
both the apo hSTING and apo mSTING (Fig. 9) shows
that in apo hSTING, the two protomers move away from
each other throughout the entire simulation until they sepa-
rate. Indeed, a third simulation of hSTING bound to its
native cyclic di-nucleotide substrate, cGAMP (PDB:
4LOL (38)) shows that even with a native substrate bound,
the distance between the two protomers still increases. This
is in contrast to what is seen in the apo mSTING simulation
in which the two protomers remain close to their initial dis-
tance, becoming only slightly closer together throughout the
simulation. A PCA of the movement of the apo hSTING and
mSTING simulations shows the difference in the preferred
directionality of movement between the two species of
STING protomers. The PCA results shown in Fig. 10 high-
light the movement of the long helix (residues 156–184) as a
representation of the movement of the protomers relative to
each other. In all three apo hSTING simulations, the primary
principal components reveal a movement away from each
other, with the top of the helices moving and separating at
a faster rate than the bottoms of the helices (closest to the
N-terminus). The three mSTING simulations showed pri-
mary principal component movement in the exact opposite
direction for the two long helices, in that the two long heli-
ces and in particular, the top of the helices, moved closer.

This MD data lends support to the crystallography data in
suggesting that hSTING has a natural bias toward an open
conformation, whereas mSTING prefers the closed confor-
mation. This difference creates a higher conformational
energy barrier for small molecule modulators of hSTING
to overcome than mSTING. Additional evidence from prior
38 Biophysical Journal 114, 32–39, January 9, 2018
hSTING mutational studies (38), coupled with MD simula-
tions by Che et al. (39), have shown that mutations within
the ligand binding site (S162A) can confer hSTING with
DMXAA sensitivity. They additionally show that a strong
cross-protomer correlation between the small molecule(s)
and two protein protomers is needed to achieve hSTING
potency, whereas disruptions to this cross-protomer correla-
tion, as in the case of WT hSTING and DMXAA, render the
small molecules ineffective (39). The difference in inherent
preference of conformational states between human and
mouse, in addition to the need for a strong cross-protomer
correlation, may contribute to challenges in designing a
human active drug for hSTING activation.
CONCLUSIONS

The MD simulations reveal potential dynamic structural dif-
ferences between human and mouse STING that compound
difficulties in designing a small-molecule human active
drug. The single residue difference within the lid region of
hSTING versus mSTING (Gly versus Ile) makes the human
STING have a porous lid. Thus, any potential small mole-
cule drug would likely need to be bulky enough to allow
it to remain in the binding site. Additionally, given the
inherent bias of hSTING to be in an open-inactive confor-
mation, when a strong cross-protomer interaction is likely
needed (39), a small molecule drug would likely need to
increase its interactions with the protein to help stabilize it
in a closed state. Therefore, a compound must bind with
enough favorable interactions to help stabilize the closed-
active conformation as well as contain enough bulk to
discourage the compound from easily slipping out of the
binding site through the lid region.
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