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Ion Specificity and Nonmonotonic Protein Solubility
from Salt Entropy
Yuba Raj Dahal1 and Jeremy D. Schmit1,*
1Department of Physics, Kansas State University, Manhattan, Kansas
ABSTRACT The addition of salt to protein solutions can either increase or decrease the protein solubility, and the magnitude of
this effect depends on the salt used. We show that these effects can be captured using a theory that includes attractive and
repulsive electrostatic interactions, nonelectrostatic protein-ion interactions, and ion-solvent interactions via an effective sol-
vated ion radius. We find that the ion radius has significant effects on the translational entropy of the salt, which leads to salt
specificity in the protein solubility. At low salt, the dominant effect comes from the entropic cost of confining ions within the aggre-
gate, whereas at high concentrations, the salt drives a depletion attraction that favors aggregation. Our theory explains the
reversal in the Hofmeister series observed in lysozyme cloud point measurements and semi-quantitatively describes the solu-
bility of lysozyme and chymosin crystals. We present a comparison of the contributions to the free energy and give guidelines for
when salting in or salting out should be expected.
INTRODUCTION
The effects of salt on protein solubility are one of the oldest
problems in protein chemistry. Early experiments showed
that salts can increase or decrease solubility depending on
the pH, salt used, and the protein studied (1–4). More than
a century later, these effects are still poorly understood,
yet the problem has taken on new importance with the real-
ization that protein aggregation is a primary determinant of
many neurodegenerative diseases, such as Alzheimer’s,
Huntington’s, and prion diseases (5–8). Considerable quali-
tative insight can be drawn from simple colloidal models
(9,10), but proteins have been difficult to model, because
salts have many effects on the solubility. For example, the
addition of salts weakens electrostatic interactions by
screening charges. This means that at pH values where the
protein is strongly charged, the addition of salt reduces elec-
trostatic repulsion, decreasing the solubility (salting out).
However, near the isoelectric point, the net charge is small,
allowing for attractive interactions through the alignment of
patches with complementary charge. In this case, the addi-
tion of salt will weaken attractive interactions, resulting in
increased solubility (salting in) (3). Proteins that show
salting in have nonmonotonic solubilities, with salting-out
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behavior returning as the salt concentration approaches
1 M. At these concentrations, electrostatic interactions are
negligible, so this salting-out regime is attributed to a salt-
mediated enhancement of the hydrophobic effect (11,12).

More than a century ago, Hofmeister ranked salt ions
on the basis of their effectiveness to precipitate proteins.
His ranking, now known as the Hofmeister series, is
SO2�

4 >F� >CH3COO
� > Cl� > Br� > NO�

3 > I� > SCN�

for anions and NHþ
4 >Kþ >Naþ >Liþ >Mg2þ >Ca2þ for

cations. The same ranking of ions has been observed in
many circumstances, such as in the surface tension of elec-
trolytes (13–15), double-layer force measurements (16,17),
the charge of globular proteins (18), and, of course, the sol-
ubility of proteins (19,20). In recent years, several elegant
theoretical studies have shown that Hofmeister effects on
interfacial tension are due to differential depletion or ab-
sorption of ions to the interface. The differing affinities of
ions to the interface are driven by a combination of solvo-
phobic, polarization, image-charge, and dispersion effects
(13,21–29). These same effects undoubtedly play a role in
protein systems as well (30), but are complicated by the het-
erogeneity of the protein-water interface. In addition, the
Hofmeister series has been observed to reverse under
some conditions that have been related to whether the pH
of solution is below or above the isoelectric point (17,31)
and whether salt concentration is low or high (32,33).

Hofmeister effects are intimately related to the solvation
properties of ions. To explain this, ions have been classified
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Protein Solubility and Salt Entropy
as either kosmotropes, which increase solvent structure by
tightly binding water, or chaotropes, which disrupt water
structure (34,35). Although experiments have shown that
the perturbation to water structure does not extend past
the first solvation shell (36), these effects have profound
consequences on the solvophobic and polarization interac-
tions that determine the interfacial affinity (13,14,23).
Furthermore, simulations of a coarse-grained water model
have shown that salts drive a depletion interaction between
nonpolar solutes. This interaction is sensitive to the
excluded volume, which in turn depends on the size of the
ion solvation shell (37,38).

In this article, we show that only three contributions are
necessary to capture the important features of salt effects
on protein solubility: the Coulomb energy, the translational
entropy of the salt, and a nonelectrostatic contribution to
the protein-ion interaction. Furthermore, salt-specific ef-
fects emerge naturally by accounting for the excluded vol-
ume of the ions in the translational entropy. The salt
entropy has two effects that in many ways dominate the
solubility. The first arises from the entropy of the bulk so-
lution and gives rise to an ion-mediated depletion force.
The second arises from the entropy of confining counter-
ions within a protein aggregate. This contribution domi-
nates the free energy of dense aggregates (39), but it has
received little attention for its role in salt specificity
because most previous work has focused on planar geom-
etries or two-body interactions where confinement effects
are minimal.
MATERIALS AND METHODS

The model free energy includes Coulomb energy,
salt entropy, protein-protein, and protein-ion
interactions

Theoretical descriptions of salt effects are complicated by the disparate

length scales involved. Ion-specific effects necessarily involve microscopic

interactions of the ion with its environment, whereas solubility is deter-

mined by minimizing the global free energy of the solution. To bridge

this gap, we construct a mesoscopic model that consists of a Poisson-Boltz-

mann (PB)-level treatment of the solution free energy with modifications to

account for microscopic effects. This allows us to observe how microscopic

perturbations affect the overall free energy.

Protein solubility is defined by the concentration, c0, where the chemical

potentials are equal for proteins in the solution state and aggregated phase,

msol ¼ magg. This condition is equivalent to

kBT ln c0 þ Fsol ¼ Fagg þ Fpp: (1)

The first term comes from the translational entropy of proteins in the solu-

tion state. Fsol and Fagg are the salt-dependent free energies in the solution

and aggregated states, respectively, and Fpp is the salt-independent protein-

protein interaction in the aggregated state. This last term accounts for short

range interactions like H-bonds and the hydrophobic effect. We show below

that the effect of salt on hydrophobic interactions can be captured by the

salt-dependent terms. These terms are given by

Fi ¼ Ecoul � TSsalt þ Fbind; (2)
where i ¼ sol or agg. Here, Ecoul is the Coulomb energy of the system:

Ecoul ¼
Z
V

e

2
jVJ j 2d3r; (3)

where E is the local dielectric and J is the electrostatic potential.

The second term in Eq. 2 is the entropy of mobile salt ions. This term

contributes a free energy density, kBTðciln ci=c
N
i � ci þ cNi Þ, for each

salt species i, where cNi is the ion concentration in a bulk reservoir

(40–42). This density is integrated over the system volume, V. For monova-

lent salt at a bulk concentration, cs, we have

�TSsalt ¼ kBT

Z
V�Vþ

ex

�
cþln

cþ
cs

� cþ þ cs

�
d3r

þkBT

Z
V�V�

ex

�
c�ln

c�
cs

� c� þ cs

�
d3r

þkBTcs
�
Vþ
ex þ V�

ex

�

; (4)

where c5 ¼ cse
HeJ=kBT are the local ion concentrations. In writing Eq. 4,

we have split the volume integration into regions where the ion concentra-

tion is nonzero and ion-excluded regions, where either cþ or c� is zero. The

integration over these excluded regions can be done trivially, resulting in

the final term. The excluded volumes, Vþ
ex and V�

ex, depend on the ion

size, which requires distinct values for each ion. The excluded volume is

also a function of protein size and shape and protein-protein separation, re-

sulting in a depletion attraction. Importantly, we take the ion size to be an

effective parameter that includes the effects of bound water, thereby implic-

itly capturing solvent structuring.

The final term in Eq. 2 is the free energy of transient ion-protein binding.

To model this binding, we write the partition function for Ns binding sites

on the protein surface that can either be unoccupied or bound to an ion.

e�Fbind=kBT ¼
X
nb

Ns!e
ð�Esþnbðm�EbindÞÞ=kBT

ðNs � nbÞ!nb! ; (5)

where nb is the number of bound ions and m is the ion chemical potential.

The binding of ions has two energetic contributions; an electrostatic compo-

nent, Es, that we will calculate from the electrostatic potential, and a non-

electrostatic component, Ebind. These are opposed by the translational

entropy cost of removing the ion from solution, which is captured by the

chemical potential m ¼ kBT ln cs=cM, where cM is a reference concentration

taken to be 1 M. Due to the uncertainty in the location of the binding sites,

we assume that the number of bound ions is equal in the soluble and aggre-

gated states. Therefore, Fbind does not change upon aggregation and the

contribution of this term is to modify the charge on the protein.

The Coulomb energy and salt entropy terms comprise the usual PB free

energy, and functional minimization of FPB ¼ Ecoul � TSsalt with respect to
the local salt concentration yields the well-known PB equation (41–43).

PB theory provides the starting point for most methods for modeling protein

solubility, including the Derjaguin-Landau-Verwey-Overbeek theory of

colloid stability andmany subsequent refinements (18,44–48). Our approach

modifies PB theory to capture the key physics identified by two distinct ap-

proaches to explaining ion-specific effects. The first of these is the nonelec-

trostatic component to the protein-ion interaction (21), which we include via

the two-state bindingmodel in Eq. 5. Second, we include ion size and hydra-

tion effects (34,35) through the mutual excluded volume of the proteins and

ions. This has profound effects on the electro-neutrality requirement on the

aggregate, but it also gives rise to a depletion attraction that emerges

naturally from PB theory simply by accounting for the excluded volume

in the entropy term (Eq. 4). By neglecting the microscopic details of the
Biophysical Journal 114, 76–87, January 9, 2018 77
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protein-ion interaction and ion hydration, our model is able to focus on the

big-picture aspects of how these effects influence the solution free energy.
The soluble protein is modeled as a sphere with
monopole and dipole charges

We approximate the protein charge distribution using a first-order spherical

harmonic expansion (see Fig. 1). The resulting distribution,

rðr; qÞ ¼ ðs0 þ s1cosqÞdðr � RÞ, is the simplest one that gives both attrac-

tive and repulsive contributions. Here, s0 and s1 are the monopole and

dipole charge densities and R is the effective radius of the protein, which

we calculate from the crystal structure using

R ¼
�
3abcpc
4pnm

�1
3

; (6)

where a, b, and c are the dimensions of the unit cell, nm is the number of

proteins in the unit cell, and pc is the volume fraction of protein in the

crystal.

To solve for the electrostatic free energy, we linearize the PB equation for

the region outside the protein and employ the Laplace equation for r <R.

The resulting potentials outside and inside of the sphere are

Jout ¼ n0e

4pew

e�kðr�RÞ

rð1þ kRÞ

þ n1eRð1þ krÞcosqe�kðr�RÞ

4pewr
2

�
epð1þ kRÞ

ew
þ �

2þ 2kRþ k2R2
��

(7)

and

Jin ¼ n0e

4pewRð1þ kRÞ

þ n1erð1þ kRÞcosq
4pewR

2

�
epð1þ kRÞ

ew
þ �

2þ 2kRþ k2R2
��

; (8)
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where k�1 is the Debye screening length. ew ¼ 80e0, ep ¼ 4e0, and e0
are the permittivities of water, protein, and vacuum, respectively.

n0 ¼ 4pR2s0=e is the net protein charge and n1 ¼ 4pR2s1=e ¼ 3p=eR is

an effective ‘‘dipole charge’’ that we obtain by matching the protein dipole

moment, p, to the moment of rðr; qÞ. n0 and p are calculated from the pro-

tein crystal structure and the Henderson-Hasselbach equation using average

pKa values (49). These ‘‘bare’’ charges will be modified to effective charges

by ion binding, as described below.

To limit the number of free parameters, we consider the nonelectrostatic

protein-ion interaction for anions only. Experimental and theoretical evi-

dence shows that the interaction for anions is much stronger than that for

cations (50,51). For our two reference systems, anion binding has obvious

effects; it has been directly measured in lysozyme (50) and it explains the

displacement of the solubility minimum away from the calculated isoelec-

tric point of chymosin (52). Several experiments have reported the number

of anion-binding sites on lysozyme, with widely varying results: 3557,

954, 752, and 2251 (53–56). Here, we report results for the average

of these values, Ns ¼ 18, although the best fits to experimental solubilities

are found for Ns ¼ 15. For chymosin, we use Ns ¼ 36 based on the fact that

the surface area of chymosin is roughly double the surface area of lyso-

zyme. Using protein radii of 16:1�A and 23:3�A for lysozyme and chymosin,

this corresponds to one binding site per 1:85 nm2.

The average number of bound ions is determined from the binding-site

partition function (Eq. 5),

nb ¼ �vFbind

vm

����
m¼ kBT ln cs=cM

; (9)

with

Es ¼ �e
Xnb�1

n¼ 0

Jðn0 � n; n1 � nÞ
����� �

r¼R;q¼ p
3

�: (10)

Here, the potential is written as a function of the monopole and dipole

charges as modulated by anion binding. The dipole correction is an approx-

imation that assumes that anions bind primarily to the positive hemisphere,

where q ¼ p=3 gives a median value for the potential. Solving for the num-

ber of bound ions requires a summation over protein surface potentials

(Eq. 10). However, the solubility is determined by the difference of Fsol
FIGURE 1 Cartoon representation of the geome-

try used in our model. (A) The protein is modeled

as a sphere embedded in an aqueous environment.

The charge distribution is described by a monopole

and dipole, schematically shown as charges at the

sphere center and poles, respectively. (B) Each pro-

tein in the aggregate is surrounded by a Wigner

cell consisting of the protein (red spheres) and sur-

rounding water (blue). (C) We approximate the sur-

rounding water as cylindrical channels. (D) The

volume accessible to ions in the channels depends

on the ionic radius. Smaller ions have a larger acces-

sible volume (green). To see this figure in color, go

online.
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and Fagg, which can be found by evaluating Eqs. 3 and 4 with the modified

charge.
FIGURE 2 Comparison of lysozyme solubility, measured in mg/mL

(data points) (19), to the theoretical model (Eq. 16) (lines) as a function

of salt concentration, cs. The salt specificity comes from the preferential

exclusion of large coions from the crystal interior. R ¼ 16.1 Å,

Rc ¼ 6 Å, DVNH4
ex ¼ 800�A3, DVNa

ex ¼ 2000�A3, DVK
ex ¼ 1200�A3, and

DVCl
ex ¼ 1200�A3. The fitted parameters are ALys ¼ 15:64 mg/mL and

Ebind ¼ �0:3kBT. No experimental error bars are given in (19). To see

this figure in color, go online.
The aggregate is modeled as cylindrical water
channels surrounded by protein

We assume that the proteins alignwithin the aggregate so that complementary

charges are paired in the aggregate, thereby neutralizing the dipole charge.

The resulting charge symmetry allows us to neglect the Coulomb energy

within the protein where the electric field vanishes by symmetry (48). Thus,

we require only the potential within the aqueous cavities of the aggregate.

As a rough approximation,we assume that eachprotein is surroundedbychan-

nels with a total length of 24R, as would be expected in a crystal with cubic

packing symmetry (see Fig. 1 C). We further approximate these channels as

cylinders with radiusRc, chosen tomatch the solvent content of the aggregate.

The cylinder geometry was chosen because previous calculations have shown

an insensitivity to cavity geometry (45,48,57) and the cylinder provides a bet-

ter representation of the cavity surface/volume ratio for excluded volume ef-

fects than does a traditional spherical Wigner cell. Since each channel is

surrounded by four proteins (see Fig. 1, B andC), the solvent volume per pro-

tein is 6pR2
cR. To obtain the ion-accessible volume, we use Rc/ðRc � RionÞ,

where Rion is the effective radius of the ion and its solvation shell.

The dimensionless potential within a protein aggregate, F ¼ eJ=kBT,

often exceeds the thresholdF< 1 for linearization of the PB equation. How-

ever, since the cavities are small, on the order of k�1, the variation in the

potential is small. Under these conditions, it is an excellent approximation

to linearize the PB equation around a nonzero potential, f0 (39). Lineariza-

tion of the PB equation around a nonzero potential gives

V2
yF ¼ sinhðfþ f0Þ
V2

xFxfþ tanhf0

; (11)

where F ¼ fþ f0, y ¼ kr, and x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshf0

p
y. To eliminate numerical is-

sues at r ¼ 0, we model the cavity as concentric cylinders trapping ionic

solvent. With the boundary conditions

�df

dx

����
x¼a

¼ E0

df

dx

����
x¼ b

¼ 0

; (12)

the solution to Eq. 11 in cylindrical coordinates is

FðxÞ ¼ E0ðK1½b�I0½x� þ I1½b�K0½x�Þ
½I1½a�K1½b� � I1½b�K1½a�� � tanhf0 þ f0; (13)

where K and I are modified Bessel functions, a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshf0

p
kRc,

b ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coshj0

p
kRin, and the dimensionless electric field at the cylinder sur-

face is

E0 ¼ ðn0 � nbÞe2
12pewRkBTa

: (14)

The inner cylinder radius, Rin, is set to the small value 0:01�A in the numer-

ical calculations. Note that Eq. 13 has a finite limit when b/0. Accord-

ingly, our calculations are insensitive to inner radius values <�0.1 Å.

A suitable reference potential, f0, is the average potential needed for charge

neutrality,

ðn0 � nbÞ ¼ �ðcþvþ � c�v�Þ; (15)
where vþ and v� are the accessible volumes for positive and negative ions in

the cavity, respectively, and c5 ¼ cse
Hf0 are the ion concentrations in the

presence of the average potential.

Upon rearranging Eq. 1, the expression for the protein solubility is

c0 ¼ AeðFagg�FsolÞ=kBT ; (16)

where A ¼ eFpp=kBT is a constant determined by fitting. We solve for the

Coulomb energy and ion entropy, and hence the solubility, by numerically

evaluating the integrals (Eqs. 3 and 4) using the potentials given in Eqs. 7, 8,

and 13.
Crystals provide a model system with known
parameters

The solubility is a sensitive function of the solvent content within the aggre-

gate state. To facilitate the comparison of our theory with experiments, we

focus on crystalline aggregates where the solvent content is readily obtained

from the crystal structure. Protein and cavity radii are chosen to match the

protein and solvent volumes reported in the crystal structures of lysozyme

(58) and chymosin (59). Following Eq. 6, the radius of the cylindrical cav-

ities is determined from the solvent content of the crystal according to

Rc ¼
�
abcð1� pcÞ
6pnmR

�1
2

: (17)

Ion excluded volumes were obtained using the University of California at

San Francisco’s Chimera to compute the accessible volume for varying

probe sizes in the crystal and monomer states (60).

We use published values for the solvated ionic radii: 1.50 Å for chloride,

1.50 Å for potassium, 1.25 Å for ammonium (61), and 1.67 Å for sodium

(17). The parameters that require fitting are the prefactor A and Ebind, the

nonelectrostatic anion-protein interaction. ALys ¼ 15:64 mg/mL and

Ebind ¼ �0:3kBT are obtained by fitting to lysozyme solubility (Fig. 2),

whereas AChy ¼ 2:12 mg/mL is fit to the data in Fig. 3. Since the ion inter-

action is expected to be a general effect with protein surfaces, we use the

same value, Ebind ¼ �0:3kBT, obtained from lysozyme. Note that the
Biophysical Journal 114, 76–87, January 9, 2018 79



FIGURE 3 Comparison of chymosin solubility, measured in mg/mL

(data points) (52), to the theoretical model (Eq. 16) (lines) as a function

of NaCl concentration, cs. The model captures the transition from pure

salting out at pH 6 to nonmonotonic solubility at lower pH. The maximum

deviation between theory and experiment is at pH 4.0, closest to the isoelec-

tric point. At this pH value, the ratio cexp0 =cth0 has a maximum value of

11.5 at cs ¼ 0:1 M and remains between 6.4 and 8.5 over the range

cs ¼ 0.15–0.35 M. Ebind ¼ �0:3kBT, R ¼ 23:3�A, Rc ¼ 8:6�A,

DVNa
ex ¼ 4800�A3, and DVCl

ex ¼ 3200�A3. The fitted parameter is

AChy ¼ 2:12 mg/mL. To see this figure in color, go online.

Dahal and Schmit
A prefactors simply provide a vertical shift on the semi-log plots, so Ebind is

the only fitting parameter that affects the shape of the calculated solubility

trends.

The calculated monopole and dipole charges of chymosin are tabulated

in Table 1. Since there is little variation in the dipole parameter, n1, we

use the average value ðn1 ¼ 17:65Þ at all pH values, which is equivalent

to a moment of 653 Debye (137e Å).
RESULTS AND DISCUSSION

Theory captures salt specificity, salting in, and
salting out

Fig. 2 compares our theory to the solubility of lysozyme at
pH 4.5 (19). At this pH value, n0 � 10 and n1 � 7, so the
dominant effect of salt is monopole screening, resulting in
salting out. The solubility is shown for three different
coions. Our theory shows that the salt specificity is a result
of the enhanced depletion effect along with preferential
exclusion of larger ions from the aggregate cavities, which
reduces the entropy penalty of recruiting neutralizing coun-
terions. Note that hydration effects reverse the relative size
rankings of Naþ and Kþ, demonstrating the importance of
water-ion interactions in salt specificity (62).
TABLE 1 Calculated Monopole and Dipole Charges of

Chymosin

pH Monopole Charge ðn0Þ Dipole Parameter ðn1Þ
4.0 4.77 17.49

4.6 �2:4 17.47

4.8 �3:9 17.62

5.0 �5:04 17.74

6.0 �9 17.92
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Fig. 3 shows the solubility of chymosin near the isoelec-
tric point (52) as a function of NaCl concentration. The the-
ory captures the qualitative trends of salting in and salting
out. These trends are a result of several competing terms
in the free energy. In the next sections we examine these
contributions individually, beginning with the electrostatic
terms. Note that the maximum deviation between the exper-
iment and theory is �2 kBT, or � 1 kcal/mol at pH 4.0.
Although the origin of this discrepancy is not clear, we
note that carboxylate residues are expected to protonate in
this region, which renders the model particularly sensitive
to pKa perturbations. In addition, the predicted solubility
is very sensitive near the isoelectric point, where small un-
certainties in the model parameters are magnified.
Electrostatic contributions are a competition
between monopole versus dipole and energy
versus entropy

To simplify our analysis of the contributions to the
free energy, we begin by examining a version of the model
in which the salt-specific features of ionic volume and ion-
protein binding have been removed. This model is equiva-
lent to a PB analysis and gives a view of the behavior
expected from purely electrostatic interactions.

Fig. 4 A shows the solubility of a model protein contain-
ing only a monopole charge (s1 ¼ 0). Increasing the charge
increases the repulsion between proteins, thereby increasing
the solubility. Adding salt reduces the repulsion, resulting in
salting-out behavior. Although it is intuitively convenient to
think of the repulsive interaction as arising from the
Coulomb interaction between the identical protein charges,
in fact, the Coulomb energy of aggregation is actually
attractive and the repulsive behavior arises from the entropic
cost of confining counterions within the aggregate (39,48).
This can be seen in Fig. 4 B, which shows a dramatic reduc-
tion in the entropic penalty of aggregation with the addition
of salt, with the bulk of the entropy change coming from the
counterions (Fig. 4 C). In contrast, the Coulomb energy
becomes less favorable with the addition of salt. This is
because the favorable energy of aggregation is due to the
closer association of counterions with the protein in the
crystal state; at high salt, the screening layer is already
compact, so the change upon aggregation is minimal.

Fig. 5 A shows the opposite case of a protein with dipole
and an insignificant monopole (n0 ¼ �0:1). Here, the elec-
trostatic interactions are favorable for aggregation, so
increasing the dipole charge decreases solubility and adding
salt leads to salting in. Another significant difference is that
both the energy and entropy terms contribute to the attrac-
tion. This is because the association of proteins leads to
both the release of counterions and the close association
of complementary charges between proteins. In this case,
the free energy is dominated by the Coulomb energy term,
as shown in Fig. 5 B.



FIGURE 4 (A) Solubility of charged spherical

proteins as a function of monopole charge n0
and salt concentration. The dipole moment and

nonelectrostatic effects have been omitted

ðs1 ¼ Ns ¼ Ebind ¼ Ri ¼ 0Þ. Repulsion between

proteins stabilizes the solution state and increases

the solubility. Adding salt screens the repulsion

and leads to salting out. Salt concentration is

increased from 0.1 m (top curve) to 0.5 M (bottom

curve) in 0.1 M increments. (B) Change in the

Coulomb energy, entropy, and free energy of

aggregation relative to 100 mM salt,

DðDXÞ ¼ DXðcsÞ � DXð0:1 MÞ, for spheres with

charge n0 ¼ 5. The repulsive interaction is domi-

nated by the ion entropy, so adding salt leads to

a large decrease in the entropy penalty. (C) The

salt entropy can be further separated into coion

and counterion terms, demonstrating that the domi-

nant contribution comes from the confinement of

counterions. To see this figure in color, go online.

Protein Solubility and Salt Entropy
Since the protein monopole and dipole moments have
opposite effects on the solubility, it is important to know
which effect dominates to determine whether salting in or
salting out will occur. Fig. 6 shows the protein solubility as
a function of the ratio n0=n1. When the ratio n0=n1 is
<�0.2, the system is dipole dominated and salting in occurs.
Monopole-dominated salting-out behavior is seen for
n0=n1 > 0:5, with intermediate values of n0=n1 giving non-
monotonic solubility (Fig. 6, shaded regions). Within these
shaded regions, the initial effect of adding salt is to screen
the long-ranged monopole repulsion, leading to salting out
(63). At higher salt, the dominant effect is screening of the
dipole, resulting in salting in. However, this analysis does
not include the depletion effect that emerges from the finite
ion size. This effect will always result in salting out at high
concentrations, although the onset of this behavior will
depend on the salt used and the geometry of the aggregate.

Fig. 6 shows that the crossover between salting in and
salting out occurs at a ratio n0=n1x0:4 for 40% aggregate
solvent content. This means that the dipole charge has to
be substantially larger than the monopole for salting in
to occur. This crossover point can vary due to the distinct
mechanisms underlying the dipole and monopole interac-
tions; although the dipole interactions are driven by the
energetic gain of pairing charged patches, the monopole
repulsion is dominated by counterion confinement en-
tropy. Therefore, increasing the solvent content of the
aggregate will reduce the monopole repulsion with mini-
mal effect on the dipole attraction. This can be seen in
Fig. 7, which shows the salting-in/salting-out crossover
shifting to larger values of n0=n1 as the aggregate solvent
content increases.
The nonelectrostatic protein-ion interaction and
ion excluded volume result in salt specificity

Now we take a closer look at the salt-specific contributions
to the solubility, beginning with nonelectrostatic protein-ion
FIGURE 5 Electrostatics-only model ðNs ¼
Ebind ¼ Ri ¼ 0Þ, showing the solubility of a nearly

ideal dipole ðn0 ¼ �0:1Þ. (A) Dipole attraction de-
creases the solubility and the addition of salt in-

creases solubility. Salt concentration is increased

from 0.1 M (bottom curve) to 0.5 M (top curve)

in 0.1 M increments. (B) Variation of the energy,

entropy and free energy of aggregation

ðDðDXÞ ¼ DXðcsÞ � DXð0:1MÞÞ of a pure dipole

ðn1 ¼ 10Þ. Both the energy and entropy are favor-

able for aggregation and become less favorable

with the addition of salt. To see this figure in color,

go online.
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FIGURE 6 Competition between the monopole

and dipole leads to salting in and salting out

in an electrostatics-only model ðNs ¼
Ebind ¼ Ri ¼ 0Þ. Holding the dipole fixed at (A)

n1 ¼ 5, (B) n1 ¼ 10, and (C) n1 ¼ 15, the system

shows pure salting in behavior for n0=n1 < 0:2,

pure salting out for n0=n1 > 0:5, and nonmonotonic

dependence on the salt concentration for interme-

diate values of the monopole/dipole ratio (shaded

regions). These crossover points depend weakly

on the magnitude of the dipole and strongly on

the aggregate solvent fraction. In these plots, the

salt concentrations are 0.01, 0.05, 0.1, 0.2, 0.3,

0.4, and 0.5 M. To see this figure in color, go on-

line.
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binding. The nonelectrostatic protein-ion interaction has
received considerable attention and has been attributed to
dispersion, solvophobic, and image charge interactions
(21,22,30). Within our model, these various contributions
are combined into a single parameter and the net interaction
is assumed to be sufficiently short-ranged that it can be
FIGURE 7 Competition between the monopole and dipole leads to

salting in and salting out in an electrostatics-only model ðNs ¼
Ebind ¼ Ri ¼ 0Þ. The crossover point depends strongly on the protein and

solvent volume fractions. The protein volume fraction is varied from

10% (top curve) to 60% (bottom curve) in 10% intervals. Here, we plot

the ratio of the solubility at 0.5 M salt to the solubility at 0.1 M. Ratios

greater than unity (horizontal dashed line) indicate salting in over this range

of salt concentrations. As the protein volume fraction increases from 10

to 60%, smaller monopoles are required for salting out to dominate. For

this range of aggregate densities, the maximum monopole/dipole ratio at

which to observe salting in ranges from 0.32 to 0.6 (vertical dashed lines).

n1 ¼ 10. To see this figure in color, go online.
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approximated using a two-state model. Importantly, this
binding parameter is expected to depend on the ion
used, thereby giving rise to salt-specific effects (33). This
mechanism for salt specificity is not explored further in
this work, because the available experiments on lysozyme
and chymosin crystal model systems all used chloride as
the anion (19,52).

We find that the binding parameter is small, � 0:3 kBT,
indicating that these are low-affinity, transient binding
events rather than specific binding pockets for the ions.
Obviously, there will be a distribution of affinities on the
protein surface, so the value that we obtain is best inter-
preted as the affinity of sites that significantly change their
binding occupancy over the concentration range where elec-
trostatic effects are significant. Since these are nonspecific
sites, we use the same binding energy for both proteins
and we assume that their number should scale roughly
with the protein surface area.

The inclusion of the nonelectrostatic binding has two
important effects on the solubility. First, the association of
ions with the protein means that the effective charge de-
pends on the number of bound ions, which in turn depends
on the binding affinity and the salt concentration. Fig. 8
shows how the isoelectric point of the protein shifts with
increasing ion affinity. This effect is important for our
modeling of chymosin, which has a calculated isoelectric
point at pH 4.6 (Table 1), whereas the solubility minimum
is closer to pH 4.0 (Fig. 3).

Second, the binding of ions to the protein upon the addi-
tion of salt alters the protein monopole charge, which can
have dramatic effects on the solubility. Since anions are the



FIGURE 8 Anion binding shifts the isoelectric point of chymosin.

Charge versus pH is shown at different values of the binding affinity. Anions

that are more strongly bound shift the isoelectric point toward lower pH. To

see this figure in color, go online.

FIGURE 10 Ion binding enhances the salting-in effect. Shown is the free-

energy change of chymosin crystallization with respect to salt at pH 4.0 and

4.6 with (solid lines) and without (dotted lines) anion binding (Ns ¼ 36 and

Eb ¼ �0:3kBT). The inclusion of anion binding increases the magnitude of

the monopole, resulting in a stronger salting-in effect. To see this figure in

color, go online.
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binding species, the effective charge of the protein will
decrease with added salt. This means that the magnitude
of the protein charge will increase if the pH is above the
isoelectric point. Fig. 9 shows this increase in the absolute
protein charge along with the beginnings of a saturation at
high salt as the sites become occupied. Between the satura-
tion of binding sites and the enhanced screening at high
salt, the effects of ion binding on the solubility are confined
to the low-salt regime (<0.3 M). This is demonstrated in
Fig. 10, which shows that the inclusion of ion binding
dramatically enhances the salting-in effect below 0.3 M
salt. This is because the addition of charge to the protein
happens faster than the enhancement of the screening ef-
fect. At higher salt, the effect dissipates as the salt becomes
concentrated enough to screen the addition of further
charges.

A second source of salt specificity comes from the vary-
ing ion size. Intuitively, we expect the finite ion size to be
important when the ions, and their associated solvation
layers, occupy a significant fraction of the solution volume.
This condition can be trivially satisfied by adding large
amounts of salt to the system. Under these conditions,
the screening length is so short that electrostatic interac-
tions can be reasonably neglected. In this case, the domi-
nant contribution to the free energy is a salt-mediated
depletion interaction arising from the final term of Eq. 4.
The attraction is proportional to the salt concentration
and the change in the ion-accessible volume upon aggrega-
tion. The accessible volume depends on both the ion size
and the size of the protein-protein interaction sites.
These effects can be seen in the excluded volumes listed
in Table 2.

Even at low bulk salt concentration, the ion volume
fraction can reach significant values within the aggregate
cavities. This is because of the high concentration of
counterions needed to neutralize the protein monopole.
Clearly, large counterions will occupy more space within
the crystal, thereby increasing the entropic penalty of
achieving neutrality. Therefore, large counterions will be
less effective at salting out the protein in the low-salt
regime. Coions will have the opposite effect in that large
ions will enhance salting out. This is because large ions
will be preferentially excluded from the aggregate. This
reduces the number of counterions that must be confined,
thereby reducing the entropic cost of achieving charge
neutrality. This exclusion of coions is the source of
the salt specificity in the low-salt range of Fig. 2. Since
FIGURE 9 Charge of chymosin versus salt con-

centration. The red horizontal line shows the original

monopole charge, n0, reported in Table 1. The green

line shows the number of anions bound to the pro-

tein, nb, whereas the blue line shows the net protein

charge, n0 � nb, after anion binding. (A) At pH 4.0,

anion binding results in a reversal in the protein

charge. (B) At pH 4.6, anion binding enhances the

monopole charge as the salt concentration increases.

Ns ¼ 36;Eb ¼ �0:3kBT. To see this figure in color,

go online.
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TABLE 2 Change in Ion-Accessible Volume per Protein in

Lysozyme and Chymosin Crystals

Size of Ions (�A) Lysozyme (�A3) Chymosin (�A3)

1:25 ðNHþ
4 Þ 800 1820

1:50 ðCl�; KþÞ 1200 3200

1:67 ðNaþÞ 2000 4800
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electrostatic effects are insignificant in this regime, nonelec-
trostatic theories like Setchenow coefficients and preferen-
tial interaction parameters can be successfully applied to
capture the salting-out effect (11,64).

The contributions from the ion size are complicated
when varying the size of counterions. At low concentration,
larger counterions result in higher solubility than smaller
ones, because it is more difficult for the aggregate to
accommodate the ions needed for charge neutrality. How-
ever, at high salt concentration, electrostatic interactions
are negligible, so large counterions reduce solubility due
to the enhanced depletion effect. For positively charged
proteins, this leads to a reversal in the anion Hofmeister se-
ries, with the reverse series observed at low salt and the
direct series at high salt (Fig. 11 A). This trend has been
observed in cloud-point measurements in lysozyme (32)
and simulations of simple water models (65). Previous
theory has attributed the reversal to the nonelectrostatic
association of anions with the protein surface (33). How-
ever, Boström et al. did not consider the ionic excluded
volume, suggesting that ion-protein association and
excluded-volume effects both contribute to the salt-concen-
tration-dependent reversal.

The situation is simpler for coions. Fig. 11 B shows that
large coions lead to lower solubility at all concentrations,
with the nonlinear screening behavior giving way to a linear
depletion effect at high salt concentration.
CONCLUSIONS

The central role of salt entropy has long been appreciated in
polymer systems (66) but has received much less attention
in the protein community. Salt-confinement entropy is the
dominant electrostatic contribution in the aggregation of
strongly charged proteins (48), but we find that this gives
84 Biophysical Journal 114, 76–87, January 9, 2018
way to a more energy-driven mechanism near the isoelectric
point. These distinct mechanisms behind electrostatic repul-
sion and attraction can possibly be exploited for controlling
protein phase behavior. The dominant role of ion entropy in
highly charged and/or dense aggregates means that small
perturbations, such as differences in the hydrated radii,
can have a significant effect. We show that these effects
are consistent with observed Hofmeister effects, but other
works have shown that salt-solute interactions can also
lead to comparable effects (13,17,21–33). We have been un-
able to assess the relative magnitude of these contributions
due to the scarcity of systematic studies of ion specificity
on protein crystal solubility (the only form of protein aggre-
gate where density is fixed and known). However, our
approach does account for these ion binding effects, which
are essential for capturing perturbations to the isoelectric
point. Notably, these ion binding events are individually
weak and transient, but they occur in sufficient number to
be statistically significant.

Salt effects are a combination of electrostatic screening
and finite size contributions. Direct electrostatic effects are
easy to understand. Like charges repel, so when the mono-
pole dominates, adding salt reduces the solubility. If the
monopole is small enough, then attractions between com-
plementary charges (due to dipole and higher moments)
can be screened away, leading to salting in (3). This qual-
itative picture comes with two notes of caution. First,
although it is useful to think in terms of the Coulomb inter-
action between proteins, the dominant contribution to the
free energy actually comes from the entropy of distorting
the screening layers (39). Second, charge repulsion is
amenable to mean-field treatments like the one presented
here due to the dominant role of the nonlocal ion entropy
(48). However, attractive electrostatic interactions depend
strongly on the arrangement of charges within the aggre-
gate. In particular, the formation of salt bridges can cause
large pKa shifts, resulting in anomalous behavior when the
pH is changed. Fortunately, monopole interactions usually
dominate the free energy, and these interactions can be
modeled using a variety of geometries for the aqueous cav-
ities (44,45,48). Care is required, however, if the aggregate
is sufficiently diffuse that there is substantial variation in
FIGURE 11 Comparison of the effect of

excluded volume on counterions and coions.

(A) Variation in the counterion size leads to a

reversal in the Hofmeister series, with large ions

more effective at salting out at high salt concentra-

tions and small ions more effective at salting out at

low salt concentrations. (B) Coions do not show a

reversal since the exclusion of large ions and the

depletion effect both favor aggregation. In both

(A) and (B), the protein charge is n0 ¼ 10, the com-

mon ion size is 1:5�A, and ion binding effects have

been removed ðNs ¼ Ebind ¼ 0Þ to highlight the

excluded-volume effect. To see this figure in color,

go online.
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the electric potential within the cavities. In these cases, the
electrostatics are best calculated using two-body models or
lower-dimensional structures (39). Gels represent an
obvious case of an aggregate with large aqueous cavities,
although in general, noncrystalline aggregates can have a
heterogeneous internal density and will need to be evalu-
ated for whether the best model is a dense cluster, an
open network, or something else entirely. Similarly, the so-
lution-state protein model will need to be modified if the
protein deviates strongly from a spherical shape.

Nonelectrostatic interactions, responsible for the Hof-
meister series, arise from the fact that ions are not point
charges. The finite size of the ions has many effects that
must be accounted for. First, the ion size correlates with
polarizability, which affects the protein-ion interaction
(51). Second, the ion radius determines its affinity to water,
resulting in nontrivial corrections to the effective ion vol-
ume (67). This effective size in turn determines the entropic
cost of trapping ions within the aggregate and the strength of
the salt-mediated depletion attraction. Our work shows that
modest perturbations in the ion radius lead to solubility per-
turbations consistent with Hofmeister effects. Notably, the
parameters we use for the solvated ion volume are conserva-
tive compared to others in the literature, whereas the relative
ordering is consistent (68,69). This suggests that our model
may, in fact, be an underestimate of these excluded volume
effects. This mechanism is independent of salt specificity
arising from protein-ion interactions, and further work
will be required to assess the relative influence of these
contributions.

The model we have presented is a simplified representa-
tion of protein aggregation and therefore neglects features
that will contribute to the solubility. However, the ability
of the model to capture salting-in/salting-out trends and
the correct magnitude of these phenomena suggests that
the model elements of Coulomb energy, salt entropy, and
protein-ion binding are the most important contributions
to the solubility. The simplicity of our approach has the
advantage that it allows a detailed analysis of the various
contributions, which leads to improved intuition as to which
effects are likely to be most important. It also allows the
model to be used to estimate the solubility change for any
aggregate for which the protein charge, dipole, volume,
and overall aggregate density are known. In practice, the dif-
ficulty is determining the aggregate density and having con-
fidence that the protein-protein interaction sites do not
significantly change with solution conditions. These two
concerns are negligible in crystals that maintain constant
morphology. Although some tuning was required to reach
quantitative agreement with protein solubility measure-
ments, the qualitative features are insensitive to model
choices like the protein and cavity geometry, ion size, and
binding parameters. We expect that better agreement could
be obtained by applying the same physics to higher-resolu-
tion models.
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