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Abstract

We describe a diabatic-at-construction (DAC) strategy for defining diabatic states to determine the 

adiabatic ground and excited electronic states and their potential energy surfaces using the 

multistate density functional theory (MSDFT). The DAC approach differs in two fundamental 

ways from the adiabatic-to-diabatic (ATD) procedures that transform a set of preselected adiabatic 

electronic states to a new representation. (1) The DAC states are defined in the first computation 

step to form an active space, whose configuration interaction produces the adiabatic ground and 

excited states in the second step of MSDFT. Thus, they do not result from a similarity 

transformation of the adiabatic states as in the ATD procedure; they are the basis for producing the 

adiabatic states. The appropriateness and completeness of the DAC active space can be validated 

by comparison with experimental observables of the ground and excited states. (2) The DAC 

diabatic states are defined using the valence bond characters of the asymptotic dissociation limits 

of the adiabatic states of interest, and they are strictly maintained at all molecular geometries. 

Consequently, DAC diabatic states have specific and well-defined physical and chemical meanings 

that can be used for understanding the nature of the adiabatic states and their energetic 

components. Here we present results for the four lowest singlet states of LiH and compare them to 

a well-tested ATD diabatization method, namely the 3-fold way; the comparison reveals both 

similarities and differences between the ATD diabatic states and the orthogonalized DAC diabatic 

states. Furthermore, MSDFT can provide a quantitative description of the ground and excited 

states for LiH with multiple strongly and weakly avoided curve crossings spanning over 10 Å of 

interatomic separation.
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Graphical abstract

1. INTRODUCTION

The diabatic representation of potential energy surfaces (PESs) and their interactions is 

useful for electronically nonadiabatic processes, especially those involving conical 

intersections of the adiabatic states, because it provides a smooth description of the PESs 

and represents their couplings in terms of the smoothly varying off-diagonal matrix elements 

of the scalar electronic Hamiltonian.1–10 In contrast, the adiabatic PESs, which diagonalize 

the electronic Hamiltonian, exhibit rapid variations and cuspidal ridges as functions of the 

nuclear coordinates in these regions, and the adiabatic states are coupled by the vector 

nuclear momentum operators; these couplings, called nonadiabatic couplings or derivative 

couplings, are not smooth with singularities at the cuspidal ridges, making them difficult to 

use in dynamic simulations.11,12 The most common way to treat coupled PESs is by wave 

function theory (WFT) with multireference (MR) methods; however, accurate calculations 

are very expensive, usually restricting their applications to small molecules. Density 

functional theory (DFT) may be the ultimate method in the long term, but the currently 

available linear-response time-dependent density functional theory (TDDFT) has the wrong 

dimensionality for conical intersections involving the ground (reference) state.13,14 (This 

shortcoming can be overcome by modifying the theory,15–17 but we shall not pursue that line 

of approach in the present article.) The present article considers a combination of DFT and 

WFT that goes beyond the current Kohn−Sham approximation18 and has advantages 

compared to using either alone. This article has two objectives: (1) to describe a multistate 

density functional theory (MSDFT) for constructing quasidiabatic states and (2) to establish 

a relationship between the diabatic states obtained from MSDFT and those by the 3- fold-

way diabatization approach.4,19

The nonadiabatic coupling matrix elements are ⟨ΨI(r;R)|∇R|ΨJ(r;R)⟩, where |ΨI(r;R)⟩ and 

|ΨI(r;R)⟩ are adiabatic wave functions for states I and J, and r and R specify respectively 

electronic and nuclear coordinates.20 Diabatic states (sometimes called quasidiabatic states) 

are those that make the coupling by nuclear momentum operators negligible or as small as 

possible. In the general case the nonadiabatic couplings cannot be made to completely 

vanish,21 and the transformation to states that makes them small is not unique. Numerous 

approaches have been proposed to model diabatic states.10,22–28,8,29–33,4,19,34–41 A thorough 

comparison of these methods is beyond the scope of this work, but, instead, we roughly 
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classify them into two categories on the basis of the relationship between diabatic and 

adiabatic states: (1) adiabatic-to-diabatic (ATD) and (2) diabatic-at-construction (DAC).

(1) “Adiabatic-To-Diabatic” via Similarity Transformation

The ATD category involves similarity transformations of adiabatic states to yield orthogonal 

diabatic states. In some of these methods, the diabatic states when diagonalized exactly 

reproduce the adiabatic PESs. A prerequisite is a set of adiabatic states, including (usually) 

the ground state and the relevant excited states, and the resulting diabatic states depend not 

just on the diabatization method but also on the choice of how many and which states to 

include in the transformation. Then, a similarity transformation is used to produce a diabatic 

representation having the desired properties. The adiabatic states can be obtained 

qualitatively from multiconfiguration self-consistent-field (MCSCF) calculations such as the 

stateaveraged complete-active-space type (SA-CASSCF),42 but this method does not yield 

quantitative PESs because of insufficient dynamic correlation. More quantitative results can 

be obtained by multireference perturbation theory (MRPT)43–45 or multireference 

configuration interaction (MRCI).46–48 These methods are restricted to relatively small 

molecules by high computation costs. For larger molecular systems, Kohn−Sham density 

functional theory (KS-DFT) and linear-response timedependent DFT (TDDFT) are more 

efficient ways to include dynamic correlation.49 Here we use a multistate approach18,50,51 

that extends the approximate density functional theory beyond KS-DFT for applications to 

photochemistry.

Given a set of adiabatic ground and excited states, one diabatization procedure is to 

minimize the derivative couplings along a given reaction path by making use of energies, 

gradients, and derivative couplings at selected points.8,32,33 Another strategy is to 

approximate the diabatic states according to predefined, smoothly varying orbitals along 

with the condition of configurational uniformity.4,10,19,34,35 Alternatively, one could carry 

out orbital-free diabatization by employing dipole moments, quadrupole moments, 

electrostatic potentials, and transition moments, and these have been used recently and tested 

on several molecular systems.40,41 Several other ATD diabatization schemes are available, 

and the reader is referred to recent papers for additional methods and additional references. 
52–54

(2) “Diabatic-At-Construction” by Experimental Validation

The diabatic states in the DAC category are often nonorthogonal. For example, they may be 

chosen on the basis of the electronic configurations of reaction products at the asymptotic 

dissociation limits, and the valence bond (VB) character of the electronic state may be 

maintained at all molecular geometries.3,7,50,55–60 Rather than back-transforming the 

delocalized adiabatic states, the diabatic states are constructed in the first place as the spin-

adapted configuration state functions (CSFs) that serve as a basis for direct calculation of the 

adiabatic ground state and excited states. Although diabatic states are not unique21 and their 

properties are not physical observables, states of the DAC type can be validated in part by 

comparison with experiments on observables of the resulting adiabatic ground and excited 

states. Such comparisons can also provide physically meaningful interpretations of 

delocalized adiabatic states.
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A procedure to construct diabatic states by contracting the eigenvectors from ab initio VB 

calculations has been described;7 it involves a CSF space of the multiconfiguration self-

consistent-field (MCSCF) type. In practice, VB-based diabatic states can be conveniently 

formulated by blocklocalized molecular orbitals (BLMO) according to the Lewis resonance 

structures for a given chemical system,61–63 and this has been used in the mixed molecular 

orbital and valence bond (MOVB) method for studying chemical reactions and charge 

transfer processes in the context of combined quantum mechanical and molecular 

mechanical (QM/MM) simulations. 3,56 The use of BLMO or block-localized Kohn−Sham 

(BLKS) orbitals reduces a large number of valence bond configurations to a manageable 

number; only those critical to a given system are retained in a way analogous to the spin-

coupled valence bond theory.64,65 This method has been extended to density functional 

theory, in which case it is called multistate density functional theory (MSDFT),18,50,51,66,67 

and this is the method that is used in the present work.

A related approach is constrained density functional theory60 that confines the electron 

density within finite spatial regions to define constrained states. For comparison, localized 

states are defined in orbital space in MSDFT. The difference is reflected in the computed 

transfer integrals for electron transfer reactions, where constrained DFT showed,68 

incorrectly, nonexponential dependency with donor−acceptor distance and the computed 

values can vary as large as 5 orders of magnitude with different fractions of Hartree−Fock 

exchange used in a functional.68 MSDFT does not suffer from electron-transfer 

contamination of diabatic states found in spatial localization of density, and there is little-to-

no dependency on the amount of HF-exchange used.51

The LiH molecule, being the second simplest two-electron chemical bond (after the 

hydrogen molecule), has been intensively investigated; it has a strong ionic−covalent mixing 

and a prominent ionic−covalent curve crossing.69–74 In the following, we illustrate the 

block-localization procedure to form the DAC states by considering the four lowest 1Σ+ 

states of LiH, which we describe by MSDFT. LiH is chosen because this simple system 

provides a challenging case for treating avoided state crossings, spanning a coordinate range 

from the bonding region to more than 10 Å in interatomic separation, and the states of LiH 

have been extensively studied both experimentally71,75 and theoretically so they provide a 

good case for validation of the present method.69–71,73,74

The method is explained in sections 2 and 3. In section 4, we compare the computed 

energetic and geometric results for the adiabatic states with experiments and computational 

results from accurate wave function theory. This provides a validation of the adequacy of the 

DAC states as a basis and of the computational accuracy of the MSDFT method. Then we 

discuss the difference between nonorthogonal and orthogonal diabatic states and some 

consequences of varying orthogonalization procedures. Differences and similarities are 

found in the diabatic states obtained by MSDFT18,50,51 and by previous diabatizations.
10,40,41
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2. METHOD

The MSDFT method18,50 belongs to the “dynamic-then-static” (DTS) scenario described by 

Liu for treating electron correlation.76,77 There are two computational steps in the DTS 

approach: (1) the construction and optimization of a set of active states, in which dynamic 

correlation is first incorporated, and (2) the diagonalization of the configuration interaction 

(CI) Hamiltonian to include static correlation and to yield the adiabatic ground- and excited-

state energies. In the present discussion, it is illustrative to further divide the first step into 

three stages. (a) We first construct and variationally optimize a set of Nb Slater determinants 

formed from block-localized orbitals (see below). (b) Then, the determinants are combined 

to yield Np spin-adapted CSFs {|ΨA⟩;A = 1,⋯,Np}. (c) Finally, the CI matrices of CSFs of 

the same symmetry are diagonalized, resulting in a set of variational diabatic configuration 

(VDC) states.7 The state functions in either stage b or stage c, which span the same space 

and therefore yield identical adiabatic states when diagonalized, constitute what we call a 

primary space or the active space, and they are used to perform configuration interaction 

calculations in step 2. The calculations of stage a are labeled block-localized Kohn–Sham 

density functional theory (BL-KS-DFT or, for short, BLKS). The calculations in all other 

steps or stages are labeled as multistate density functional theory (MSDFT).

The active states may be regarded as contracted functions from a larger configuration 

interaction wave function. The DTS scenario is carried out by MSDFT, in which the 

dynamic correlation in the contracted functions is described by an extension of KS-DFT 

using the determinants that define the individually localized states in the active space.18,50,51 

In this section, we first illustrate the method to construct the diabatic states to form the active 

space, making use of the four lowest singlet states of LiH as an example. Then, we describe 

the procedure to determine the effective Hamiltonian in MSDFT.

Step 1(a): Block-Localized Kohn–Sham Density Functional Theory

Although delocalized Kohn–Sham orbitals can be used to construct the determinantal 

functions of step 1 that form a basis for the CSFs of step 1(b), in the present context where 

our goal is to define diabatic states, it is more convenient to use localized VB configurations.
3,7,56,66 The VB description of Lewis structures is particularly illustrative to understand the 

asymptotic limits of diabatic states in this work, but one can certainly use the delocalized 

molecular orbital (MO) picture, as in standard MCSCF approaches, to define spin-adapted 

configurations.

For an n-electron molecule, the atomic orbital basis functions and electrons of the system are 

partitioned into MA blocks, also called fragments, according to the Lewis structure of state 

A. Let nb and μb denote respectively the number of electrons and basis functions in fragment 

block b (where n1 + ⋯+nMA = n). We use block-localized Kohn–Sham (BLKS) orbitals;50 

these are linear combinations of the atomic orbital basis functions restricted to a given block. 

The determinant function for configuration A is

(1)
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where Â is the antisymmetrizer, NA is a normalization factor, and  specifies a product of 

the BLKS orbitals of block m.3,56

Step 1(b): Construction of CSFs

The qualitative VB description of LiH has been lucidly presented by Mo et al.,55 and their 

presentation is consistent with findings of the present study. Here, the atomic basis functions 

are conveniently divided into five blocks, one set of four blocks (the core, 2s, 2pσ, and 3s/

3pσ) on Li and one block (1s) on H. Spin-adapted CSFs are constructed by combining 

several determinants to represent the corresponding covalent and ionic states. Specifically, 

for LiH, the minimum diabatic representation of the four low-lying 1Σ+ adiabatic states, 

labeled here (as usual) as the X, A, C, and D states in order of increasing energy, includes 

seven CSFs, consisting of 12 determinants. They correspond to the ionic and covalent (2s) 

states and the 2pσ, 3s, and 3pσ excited states of the Li atom

(2a)

(2b)

(2c)

(2d)

(2e)

(2f)

(2g)

where φc, φ2s, φ2p, φ3s, and φ3p are the core (1s), valence (2s and 2pσ), and Rydberg-type (3s 
and 3pσ) BLKS orbitals located on lithium, ϕ1s and ϕH2s are basis orbitals on the hydrogen 

atom, and ϕ1 and ϕ̅1 respectively indicate single occupation by an electron with respectively 

α or β spin. Equation 2 defines singlet states that are eigenfunctions of both the Ŝ2 and Ŝz 
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operators, and triplet states can be analogously represented, but for brevity they are not 

explicitly shown here.

The ionic configuration |Ψ−[(Li−)(H+)]⟩ slightly affects the adiabatic state energies by about 

1 kcal/mol (~0.04 eV), but otherwise it does not make significant contributions to bonding. 

In addition, the 2s-2s bonding interaction between lithium and hydrogen (ϕH2s) is much 

higher in energy and makes negligible contributions to the low-lying adiabatic states. They 

are included in test calculations and kept to obtain the adiabatic energies, but we will not 

further discuss these two states (|Ψ−[(Li−)(H+)]⟩ and |Ψ2s/2s[(Li•)(H•)]⟩).

Step 1(c): Configuration Interaction

In step 1(a), the BLKS determinants were independently optimized as in standard KS-DFT, 

except that the electron densities are obtained using nonorthogonal orbitals.50 In step 1(b), 

the singlet (and analogously triplet) CSFs, as given by eqs 2a and 2d–2g, were obtained by 

diagonalizing the corresponding spincoupled Hamiltonian matrix. These CSFs are not 

necessarily the diabatic ground and excited states. In step 1(c), to obtain diabatic excited 

states, the CI matrices of CSFs of the same symmetry, e.g., 2s and 3s and 2pσ and 3pσ, are 

diagonalized, resulting in a set of variational diabatic configuration (VDC) states.7 The VDC 

states are also called valence-bond diabatic states, and they are compared in section 4.B to 

the diabatic states obtained by the 3-fold way from SA(4)-CASSCF and XMC-QDPT 

calculations as previously reported in refs 10 and 40.

Throughout this article, we use the indices A, B, … to specify the basis configurations from 

any one of the three stages and I, J, … to indicate adiabatic states.

We note that the choice of fragmental blocks is “natural” and chemically intuitive for bond 

forming and breaking processes. Thus, the VB-picture is used in this work. For small and 

medium (~100 atoms) sized molecules, conjugated or not, one can use delocalized orbitals 

to define configuration space as in MCSCF approaches. For large systems, fragmentation 

can reduce computational costs. However, for large and extensively conjugated systems 

(such as graphene), there is probably no simple way to have both efficiency and accuracy 

both for the ground and excited states. To this end, it is of interest to compare the basis states 

defined by eq 2 with the spin-coupled valence bond (SCVB) method.64,65 In SCVB, 

delocalized single-electron orbitals are used among which all spin-coupled configurations 

are included. In MSDFT, orbitals are block localized, and spin coupling is taken into account 

only between blocks critical for bonding interactions (e.g., the electron pair involved in the 

dissociation of a single bond). A single block-localized determinant (BLKS determinant) is 

employed to approximate the SCVB function for the entire block, greatly reducing the 

number of configurations in the active space. Importantly, dynamic correlation is 

incorporated in the reference functions in MSDFT, whereas it is treated as a post-SCF 

correction in SCVB.64,65

Step 2: Multistate Density Functional Theory

The adiabatic ground and excited state energies in the DTS scenario are obtained, in the 

second (final) step of the method, by configuration interaction among the basis states 

defined and optimized in the active space.18,50 In particular, the diagonal matrix elements of 
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the effective Hamiltonian are simply the KSDFT energies for the corresponding states {|

ΨA⟩; A = 1,⋯,Np}.50 In the present case of LiH, Np is 7, as constructed from 12 BLKS 

determinants. It is convenient to first consider the determinant representation to describe the 

matrix elements as follows50

(3a)

where  is the electron density of configuration A, determined from the orbitals that 

form the determinant |ΨA(r;R)⟩. We note that any standard exchange-correlation functional 

 can be used to obtain . In the CSF basis, the matrix elements can be 

conveniently obtained using the transformation matrix defined by eq 2

(3b)

where B specifies a spin-adapted CSF, and A and Ā specify determinants with spin 

exchanges in eq 2. Note that HAA = HĀĀ, and  defined below. If the VDC 

states are used, a similar transformation will be used with the corresponding transformation 

matrix.

The off-diagonal matrix elements could in principle be determined by WFT.3,56,78 This 

would involve the transition density ρAB(r) = ⟨ΨA|ρ̂(r)|ΨB⟩. However, a transition density 
functional (TDF)18 ETDF[ρAB(r)] between states |ΨA⟩ and |ΨB⟩ does not exist within the 

KS-DFT framework. ETDF[ρAB(r)] might be derived by multiconfigurational approaches18 

and by analogy to methods79 used for electron scattering. Here though, we approximate it in 

MSDFT by two contributions

(4)

where H is the electronic Hamiltonian. The first term in eq 4 is the electronic coupling 

between the nonorthogonal wave functions, and it is evaluated as an integral between 

nonorthogonal determinants, which has been used in the MOVB approach.3,56 The second 

term in eq 4 is a transition density contribution.3,18,50,51,56,67 Note that both exchange and 

static correlation are included in the first term, whereas only dynamic correlation is in the 

second term.18 We then approximated the second term of eq 4 by an overlap-weighted 

average of the KS correlation energies for the two interacting states50,51

(5)

where λ is unity in the present work (in later work this parameter or functional could be 

optimized to fit experimental results), where SAB is the overlap integral ⟨ΨA|ΨB⟩, and 
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where  specifies the correlation energy in the corresponding diagonal matrix element (as 

obtained from the exchange-correlation functional).49

The adiabatic ground and excited states are obtained as the eigenvalues{EI} and eigenvectors 

CI = {CAI} of the generalized secular equation

(6)

where E is a diagonal matrix of the adiabatic energies, and S and C are the overlap matrix 

and configuration coefficient matrix. The BLKS determinants in eq 2 are used to determine 

the overlap matrix, and the computational procedure is identical to that used in MOVB.3,56 

The densities and energies for the adiabatic states are then given by

(7)

(8)

Eqs 7 and 8 show that both the ground state (I = 0) and excited states (0 < I < Np) are treated 

on the same footing. Consequently, the method provides energies for all states described by 

the basis configurations in the active space, and, unlike linear-response TDDFT, the CI 

matrix has the correct structure to properly describe all conical intersections (even those 

involving the ground state) and to treat weakly (and strongly) avoided crossings for 

nonadiabatic processes.18,50 Eqs 7 and 8 represent a hybrid wave function and density 

functional theory (WDFT) that goes beyond the Kohn–Sham approximation of DFT from a 

single determinant for the ground-state density to a multideterminant representation of 

ground and excited states. It would be interesting to compare MSDFT18,50 to 

multiconfiguration pair-density functional theory,80 but that is beyond the scope of this 

article.

3. COMPUTATIONAL DETAILS

In the present study, we consider the four low-lying 1Σ+ states of LiH, which are modeled by 

the active space defined by eq 2. At interatomic separations near to and shorter than the 

ground-state minimum, contributions from higher states play an important role in the various 

adiabatic states, especially for the second and third excited states, S2 (C) and S3 (D), making 

their detailed behavior even more interesting and complex. The present six (actually seven if 

the relatively unimportant 2s(H) is counted) CSFs are sufficient for illustrating the 

complicated electronic couplings in LiH.
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The atomic orbital bases are approximated using the aug-cc-pVTZ basis set.81 For Li, the 

basis set is further divided into four blocks: (1) the 1s-core and 2s valence orbitals, (2) the 

2pσ orbitals with σ symmetry along the bond axis direction as well as d-orbitals of the same 

symmetry, and (3) and (4) the 3s and 3p orbitals representing Rydberg states. All remaining 

orbitals are grouped into the first block for convenience (a fifth block could be used, but they 

make no contribution to the bonding energy due to orthogonal symmetry). For the 3s orbital, 

the standard diffuse function is replaced by the diffuse basis function in the Dunning-Hay 

basis set82 (this gives a slightly better energy for the 3s state of Li atom from MSDFT 

calculations), whereas the 3p basis functions are given by the diffuse p functions in the aug-

cc-pVTZ basis. Similarly, the aug-cc-pVTZ basis is either used directly for the hydrogen 

atom, or is separated into two blocks with the diffuse s orbital to represent its Rydberg state. 

Unless special emphasis is needed, in the remainder of the article, we simply use the 

standard expression of aug-cc-pVTZ, rather than employing a different notation to represent 

the small difference in the diffuse basis for lithium. We have not attempted to optimize basis 

functions specifically to model Rydberg states since this is not the main purpose here; the 

unoptimized nature of the basis will introduce errors for the upper states. The excitation 

energies for the 2p (2Po), 3s (2S), and 3p (2Po) states of Li atom are 1.650, 3.493, and 3.822 

eV from MSDFT compared with the experimental values of 1.848, 3.373, and 3.834 eV.83 

Thus, there is an error of about 0.2 eV in the atomic spectra; this kind of error (due to basis 

set used) will be transferred to the molecular description.

The configurations defined in eq 2 are built from determinants that are variationally 

optimized using the hybrid PBE0 density functional;84,85 the computational algorithm has 

been described previously.50 Either the CSF states7 or the VDC states are subsequently used 

to solve eq 6, and they yield the same adiabatic ground and excited state energies, but the 

latter basis can be used in analysis of the DAC states. In principle, the BLKS orbital 

coefficients and configuration coefficients can be simultaneously optimized as in standard 

ground-state MCSCF methods, resulting in a set of consistently optimized diabatic 

configurations (CDC states).7,58 Although the use of CDC states optimized for the ground 

states can lower the adiabatic ground-state energy, to obtain diabatic excited states useful for 

bonding analysis it would be preferable to use state-averaged optimization. Since the CDC 

diabatic states are not variationally optimized, they are not particularly useful for analysis 

and for understanding of bonding interactions (for example, resonance energy). Thus, we do 

not further pursue the CDC states in this study.

The computational results are dependent on the functional used since MSDFT relies on a 

single-determinant functional (SDF), i.e., KS-DFT, for the configurational state. Given a 

functional used, it defines the condition for the transition density functional (TDF). 

Therefore, the relative (and absolute) energies of the diabatic (basis) configurations are fully 

defined by the specific functional used. We have found that the PBE and PBE0 functionals 

perform well with the MSDFT method, especially for charge transfer processes.51,86

SA-CASSCF42 and MS-CASPT243 calculations are also performed using the standard aug-

cc-pVTZ basis set for comparison. Four states are used in the state-average optimization 

with equal weights, and they are also treated in the multistate perturbation calculation. The 

Molpro program is used for these WFT calculations,87 while MSDFT is carried out using a 

Grofe et al. Page 10

J Chem Theory Comput. Author manuscript; available in PMC 2018 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



locally modified version of the GAMESS program.88 All computations are performed on 

computer clusters in our laboratory at Jilin University and at the Minnesota Supercomputing 

Institute.

4. RESULTS AND DISCUSSION

The ground state of LiH is known to be dominated by the ionic configuration, |Ψion[(Li+)(H
−)]⟩, whereas the dissociation limit of the ground state consists of two neutral atomic 

radicals corresponding to the covalent configuration |Ψ2s[(Li•)(H•)]⟩. At short interatomic 

distances, the excited states are characterized by strong interactions involving several high-

lying states, giving rise to further complications. The potential energy curves for the four 

singlet adiabatic states from MSDFT are shown in Figure 1, along with the MS-CASPT2 

results for comparison, and those for the four lowest triplet states are displayed in Figure 2. 

The main purpose of this section is to show that the present MSDFT method can provide a 

reasonably quantitative description of the system (≤0.3 eV) and that it can be used to provide 

insight into the diabatic representation of the potential energy curves.

A. Adiabatic Potential Energy Surfaces

We compare the MSDFT potential energy curves to MS-CASPT2 results; both the 

qualitative trends and quantitative results from MS-CASPT2 calculations agree well with 

more complete or more accurate studies.69–71,73–75 The present MSDFT method does not 

involve the high cost of a SA-CASSCF computation, but it includes all dynamic correlation 

at the stage of diabatic (basis) state construction, yielding results comparable or better than 

the more expensive MS-CASPT2 calculation. Furthermore, the number of configurations in 

the active space is smaller in the present method (12 determinants vs 45 in the (2,9)-CAS) – 

an advantage of the DTS scenario). There is also no complication in MSDFT due to intruder 

states.

Table 1 summarizes the energies and the corresponding bond distances at the critical points 

on these potential energy curves. Note that computations are performed using grids with 0.1 

to 2 Å intervals (depending on the region), which bracket the precisions of bond distances at 

the critical points. The global minimum of LiH from MSDFT has a bond length of 1.6 Å 

with a bond dissociation energy of 2.22 eV, in reasonable agreement with the experimental 

results (1.596 Å and 2.515 eV)75 and MS-CASPT2 data (1.588 Å and 2.449 eV) as well as 

MRCI results (Table 1).69,71 The small discrepancy (0.3 eV) in bond energy is primarily due 

to basis set effects in the MSDFT calculation; the deviation is reduced by 0.1 eV if we 

switch to the aug-cc-pVQZ basis set. Another key energetic quantity is the bond energy 

relative to the ionic dissociation limit (7.18 eV); this also agrees well with the experimental 

value (7.15 eV).75

Turning to the excited states, we find that the potential energy curves determined using 

MSDFT are generally in good agreement with those from MS-CASPT2 as well with those 

from MRCI studies,69,71 except for states C and D at short bond distances, where the 

MSDFT energies are about 0.4 eV higher than the MS-CASPT2 values. This difference may 

be due to limitations in the basis set used to approximate the Rydberg states or to 

interactions involving high-energy states that are not included in the VB-localized picture. 
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Overall, the computed vertical and adiabatic transition energies to the A, C, and D states 

agree well with MS-CASPT2 results, typically within 0.2 eV for the former and within 0.3 

eV for the latter. An experimental excitation energy for the A state is 3.29 eV, which lies 

between the computed vertical and adiabatic excitation energies (Table 1).71,75,89

The MSDFT calculations correctly yield a stretched bond for the first excited state. It has an 

equilibrium distance of near 2.5 Å; this may be compared with the experimental value of 

2.596 Å75 and a somewhat shorter bond distance (2.25 Å) from MSCASPT2 (Table 1). The 

bond energy for the A state is estimated to be 0.95 eV from MSDFT, as compared to 1.08 

and 1.05 eV from MS-CASPT2 and experiment.71,75 The C state consists of two energy 

minima roughly at 2.125 and 5.0 Å on the MSDFT potential energy curves, and the 

corresponding equilibrium distances are 2.117 and 5.292 Å at the MS-CASPT2 level. The 

bond energies are 0.6 to 0.9 eV at the longer separation. The inner minimum is produced 

through interactions involving several states (Figure 1), with primary contributions from the 

3s(Li) and 3p(Li) states. Among theoretical studies, comprehensive investigations of the LiH 

molecule up to the 4p state are given in refs 70, 71, and 74, and the specific features and 

locations of all avoided crossings found in Figure 1 mirror those reported in earlier work 

very well. Overall, the agreement in qualitative trends of the potential energy curves and in 

quantitative energies and geometries between MSDFT and MS-CASPT2 along with 

experimental data shows that the present MSDFT approach can provide a good description 

of the ground and excited states for LiH.

The triplet states of LiH have also been studied computationally, although there appears to 

be little information available from experiment. Representative reports can be found in refs 

70 and 71; the weakly avoided crossing between the c (T2) and d (T3) adiabatic states at 

about 2.1 Å in Figure 2 is clearly shown in the earlier studies. The e (T4) state in Figure 2 

has a sharper increase in energy at short distance than that obtained in previous studies;70,71 

this suggests that orbital hybridization may be required and basis set limitations may need to 

be overcome for describing these high-lying Rydberg states.

B. Valence-Bond Diabatic States

The potential energy curves for five of the seven VB basis states are shown in Figure 3, 

excluding the high-energy Li(2s)H(2s) covalent configuration and the reverse ionic state (Li
−)(H+) since they make relatively minimal contributions to bonding interactions. These are 

the block-localized, nonorthogonal VDC states with the upper (Rydberg) states 

orthogonalized to the low-energy electronic CSFs (eq 2) of the same symmetry. These VB 

diabatic states approach the dissociation limits of the corresponding adiabatic states by 

construction. Significantly, the valence characters defined in eq 2 are kept at all geometries.

A most striking observation of Figure 3 is that the ionic state spans the entire relevant energy 

range, from being the lowest energy diabatic state at the global minimum to becoming the 

highest energy state at the dissociation limit. The ionic diabatic state crosses at distances 

about 2.5, 4.2, 10, and >12 Å, respectively, with the 2s, 2pσ, 3s, and 3pσ covalent states of 

lithium that have been considered. These diabatic crossings also create some of the most 

intriguing strong nonadiabatic couplings among the adiabatic potential energy curves. For 

instance, the 2s state indeed transforms smoothly to the adiabatic ground state, X(S0), at the 
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dissociation limit, but the nonorthogonal “pure” atomic covalent state does not start nor 

approach the first adiabatic excited state, A(S1), at short bond distances. In fact, none of the 

VB-diabatic states alone can provide an adequate description of the adiabatic surfaces at 

short bond lengths, except the accidental superposition between the D(S3) adiabatic state and 

the 3p-diabatic state (see below). The adiabatic states are typically mixtures of at least three 

major VB states in the present case. This is shown by the adiabatic ground state as an 

admixture of the dominant Li+H− ionic state with the bonding combination of the 2spσ 
hybrid of Li and the 1s orbital of hydrogen. The first excited state includes the antibonding 

combination of the 2s and 2pσ orbtials of Li with 1sH. The loosely bound minimum at about 

5 Å on the C(S2) state can be attributed to the strong Coulomb attraction in the ionic VB 

state.

Note that the 3s and 3pσ VB-diabatic states displayed in Figure 3 are not the variationally 

optimized energies from the functions defined by eqs 2e and 2f, which are nonorthogonal to 

the lower states of same symmetry. Their energies in Figure 3 are obtained by configuration 

interaction involving states with the same symmetry. Consequently, some upper states 

exhibit effects of coupling, e.g., on the 3s surface (solid-red curve). It is interesting to note 

that the lithium 2s-3s configuration interaction has little effects on the energy of the 2s 
valence state, but the overlap-induced increase in energy of the variationally optimized 3s 
state is more profound (resulting in the solid-red curve).

C. Orthogonal Diabatic States

The diabatic states are typically expressed as orthogonal states,1,58 and in this section we 

discuss the orthogonalized diabatic states. An example of the diabatic representation of the 

potential energy curves for LiH from the 3-fold way diabatization method is reproduced in 

Figure 3b. Orthogonality makes the expression and computation of nonadiabatic dynamics 

simpler, but in the DAC approach, diabatic state functions are variationally optimized and 

only states of the same symmetry are orthogonal by configuration interaction; in general, the 

full VDC basis states are nonorthogonal. Although the adiabatic potential energy curves are 

similar in Figure 3, the qualitative trends of the nonorthogonal diabatic states from the DAC 

approach (Figure 3a) and the orthogonal ones (Figure 3b) from the ATD transformation have 

very different appearances, except the ionic state. One can orthogonalize the VB-diabatic 

configurations by similarity transformation so that they can be directly used in nonadiabatic 

dynamics simulations. Is it possible to reproduce similar qualitative features as that 

expressed in the orthogonal diabatic states in Figure 3b, starting from the nonorthogonal VB 

states in Figure 3a? If so, what are the main quantitative differences? These are the questions 

to be addressed in this section.

Unfortunately, orthogonal transformation is not unique from the set of well-defined VB-

diabatic states.1,21 Here, we examine several orthogonal transformation procedures and 

compare the results with the well-tested 3-fold-way diabatization approach. One seemingly 

appealing approach is the Löwdin transformation using (S)−1/2, where S is the overlap 

matrix of the VB-diabatic states, which transforms the original vectors into orthogonal ones 

in a least-squares sense by mixing all configurations. This turns out not to be a good choice 

since the potential energy curves of the resulting states are severely distorted such that they 
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resemble neither the original diabatic states nor the adiabatic ones (not shown here, but see 

ref 58 for another system).

The Gram-Schmidt (GS) orthogonalization method can maximally preserve the characters of 

each individual state sequentially; here, we follow the order of increasing energy–ionic, 2s, 

2p, 3s, 3p, the “reverse ionic”, and the H-2s diabatic states–to describe the four lowest 1Σ+ 

states of LiH. A set of four different GS transformations of the VB-diabatic states into 

orthogonal ones, all of which yield the same adiabatic potential energy curves, is shown in 

Figure 4. They differ in the way of mixing some basis CSFs prior to the GS transformation:

a. direct GS orthogonalization;

b. an equal mixture of 2s and 2p states of Li

where Nb is a normalization factor;

c. the same sp-mixing as in (b) scaled by the overlap

integral

d. the inclusion of a small amount (25%) of the 2s-covalent state (also overlap-

dependent) in the ionic configuration

Gram-Schmidt orthogonalization keeping the valence character of the ionic state 

immediately leads to the familiar curve-crossing features between “neighboring” diabatic 

states that yield various avoided crossings in the adiabatic curves (Figure 4a). However, the 

direct GS orthogonalization of the VB diabatic state vectors does not produce a diabatic 

state closely resembling the first excited state; the latter is formed as a result of antibonding 

and bonding combinations of the 2s(Li) and 2p(Li) states with hydrogen’s 1s(H), i.e., an sp-

hybrid. A simple mixture of 2s(Li) and 2p(Li) configurations is not chemically physical, 

yielding both states having the same energy at the dissociation limit in Figure 4(b). The sp-

hybridization takes place due to chemical bonding interactions at short interatomic 

distances, which is overlap dependent. As a result, the bonding patterns seen in the 3-fold-

way diabatization procedure are reproduced in Figures 4(c) and 4(d) when the 2s-2p mixing 

is scaled by the overlap integral; Figure 4(d) also includes a small portion of 2s-covalent 

character in the ionic state.

Figures 4(c) and 4(d) show that the (Li)+(H)− ionic state is dominant in the ground state near 

the equilibrium geometry, both in the orthogonal diabatic state representation and in the 

nonorthogonal VB representation in Figure 3(a). The ionic state smoothly transforms to its 

dissociation limit, crosses with all other diabatic states, and approaches the S3 adiabatic 
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excited state at 12 Å in the present study. The sp-hybrid covalent diabatic state starts from 

the A(S1) state at short bond lengths and ends at the ground-state dissociation limit as Li• 

and H•. In the intermediate bonding region on the A(S1) curve, the ionic state is dominant, 

whose interactions with the 2p(Li)-1s(H) antibonding diabatic state result in an avoided 

crossing between the S1 and S2 adiabatic states as the covalent configuration decays to the 

2p dissociation limit. The two low-lying crossings occur at about 3.125 and 5 Å in Figures 

4(c) and 4(d), somewhat longer than those generated by the 3-fold-way diabatization method 

(2.9 and 3.7 Å) but closer to the minimum-gap positions of the corresponding avoided 

potential energy curves, and to values of 3.2 and 5.3 Å from a diabatization based on 

nonadiabatic coupling terms.22 Importantly, all diabatic and adiabatic potential energy 

surfaces are smooth at all geometries.

The S2 and S3 states possess two avoided crossings: one at an outer range near 10 Å due to 

the (Li)+(H)− ionic and 3s(Li) interactions and another at the inner distance of about 2.5 Å. 

The orthogonal diabatic states in Figure 4 (irrespective to the specific orthgonalization 

details) show that the latter crossing at short distance involves interactions primarily between 

the 3s(Li) and 3p(Li) states with the participation of the strongly repulsive 2p(Li) state and 

of 2s(H) character (not shown). These results are consistent with previous analysis of LiH 

excited states and with the finding that the ionic-3s and 3p state crossings with the ionic state 

occur at about 10 and 18 Å.22,71,72,90 Figure 4 shows that the nonorthogonal VB states can 

indeed be orthogonalized to yield diabatic states qualitatively similar to those from the 

Three-Fold-Way ATD transformation procedure, although the 2p diabatic state is much more 

repulsive and shows no particular dependence to the higher adiabatic curves. An overlap-

dependent mixing of certain VB states before the diagonalization process is needed to 

represent orbital hybridization. Importantly, the similarity transformation procedure must 

maintain certain key identities (e.g., the ionic valency and dissociation limits) of the original 

vectors. We note also that there is no issue concerning phase consistency of the DAC 

diabatic states,10,34 which is critical in the ATD transformation process; in MSDFT, phases 

are explicitly expressed, in conjunction with the off-diagonal Hamiltonian matrix elements, 

in the overlap integral between different states in defining orthogonal as well as 

nonorthogonal diabatic states.

D. Diabatic Coupling

The squared diabatic couplings (i.e., the off-diagonal elements of the diabatic Hamiltonian 

for the orthogonalized diabatic states) energies are shown in Figure 5 for the diabatic states 

of Figure 4d. Since there are numerous pairs among the diabatic states in the present 

MSDFT approach, which is not restricted to only four adiabatic surfaces, for clarity we show 

only a few selected couplings directly relevant to the avoided crossing interactions. The 

diabatic states in the present MSDFT approach are all fully coupled, and their diabatic 

couplings do not necessarily show peaked values near the crossing geometries often found in 

the ATD transformed diabatic states.10,40,41 This is because, given that the orthogonalization 

of the VB diabatic states yielded crossings near the minimum gap region of the adiabatic 

potential energy curves, they still retain their respective valence character. In MSDFT, 

diabatic interactions do not vanish at short interatomic distances, and they play a crucial role 

in chemical bond formation in all states. On the other hand, the “diabatic couplings” in the 
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ATD transformation quickly decay to nearly zero away from the avoided crossing 

geometries. These differences between the ATD transformed states and the present DAC 

states may have consequences in dynamic simulations of nonadiabatic processes, and further 

studies of their performances, which are beyond the scope of this article on the PES itself, 

would be interesting.

In the present study, we have not attempted to minimize the derivative coupling nor have we 

examined if the VB-inspired, DAC diabatic states actually minimize derivative coupling. In 

the present case, as there is only one degree of freedom, we can determine the derivative 

coupling in the bond dissociation coordinate. The MSDFT derivative coupling results are 

shown in Figure 6. It would be interesting to examine this property on complex systems.

5. CONCLUDING REMARKS

Multistate density functional theory (MSDFT) for the calculation of adiabatic and diabatic 

potentials is presented, and it is illustrated for the extensively studied LiH diatomic 

molecule. The method represents the ground and excited states and their potential energy 

curves according to Lewis resonance structures of a given molecular system. The present 

method belongs to a category called diabatic-at-construction (DAC) strategy, which differs 

from the more widely used adiabatic-to-diabatic (ATD) transformation procedure. The DAC 

diabatic states are nonorthogonal, and they are defined (or, the CSFs can be directly used) as 

the basis states in an active space for configuration interaction to yield the adiabatic states. 

This is in contrast to the ATD approach, which is based on an orthogonal transformation of a 

set of preselected adiabatic states and a similarity transformation of their energies. There is 

no rigorous physical interpretation of any set of diabatic states since they are not unique, but 

the DAC diabatic states are formulated according to the valence bond characters of the 

dissociation limits of different adiabatic states, which are strictly maintained at all molecular 

geometries. Therefore, the DAC diabatic states have well-defined physical and chemical 

meanings, which provide further insight in the understanding of bonding interactions and for 

determination of specific energy contributions by energy decomposition analysis.63,67 The 

adequacy and completeness of such interpretations and energy component analyses can be 

validated by the results of the electronic couplings among the DAC states.

Qualitative trends of the ATD diabatic states derived by the 3-fold way from the relevant 

adiabatic states can be reproduced by similarity transformation of the nonorthogonal DAC 

diabatic states, and comparison between the two reveals certain necessary conditions 

required for this agreement, including mixing of some VB states and retaining the 

dissociation limits. Quantitative results on the computed diabatic couplings indicate that the 

ATD diabatic states represent essentially mixed adiabatic potential energy curves away from 

the avoided crossing regions with diminished diabatic couplings but peaked values in these 

regions. On the other hand, orthogonalized DAC diabatic states do not generally exhibit 

peaked diabatic couplings at the avoided crossings (although some states do), since they are 

responsible for chemical bonding interactions. It would be interesting in future studies to 

gain an understanding of the different roles of the different diabatic couplings from the ATD 

and the DAC states in dynamic simulations.
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Figure 1. 
Adiabatic potential energy curves for the four lowest 1Σ+ states of LiH as functions of 

interatomic distance from MSDFT (dashed curves) using the PBE0 density functional and 

from MS-CASPT2//SA(4)-CASSCF(2,9) calculations (solid curves). The aug-cc-pVTZ 

basis set with the diffuse s-function replaced by that of the Dunning-Hay basis (simply 

denoted by aug-cc-pVTZ throughout) is used in all MSDFT computations, whereas the 

standard aug-cc-pVTZ basis is used in wave function methods.
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Figure 2. 
Adiabatic potential energy curves for the four lowest 3Σ+ triplet states of LiH (a, c, d, and e 

in order of increasing energy) as functions of interatomic distance from MSDFT (solid 

curves) using the PBE0 density functional and from MS-CASPT2/SA(4)-CASSCF (dashed 

curves). The aug-cc-pVTZ basis set is used in all computations (see caption of Figure 1).
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Figure 3. 
(a) Valence-bond diabatic (solid curves) and adiabatic (dashed curves) potential energy 

curves of LiH as a function of interatomic separation optimized by multistate density 

functional theory (MSDFT). The PBE0 density functional along with the aug-cc-pVTZ basis 

set (see Figure 1) is used in all calculations. (b) Diabatic potential energy curves obtained by 

the three-fold way diabatization approach. Adapted from Figure 5 of ref 40 with permission 

of the American Institute of Physics.
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Figure 4. 
Orthogonalized diabatic (dashed curves) potential energy curves of LiH as a function of 

interatomic separation, transformed from the nonorthogonal VB-diabatic states in Figure 

3(a) by (a) direct Gram-Schmidt (GS) orthogonalization, (b) GS-projection of mixed of 2s 
and 2p covalent states, (c) 2s-2p mixing scaled by the overlap integral, and (d) as in (c) 

along with a small amount of 25% 2s state added to the ionic state. The adiabatic potential 

energy curves are shown as solid curves.
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Figure 5. 
Squared diabatic couplings between selected pairs of orthogonal diabatic states of LiH 

shown in Figure 4(d) as a function of interatomic separation. All results are determined by 

MSDFT with the aug-cc-pVTZ basis set (see Figure 1).
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Figure 6. 
Computed derivative coupling values, ⟨ΨI(r;R)|∇R|ΨJ(r;R)⟩ for various states indicated as a 

function of interatomic separation. All results are determined by MSDFT with the aug-cc-

pVTZ basis set (see Figure 1).
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Table 1

Bond Energies (De) and Adiabatic Excitation Energies (Te) in eV, and Geometries in Å for the Ground (X) and 

the First Three Excited States (Denoted as A, C, and D) of LiHd

propertya MSDFT MS-CASPT2 MRCI69 expt22,75

S0, X1Σ+

Re 1.6 1.588 1.589 1.595

De 2.223 2.449 2.522 2.515

LiH → Li+ + H− 7.180 7.151

S1(2p), A1Σ+

Re 2.5 2.249 2.577 2.596

De 0.95 1.05 1.077 1.076

Te 2.92 3.24 3.29 3.288

Tvert
b 3.40

S2(3s), C1Σ+

S2(3s), C1Σ+

Re(in) 2.125 2.117 2.023 2.0289

Re(o) 5.0 5.29 5.384 5.3789

R‡ 2.5 2.91

 c
0.12 0.06

De(in) −0.17 0.14 0.16

De(o) 0.95 1.08 1.15 1.0589

Te(in) 5.88 5.65 5.74

Te(o) 4.78 5.21 4.85 4.8322

S3(3p), D1Σ+

Re(in) 1.9, 2.75 2.1 2.822

Re(o) 10 7.9 10.522

De(in) 0.06 0.25 0.3322

De(o) 0.29 0.24 0.3322

Te(in) 6.0 6.2 5.922

Te(o) 5.7 5.922

a
(in) and (o) specify the inner energy minimum and outer energy minimum, respectively.

b
Vertical excitation energy at ground-state equilibrium geometry.

c
  denotes the barrier higher for dissociation (in eV).

d
The aug-cc-pVTZ basis set is used in all calculations using the multistate density functional theory (MSDFT) and multistate complete-active-

space second-order perturbation theory (MS-CASPT2). The PBE0 density functional is used in MSDFT; the (2,9) active space is employed for MS-
CASPT2.
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