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Abstract

Objective—This study investigates the effect that overexpression of cytosolic PSD-95 interactor 

(cypin), a regulator of synaptic PSD-95 protein localization and a core regulator of dendrite 

branching, exerts on the electrical activity of rat hippocampal neurons and networks.

Approach—We cultured rat hippocampal neurons and used lipid-mediated transfection and 

lentiviral gene transfer to achieve high levels of cypin or cypin mutant (cypinΔPDZ; PSD-95 non-

binding) expression cellularly and network-wide, respectively.

Main results—Our analysis revealed that although overexpression of cypin and cypinΔPDZ 

increase dendrite numbers and decrease spine density, cypin and cypinΔPDZ distinctly regulate 

neuronal activity. At the single cell level, cypin promotes decreases in bursting activity while 

cypinΔPDZ reduces sEPSC frequency and further decreases bursting compared to cypin. At the 

network level, by using the Fano factor as a measure of spike count variability, cypin 

overexpression results in an increase in variability of spike count, and this effect is abolished when 

cypin cannot bind PSD-95. This variability is also dependent on baseline activity levels and on 

mean spike rate over time. Finally, our spike sorting data show that overexpression of cypin results 

in a more complex distribution of spike waveforms and that binding to PSD-95 is essential for this 

complexity.

Significance—Our data suggest that dendrite morphology does not play a major role in cypin 

action on electrical activity.
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Introduction

Proper synaptic transmission is essential for normal brain function and requires the precise 

spatial and functional assembly of molecular signal transduction machinery at synaptic sites 

and the correct morphology of dendrites and their branches [1]. The postsynaptic density 

(PSD), an electron-dense region that characterizes the membranes of postsynaptic neurons, 

is a dynamic and complex structure. The composition of the PSD has been widely studied, 

and it has been proposed that the PSD serves as a network composed of scaffolding and 

cytoskeletal proteins that localize signaling molecules, receptors, and ion channels at the 

synapse [2]. Therefore, the organization of these proteins is critical for the regulation of 

synaptic transmission and synaptic plasticity. Moreover, defects in dendritogenesis and 

synaptogenesis contribute to neurological and neurodevelopmental disorders [3].

PSD-95 is a member of the membrane-associated guanylate kinase (MAGUK) family of 

proteins and is found at the PSD of excitatory glutamatergic synapses [4], where it has been 

associated with the trafficking and anchoring of all three classes of glutamate receptors – 

kainate, alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), and N-

methyl-D-aspartate (NMDA) type glutamate receptors. Cypin (cytosolic PSD-95 interactor) 

was originally identified as a highly abundant PSD-95-binding protein in brain extracts [5]. 

Overexpression of cypin in rat hippocampal cultures disturbs postsynaptic localization of 

PSD-95 and SAP102 (synapse associated protein 102), a related neuronal MAGUK protein 

[5]. In mature hippocampal cultures, both PSD-95 and SAP102 are targeted and clustered in 

dendrites at discrete spots that are likely to reflect postsynaptic sites. When cypin is 

overexpressed in culture, a significant reduction of PSD-95 and SAP102 clusters is 

observed. Immunostaining for the presynaptic marker synaptophysin demonstrates that the 

total number of synaptic sites is not altered and that cypin specifically regulates the synaptic 

targeting of associated MAGUK proteins [5].

Numerous studies show that changes in PSD-95 expression drive the maturation of dendritic 

spines and influence synaptic targeting and trafficking of glutamate receptors, resulting in 

alterations in the electrical activity of glutamatergic synapses [4, 6-10]. Overexpression of 

PSD-95 in hippocampal slice cultures specifically recruits AMPA receptors (AMPARs) to 

synapses and enhances AMPAR-mediated excitatory postsynaptic currents (EPSCs) with no 

change in NMDAR-mediated EPSCs [11]. Moreover, impaired AMPAR function occurs in 

PSD-95 knockout mice [8]. This disruption in activity is specifically due to the fact that a 

significant proportion of synapses lack functional AMPARs, independent of spine 

morphology, supporting the need to understand both the structural and functional 

implications of altering levels of PSD-95 and its interactors in hippocampal neurons.

Here, we analyze the effects of cypin or a mutant of cypin that cannot bind to PSD-95 

(cypinΔPDZ) on dendrite morphology, spine number, and single cell electrophysiology. We 
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also use microelectrode arrays (MEAs) to record the activity of networks of hippocampal 

neurons that overexpress cypin or cypinΔPDZ, and we report the first use of lentiviral gene 

transfer for global overexpression of proteins in high density neuronal cultures on MEAs. 

We analyze changes in the electrical activity of our networks 7 and 11 days after lentiviral 

transduction and find that the initial activity level of a network influences its long term 

activity. Furthermore, we quantify the variability of the spike count of the networks and find 

that spiking variability increases after cypin overexpression in a PSD-95-binding-dependent 

manner. Our data demonstrate that only networks that overexpress cypin, but not 

cypinΔPDZ, show significant changes in the correlation between spike count variability and 

spike rate. Finally, we perform spike sorting and show that networks that overexpress cypin 

exhibit a more robust spike type composition over time that can potentially be attributed to 

an enhanced dendritic arbor. However, we find that overexpression of cypin or cypinΔPDZ 

increases dendrites in a similar manner, suggesting that all of the network changes that are 

promoted by cypin are not solely due to increased dendrites. Taken together, our data 

suggest that cypin alters single cell electrophysiology and network dynamics independent of 

its role in PSD-95 localization.

Materials and Methods

Cell culture

Neuronal cultures were prepared from hippocampi of rat embryos at 18 days of gestation 

(E18) [5]. After isolation, meninges were removed and the hippocampi were mechanically 

dissociated by pipetting through the bore of a fire-polished Pasteur pipette. Prior to plating, 

MEAs (Multi Channel Systems, Germany) were coated with 0.5 mg/ml poly-D-lysine 

(Sigma) for at least 1 hour, washed three times with sterile water, and coated with 10 μg/ml 

laminin (Sigma) for at least 30 minutes. Cells were plated onto MEAs at a density of 1×106 

cells/MEA. Cultures were maintained in NbActiv4 medium (BrainBits, LLC) at 37 °C and 

5% CO2. Half medium changes were performed every other day. Cells were plated at a 

density of 200,000 cells/well in 24 well plate for dendrite branching studies and single cell 

electrophysiology experiments and at a density of 100,000 cells/well in 24 well plate for 

spine analysis. All animals were cared for ethically in accordance with Institutional Animal 

Care and Use Committee (IACUC) standards.

Lentiviral particle production and transduction

The lentiviral plasmids were constructed by subcloning cDNA encoding wild type cypin or 

cypinΔPDZ into the control FG12 vector containing EGFP for expression (vector was a gift 

from Dr. Chris Pröschel, University of Rochester School of Medicine). Lentiviral particles 

were generated by transfecting HEK293TN cells (ATCC) using the calcium phosphate 

precipitation method with one of the lentiviral plasmids, the packaging plasmid psPAX2, 

and the envelope plasmid pMD2.G (VSV-G). The medium was replaced 24 hours post-

transfection, and the medium containing viral particles was collected 48 hours later, 

concentrated using PEG-it virus precipitation solution (System Biosciences) according to the 

manufacturer's instructions, and stored at -80 °C until use. HEK293TN cells were 

maintained and transfected in Dulbecco's Modified Eagle Medium (DMEM; Gibco) 

supplemented with 10% fetal bovine serum (Atlanta Biologicals). Neuronal cultures were 
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transduced with lentiviral supernatant on day in vitro (DIV) 10. Half of the culture medium 

was changed 36 hours later and every other day from then on. Successful transduction was 

confirmed through fluorescence microscopy (Figure 1(A) and (B)).

Assessment of Dendritic Spine Number

Cultured hippocampal neurons were co-transfected on DIV14 with RFP and GFP, GFP-

cypin, or GFP-cypinΔPDZ, using the calcium phosphate method. Neurons were fixed on 

DIV17 and immunostained for GFP and RFP. Images of dendritic segments were taken with 

a 60x plan apochromat oil immersion objective (NA 1.4) using a Yokogawa CSU-10 

spinning disk confocal head attached to an inverted fluorescence microscope (Olympus 

IX50). X-, Y-, and Z-resolutions were set as 0.067 μm, 0.067 μm and 0.1 μm, respectively, to 

define dendritic spines. Spines were counted along dendritic segments starting from 20 μm 

to 80 μm from the soma. For each cell, segments were quantified and averaged. Spines were 

manually counted from at least 13 neurons for each experimental condition, and analysis 

was performed with the experimenter blinded to the condition. Statistics were calculated by 

one-way ANOVA followed by Tukey's multiple comparisons test.

Assessment of Dendrite Number

Cultured hippocampal neurons were transfected on DIV7 using Lipofectamine LTX with 

Plus reagent (Invitrogen) according to the manufacturer's instructions. Neurons were fixed 

on DIV12 with 4% paraformaldehyde in PBS for 15 minutes, washed 3 times with PBS, and 

then incubated in blocking solution (2% normal goat serum, 0.1% Triton X-100, and 0.02% 

sodium azide in PBS) for 1 hour. All antibodies used were diluted in blocking solution. 

Neurons were incubated for 1 hour at room temperature or overnight at 4 °C with primary 

antibodies: GFP (DSHB-12A6) was used to identify transfected cells, and MAP2 (BD 

Biosciences) was used to identify neurons. They were then washed with PBS 3 times and 

incubated for 1 hour at room temperature with appropriate secondary antibodies. Coverslips 

were mounted onto glass slides with Fluoromount-G (Southern Biotechnology). Transfected 

cells were visualized by immunofluorescence on an EVOS FL microscope at 20X (Thermo 

Fisher Scientific).

Semi-automated Sholl analysis was performed as described previously [12-15]. Briefly, 

images of hippocampal neurons were traced using the NeuronJ plugin for ImageJ (NIH). 

The tracing files were converted to SWC files using MATLAB (Mathworks) for further 

manipulation. NeuronStudio was then used to define the connectivity pattern between the 

segments, and the morphological data were exported to Excel using MATLAB. The 

experimenter was blinded to the condition when performing dendrite analysis. The axon was 

excluded based on MAP2 immunostaining absence.

Statistics were calculated by two-way ANOVA followed by Bonferroni multiple 

comparisons test.

Single cell recordings

Whole cell patch-clamp recordings were obtained from the soma of hippocampal neurons as 

described previously [16]. Recordings were performed on DIV21. The external solution 
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contained the following (in mM): 140 NaCl, 5 KCl, 2 CaCl2, 2 MgCl2, 10 HEPES, and 10 

glucose (pH 7.4 adjusted with NaOH; 290–310 mOsmol). Recording electrodes (3–5 MΩ) 

contained a K+-based internal solution composed of the following (in mM): 126 K-

gluconate, 4 KCl, 10 HEPES, 4 ATP-Mg, 0.3 GTP-Na2, and 10 phosphocreatine (pH 7.2; 

280–300 mOsmol). The membrane potential was held at –70 mV throughout all 

experiments. Data were amplified and filtered at 2 kHz by a patch-clamp amplifier 

(Multiclamp 700B), digitalized (DIGIDATA 1440A), stored, and analyzed by pCLAMP 

(Molecular Devices). Data were discarded when the input resistance changed >20% during 

recording. Statistics were calculated by one-way ANOVA followed by Tukey's multiple 

comparisons test.

MEA Recordings

Standard MEAs containing 60 planar electrodes (59 recording electrodes and 1 internal 

reference electrode), each with a 10 μm diameter and an interelectrode spacing of 200 μm 

(60MEA200/10iR-Ti-gr; Multi Channel Systems, Germany), were used for all experiments. 

Baseline recordings were performed on DIV10 immediately before lentiviral transduction 

and subsequently on DIV17 and DIV21. Prior to each recording, the culture medium was 

saved and replaced with recording solution (144 mM NaCl, 10 mM KCl, 1 mM MgCl2, 2 

mM CaCl2, 10 mM HEPES, 2 mM Na-pyruvate, 10 mM glucose, pH 7.4), and the MEA 

was placed in the cell culture incubator for 5 minutes to allow the culture to reach 

equilibrium. After each recording, the cultures were washed twice with fresh culture 

medium before adding the saved conditioned medium. Each MEA was covered with a 

semipermeable lid (ALA MEA-MEM; ALA Scientific) during handling and recordings to 

prevent contamination from airborne pathogens. Spontaneous electrical signals were 

monitored and recorded for 5 minutes using the data acquisition commercial software 

MC_Rack (Multi Channel Systems) as described previously by our group [17, 18]. The 

temperature of the cultures was maintained at 37 °C on a heat-controlled stage during 

recordings, and the signals were sampled at 20kHz with an MEA1060-Inv-BC amplifier 

(Multi Channel Systems).

Neuronal networks naturally go through periods of inactivity while in regular growth 

medium. Therefore, to ensure that the observed changes in network activity are indeed due 

to exogenous protein expression and not due to the networks being in a different “state”, it is 

necessary to use recording medium to regularize spiking and bursting. This was explored 

and tested in our previously published studies [17, 18]. Moreover, controls were run in these 

previously published works to show that this is an appropriate amount of time for networks 

to equilibrate. Importantly, networks cannot survive long-term in recording medium because 

the only source of nutrients is a small amount of glucose. Previous data from our laboratory 

show that the number of electrodes that remain electively active do not change over time, 

suggesting that neurons survive on the MEAs [17].

Signal Processing

The raw data were imported into MATLAB (MathWorks, Inc.) using MEA-Tools, an open-

source toolbox. The signals were filtered through a fourth order Butterworth filter 

(20-2,000Hz) and a notch filter to remove the 60Hz electric hum. The electrodes that 
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exhibited irregular activity or excessive noise were excluded from the analysis. Spikes were 

detected using an adaptive threshold. Briefly, a spike was defined as a signal with voltage 

exceeding a positive or negative threshold, chosen to be 4.5 standard deviations times the 

background noise for every 10s window for each recording channel. Spikes were detected at 

their maximum absolute value, and interspike intervals had to be ≥ 2ms to prevent detecting 

the same spike twice.

Fano factor analysis

The spike count Fano factor of the neuronal networks was calculated as a measurement of 

spiking variability. The Fano factor is defined as the ratio of the variance to the mean of the 

spike count in a given time interval [19]. For every 300s recording, we calculated a Fano 

factor every 10 seconds and averaged all Fano factor to obtain the mean Fano factor of the 

entire network. For a random process with a Poisson distribution, the Fano factor is 

theoretically 1 due to the variance and the mean being equal [19, 20]. In contrast, regular 

spike rates exhibit a Fano factor that trends towards 0, and high Fano factors are 

characteristic of irregular spiking [21, 22]. Statistics were calculated by one-way ANOVA 

followed by Tukey's multiple comparisons test.

Spike Sorting

We applied Wave clus, a spike sorting algorithm, to obtain information about individual 

neurons within our networks [23]. Spike sorting extracts features from each spike and 

clusters them in classes that best reflect their shape. Wave clus calculates the wavelet 

transform for each spike and uses a set of the obtained wavelet coefficients as input for a 

clustering algorithm based on k-nearest neighbor interactions. Using the wavelet transform 

instead of principal component analysis (PCA) to extract the shape information allows for 

more specific discerning of spike features [23, 24]. We first detected individual spikes as 

described above. For each detected spike, we collected a spike time stamp and a waveform 

cutout spanning 1ms before and 2.2ms after the spike absolute maxima. The obtained 

waveform cutouts were sorted using the unsupervised Wave clus algorithm. After automatic 

clustering, we performed the suggested minor manual tuning to improve the sorting 

accuracy. All detected spikes for all conditions and timepoints were included in the spike 

sorting analysis. Statistics were calculated by one-way ANOVA followed by Tukey's 

multiple comparisons test.

Western Blot Analysis

We maintained sister cultures that were seeded and transduced in parallel to MEA cultures. 

Neurons were scrape-harvested on DIV21 into RIPA buffer (50 mM Tris-HCl pH 7.4, 150 

mM NaCl, 1 mM EGTA, 1% NP-40, 0.25% sodium deoxycholate, 0.1% SDS, 1 mM 

phenylmethylsulfonyl fluoride). Cells were lysed by passing them through a 25½-gauge 

needle approximately 10 times. The lysates were placed on a nutator for 30 minutes at 4 °C, 

followed by a 15 minute spin at 13,000×g to pellet insoluble material. Proteins were 

resolved on a 10% SDS-polyacrylamide gel and transferred to a polyvinylidene difluoride 

membrane. The blot was probed with the indicated antibodies (Figure 1(C)).
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Statistics

All data are presented as mean values ± standard error of the mean (s.e.m.), with n indicating 

the number of MEAs. All statistical analyses were performed using Prism 7.0 (GraphPad, La 

Jolla, CA) with p<0.05 representing statistical significance. D’Agostino-Pearson tests were 

performed to verify the normality assumption before ANOVA tests were used.

Results

Cypin increases proximal and distal dendrite branching independent of PSD-95 binding

We previously showed that cypin promotes dendrite branching and that the binding of cypin 

to PSD-95 regulates the placement and stability, but not the promotion, of dendrite branches 

[25]. To determine how cypin affects the overall arbor and whether it acts via binding to 

PSD-95, we overexpressed cypin or cypin lacking the PDZ-binding motif (cypinΔPDZ) in 

rat hippocampal neurons from DIV 7-12, a period of active proximal and distal branching 

[25, 26], and assessed the effect on dendrite branching. Total Sholl analysis suggests that 

overexpression of either cypin or cypinΔPDZ promotes proximal and distal dendrite 

branching during this developmental timepoint (Figure 2(A)). Cypin overexpression results 

in a significant increase in dendritic branches at 0-54 μm away from the soma, and 

cypinΔPDZ significantly increases branching in a similar manner (at 0-48 μm away from the 

soma; Figure 2(B)). As a result, the total number of dendrites significantly increases by 

DIV12 when either protein is expressed (Figure 2(C)). Interestingly, we observed that this 

increase observed in Total Sholl analysis is specific to the order of dendrite. While 

overexpression of cypin does not affect the number of primary or secondary dendrites 

(Figure 2(D, E)), it significantly increases the number of tertiary and higher order dendrites 

(Figure 2(F)). In contrast, neurons that overexpress cypinΔPDZ show a trend towards an 

increase in primary and tertiary and higher order dendrites. These data are consistent with 

our previous report that overexpression of cypin between DIV 6-10 results in an increase in 

both primary and tertiary and higher order dendrites [27]. Our data suggest that increases in 

dendrite numbers promoted by cypin at this timepoint are independent of PSD-95 binding.

Cypin overexpression decreases the number of dendritic spines

Dendritic spines are small protrusions in the membrane of dendrites that receive most of the 

excitatory synapses in the brain, and thus, understanding how cypin affects both dendrites 

and spines will aid in understanding of how it shapes neuronal circuits. Furthermore, since 

the presence and absence of PSD-95 puncta at the synapse correlate with spine formation, 

synapse formation, and pruning, and since we previously reported that cypin overexpression 

results in a decrease in PSD-95 puncta [5], we investigated the effect of altering cypin levels 

on the density and maturity of dendritic spines. We found that when cypin is overexpressed 

from DIV14-17, a time period when spine formation and maturation occurs in our cultures 

[28], the number of dendritic spines is reduced (Figure 3). Moreover, when cypinΔPDZ is 

overexpressed, there is a trend towards a decrease in dendritic spines compared to control (p 

= 0.06), but this is not statistically different from the spine density found after 

overexpression of cypin (Figure 3), suggesting that the interaction between cypin and 

PSD-95 is not essential for cypin-promoted changes to spines. Thus, our results suggest that 
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the PDZ-binding motif is only partially necessary for the observed reduction in dendritic 

spines after cypin overexpression.

Binding of cypin to PSD-95 influences spontaneous activity

To determine the effects of cypin overexpression on spontaneous activity, we performed 

whole-cell patch-clamp recordings of spontaneous excitatory postsynaptic currents 

(sEPSCs) in hippocampal neurons. We transduced neurons with lentivirus to either 

overexpress cypin or cypinΔPDZ on DIV14 and recorded sEPSCs at DIV21. Overexpression 

of cypin has no effect on sEPSCs (Figure 4(A,B)); however, overexpression of cypinΔPDZ 

results in a decrease in the frequency of sEPSCs (Figure 4(A,B)). Amplitude remains 

unchanged, regardless of which protein is overexpressed (Figure 4(A,C)). Interestingly, this 

suggests that the binding of cypin to PSD-95 or PSD-95 family members inhibits 

cypinΔPDZ-promoted inhibition of spontaneous activity. These results are surprising, and 

they indicate that although cypin alters postsynaptic spine density independent of PSD-95 

binding, the binding of PSD-95 to cypin may modulate the effects of cypin at presynaptic 

sites.

Overexpression of cypin decreases bursting

Since overexpression of cypin has no effect on spontaneous activity, and since the binding of 

PSD-95 to cypin may inhibit an effect on sEPSC frequency, we asked whether cypin and its 

interaction with PSD-95 act to regulate bursting as a measure of how cypin affects neural 

circuit behavior. In contrast to having no influence on single cell sEPSCs, overexpression of 

cypin results in decreased burst frequency and increased burst width (Figure 5). Deletion of 

the PDZ-binding domain causes a significantly larger decrease in burst frequency with a 

similar increase in burst width (Figure 5). These data suggest that overexpression of cypin 

decreases bursting of single neurons in networks and that this bursting is further decreased 

when cypin is not in a complex with PSD-95, pointing to both PSD-95-dependent and 

independent roles for cypin in regulating circuitry.

Effect of Cypin Overexpression on the Spiking Activity of Cultured Hippocampal Neurons

To complement our work in single cells and to study network dynamics, we maintained high 

density hippocampal cultures on MEAs. Networks remained electrically active for at least 

three weeks, and we used lentiviral gene transfer to overexpress GFP-tagged cypin or cypin 

lacking the PDZ binding motif (cypinΔPDZ) at DIV10, when cypin increases dendrite 

branching (Figure 2 and [12, 29]), and allowed expression to continue to DIV17, when cypin 

influences spine density (Figure 3). Cultures overexpressing GFP were used as controls. 

Exogenous protein expression levels obtained with this approach were higher and more 

consistent than those obtained when attempting to use transfection due to the high density 

and age of the cultures. To confirm that recorded activity was transmitted synaptically, we 

recorded the electrical activity of the networks in the presence of a combination of synaptic 

blockers: 5 μM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), 20 μM bicuculline, and 20 

μM (2R)-amino-5-phosphonovaleric acid (APV) (Figure 6). The cocktail of synaptic 

blockers was added to the recording medium for the duration of the 5 minute equilibration 

period prior to recording. This treatment resulted in a dramatic decrease in the overall 
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spiking activity of the networks, confirming that the recorded activity resulted from action 

potentials induced by synaptic transmission.

The activity pattern of a neuronal network typically involves isolated spikes accompanied by 

bursting events, periods of high electrical activity when multiple electrodes display 

numerous action potentials during a short period of time [30]. We measured the overall 

spiking rate of the networks immediately before transduction on DIV10 (baseline), 7 days 

later (DIV17), and 11 days later (DIV21). We found that the overall spiking activity of 

cultures significantly decreases by DIV17 for control networks and networks overexpressing 

cypin, and remains at this lower level until DIV21 for control networks (Figure 7(A)). This 

global decrease in activity is consistent with the notion that during the establishment and 

maturation of synapses within neural circuits, connections undergo continuous modification 

and refinement [31, 32]. Early synaptic connections tend to be brief and frequent and give 

way to the more stable connections, characteristic of mature circuits. We calculated the 

average number of active spiking electrodes and found that it was similar for all timepoints 

and all conditions (Figure 7(B)), suggesting that the observed decrease in activity is due to a 

combination of developmental changes in the network and our experimental manipulations. 

We quantified the bursting and synchronous behavior of our networks and found no 

significant difference between groups or timepoints.

Although the number of active electrodes proved to be a stable measurement, we observed 

high trial-to-trial (recording session) variability associated with spiking data. This has been 

previously reported by others [21, 33] and was visually evident when monitoring the activity 

during recordings and when displaying the spike rate distribution of individual cultures. To 

determine if the initial level of spiking activity dictates how active a culture remains over 

time, we classified the cultures depending on the initial average number of spikes detected at 

DIV10 before transduction: low baseline (<2,000 spikes), intermediate baseline (2-10,000 

spikes), and high baseline (>10,000 spikes) (Figures 8(B)-(E)). Since 2,000 spikes is a low 

activity threshold, we also analyzed intermediate and high baselines (>2,000 spikes) in 

combination to further elucidate if low baselines influence the observed global variability 

(Figure 8(C)).

We found that cultures with baselines under 2,000 spikes (Figure 8(B)) do not exhibit a 

significant change in the average spike rates over time for all conditions. When considering 

the group of cultures with baselines of >2,000 spikes (Figure 8(C)), it becomes evident that 

these networks behave almost identically to the overall group including all cultures (Figure 

8(A)). These data imply that cultures with low baseline spiking do not make a large 

contribution to the overall spike rate reduction observed when considering the full 

distribution of spike rates. Similarly, the spike rate of networks with intermediate baselines 

(Figure 8(D)) remain relatively unchanged over time. Finally, cultures with initial high spike 

rates (Figure 8(E)) show significant reductions in activity by DIV17 and DIV21, regardless 

of the condition.

In summary, the spike rate of cultures with initially low or intermediate baselines are not 

affected by network development or cypin overexpression. In contrast, cultures with high 

baselines show reductions in spike rates over time for all conditions. Interestingly, the 
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average spike rate of networks that overexpress cypinΔPDZ only changes significantly at 

higher baselines. Our data suggest that the initial spike rate of neuronal networks influences 

the effect that overexpression has on activity over time.

Effect of Cypin Overexpression on the Spiking Variability of Cultured Hippocampal 
Neurons

We extended our analysis to the evaluation of spiking variability. This analysis has proven 

valuable in studies that range from in vitro networks [34] to animal experiments [22, 35, 36] 

to computational models [21, 37, 38]. We calculated the Fano factor as a measure of 

variability in the spike count and found that our networks exhibit average Fano factors of 

3.03 - 3.10 at baseline, suggesting that the firing rate of the networks is inherently irregular 

at this timepoint (Figure 9(A)). Cypin overexpression significantly increases the Fano factor 

by DIV21, suggesting that although the mean spike rate of networks that overexpress cypin 

decreases over time, the mean variability in firing rate increases. High Fano factors have 

been observed in other systems [22], and it is not uncommon for an MEA study to report 

this level of spike count variability [39]. Highly clustered networks exhibit high Fano 

factors, raising the possibility that overexpression of cypin causes subsets of connected 

neurons in a network to become better connected functionally [21], introducing slow 

fluctuations in firing rate accompanied by high spiking variability.

We sought to determine whether variability in spike count is dependent on the initial spike 

rate. The relationship between spike rate and spike count variability for each network is 

summarized in Figures 9(B)-(D). For each culture, the Fano factor is plotted versus the spike 

rate. Hence, each line represents data from a single culture over time with one data point 

each for baseline (DIV10), DIV17, and DIV21. As seen in Figures 9(B)-(D), this 

relationship is highly variable within each condition over time and between conditions. In 

fact, we found that the distribution of Fano factors is significantly different in the control 

condition between baseline and DIV21 (Mann-Whitney U test, p < 0.05) and for cypin 

overexpression between baseline and DIV17 (Mann-Whitney U test, p < 0.01). The 

remaining Fano factor distributions do not show significant differences over time. We 

calculated the average non-parametric Spearman's rank correlation coefficients (Spearman's 

rho) for each condition and found no significant correlations between Fano factor and spike 

rate. The high trial-to-trial (recording session) variability found between different recording 

sessions renders this relationship difficult to interpret, yet differences in spike rate have been 

shown to influence spike count variability [40]. In light of our data, it is also important to 

note that high Fano factors have been observed in other systems [22], and it is not 

uncommon for an MEA study to report this level of spike count variability [39].

We then studied the relationship between these two parameters at different levels of initial 

spiking rate to determine if the baseline activity level influences the Fano factor over time 

(Figure 10). Because of the wide spread of data points along both axes, the mean ± s.e.m. is 

displayed. We classified the cultures depending on the initial average number of spikes 

detected as in Figure 8 and studied how the average Fano factor is influenced by level of 

firing over time. For each condition, the average Fano factor is plotted versus the average 

spike rate across the three timepoints; therefore, each line represents the average of data 
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from all of the cultures in a particular condition over time. Note that each line has 3 data 

points: a circle (baseline), a square (DIV17), and a triangle (DIV21).

To quantify the dependence of spike count variability on the mean spike rate, we calculated 

the Spearman's correlation coefficients for each condition at each timepoint and compared 

them using Fisher's Z-transformation [41]. We found that the coefficient of correlation of 

networks that overexpress cypin changes significantly (p < 0.01, n = 6) from baseline 

(Spearman's rho = -0.4286) to DIV21 (Spearman's rho = 0.6571) for intermediate baseline 

spike rates (Figure 10(D)). This suggests that for intermediate baseline spike rates, there is a 

negative relationship between variability and rate that significantly evolves into a positive 

relationship by DIV21 when cypin is overexpressed. Moreover, we found that the coefficient 

of correlation of networks that overexpress cypin changes significantly (p < 0.01, n = 5) 

from baseline (Spearman's rho = 0.5) to DIV17 (Spearman's rho = 1.0) for high baseline 

spike rates (Figure 10(E)). This is accompanied by a strong trend (p = 0.0561, n = 5) towards 

a decrease between DIV17 and DIV21 (Spearman's rho = 0.8). These data suggest that at 

high baseline spike rates, there is a positive relationship between Fano factor and spike rate 

that gets stronger by DIV17 before it becomes negative by DIV21. We found no significant 

changes in coefficients of correlation for networks overexpressing GFP or cypinΔPDZ for 

any initial spike rate level, suggesting that cypin mediates its effects, at least in part, by 

binding to PSD-95 or PSD-95 family members.

Changes in Spike Waveforms after Cypin Overexpression

Finally, we sought to uncover differences in our networks at the individual spike level. When 

analyzing data from multisite recordings, spike sorting allows us to decipher information 

from individual neurons that make up the signals detected by each recording site [42]. We 

used the spike sorting algorithm Wave_clus [23] to determine whether cypin overexpression 

results in differences in the shapes of spontaneous potentials detected by our networks over 

time. Spike sorting analysis resulted in five different spike waveforms: one negative and one 

positive monophasic waveform, two biphasic waveforms, and one triphasic waveform 

(Figure 11(A)).

Neuronal networks coupled to planar electrodes on MEAs are known to fire mostly negative 

spikes, accompanied by a lower proportion of positive spikes [43]. Our results are consistent 

with this throughout the 21 days in culture (Figure 11(B)-(D)). We found that by DIV17 

(Figure 11C), networks in all conditions gained one new type of spike waveform when 

compared to baseline. By DIV21, networks that overexpress cypin exhibit a new type of 

spike waveform, the negative triphasic spike, which is not present in any of the other 

conditions (Figure 11D). In fact, networks that overexpress GFP or cypinΔPDZ show a 

distribution of spikes that resembles their respective baselines, and networks that 

overexpress GFP show a decrease in spike waveform distribution complexity. Thus, the 

changes in spike waveforms observed after cypin overexpression may be dependent on 

PSD-95 family member binding.
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Discussion

Cypin is a multifunctional protein that functions to decrease PSD-95 localization at the 

synapse [5]. In addition, it acts to metabolize guanine and promote dendrite branching by 

binding tubulin heterodimers and promoting microtubule assembly [29, 44]. Since PSD-95 

plays an integral role in synapse assembly and maturation [4, 45], we used multiple assays in 

this study to determine the role of cypin in shaping single neurons and the neuronal network. 

We found that the binding of cypin to PSD-95 is dispensable for promoting dendrite 

branching and reducing spine density; however, the interaction between the two proteins 

plays a role in spontaneous single cell activity and network activity. First, although 

overexpression of cypin has no effect on the spontaneous activity of single neurons, blocking 

interaction of cypin with PSD-95 by deleting the PDZ-binding domain on cypin decreases 

sEPSC frequency (Figure 4), suggesting an inhibitory role for the interaction of cypin with 

PSD-95. Similarly, overexpression of cypin decreases single neuron bursting, and inhibiting 

PSD-95 binding decreases bursting further (Figure 5). Interestingly, when we used MEAs to 

examine the functional consequence of overexpressing cypin or the mutant cypinΔPDZ in 

hippocampal neuronal networks, we found that disrupting the interaction between cypin and 

PSD-95 attenuated all cypin-promoted changes to the network.

Our spike sorting analysis revealed that cypin overexpression leads to the presence of spike 

waveforms that are absent in control networks and networks overexpressing cypinΔPDZ. 

Networks in all conditions exhibit an expected majority of negative waveforms, 

accompanied by some positive waveforms. Negative peaks reflect inward currents recorded 

mainly from axons and excitable soma, and positive field potentials are associated with 

outward currents from dendrites [43, 46]. However, cypin overexpression also results in the 

presence of negative triphasic spikes by DIV21. The polarity and shape of spike waveforms 

are dependent on many factors, such as morphology of the dendritic tree, the distance 

between the spiking neuron and the recording electrode, the coupling between neurons and 

electrodes, and the properties of the recording medium [47]. Neuron-electrode coupling, 

distance, and recording medium composition are factors that would affect all cultures 

equally. Hence, we assume that the observed changes in spike waveforms in our networks 

are not random and result from a combination of exogenous protein expression and regular 

network development. Negative spikes that are characterized by positive components have 

been associated with electrodes that are in close vicinity to dendritic segments [48]. Hence, 

it is plausible that the enhanced dendritic arbor present in cypin-overexpressing networks is 

responsible for some or all of the spike waveform changes observed.

Based on these data, a possibility is that cypin overexpression leads to changes in network 

properties simply by promoting dendritogenesis. Interestingly, our results do not support this 

idea. Overexpression of cypin promotes dendrite branching as does overexpression of 

cypinΔPDZ, although the placement and stability of these branches appear to differ [25]. At 

the single cell level, cypin binding to PSD-95 serves to inhibit cypin-promoted changes to 

sEPSCs and bursting. Similarly, at the network level, as determined by MEA recordings, 

disrupting PSD-95 binding to cypin attenuates the effects of cypin on the network for all 

parameters examined. Since overexpression of either cypin or cypinΔPDZ increases 

dendrites, this change cannot account for all of the cypin-promoted changes to the network. 

Rodríguez et al. Page 12

J Neural Eng. Author manuscript; available in PMC 2019 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



It would be ideal to determine the relationship between the morphology changes in the 

individual cells and to those in the network. Viral transduction is necessary to obtain cypin 

expression in the majority of cells in the network, which are cultured at high density on 

MEAs and do not allow for single neuron tracing. In contrast, our morphological analysis 

depends on <10% transfection efficiency by lipid-mediated transfection, and thus, it was not 

possible to perform this same analysis for our MEA cultures. Future experiments will extend 

our use of single cell electrophysiology to determine how changes to the dendritic arbor 

correlate with changes to miniature and spontaneous excitatory postsynaptic currents.

How can cypin act to alter neuronal function or network activity? Cypin binds zinc [29, 44], 

which is found in dendritic shafts and spine heads and stabilizes microtubules [49]. Cypin 

also binds to tubulin heterodimers and promotes microtubule assembly [29]. Dendrites are 

microtubule-rich, and it was recently reported that microtubules are highly dynamic and 

polymerize in dendritic spines [50-52]. Lack of KIF21B, a microtubule motor, results in 

deficits in synaptic transmission [53]. In dendrites and spines, microtubules are involved in 

trafficking of lysosomes in an activity-dependent manner, where the lysosomes regulate 

turnover of synaptic membrane proteins, specifically glutamate receptors [54]. Thus, 

changes to microtubule polymerization and dynamics by cypin may play a role in changes to 

single cell and network activity by altering microtubule-dependent processes in spines.

Cypin also binds to the SNARE-associated protein snapin, a protein present at both pre-and 

postsynaptic sites [55]. Snapin was originally identified as a SNAP-25-binding protein and 

as a modulator of neurotransmitter release [56]. It is also part of the biogenesis of lysosome-

related organelles complex-1 (BLOC-1) [57]. Snapin is phosphorylated by cAMP-dependent 

protein kinase (PKA), and this phosphorylation regulates its interaction with SNAP-25 [58, 

59] and cypin [55]. Recently, snapin has been found to play a role in autophagy [60, 61] and 

to regulate synaptic activity by regulating endolysosomal transport and sorting [62]. Thus, 

cypin may play a PSD-95-indpendent role in regulating synaptic and network activity via 

interaction with snapin.

PSD-95 binding to cypin inhibits cypin-promoted effects to spontaneous activity in single 

neurons, but on the other hand, is responsible for effects on the network. This is not 

surprising given the fact that PSD-95 exhibits synapse specificity and that the functional 

defects resulting from the deletion of the PDZ-binding motif in cypin may be restricted to 

only a subset of synapses [8]. However, why would cypin act differently to regulate activity 

of single neurons versus networks? We believe that it is possible that the synaptic defect that 

results from knocking down synaptic PSD-95 via cypin overexpression may affect a small 

population of synapses and that other members of the MAGUK family of proteins may 

compensate for decreases in synaptic PSD-95 localization.

Lack of the PDZ-binding site in cypin, and therefore, lack of PSD-95 binding, would 

increase PSD-95 clustering at the postsynaptic site. This increase, in effect, could lead to 

increased numbers of AMPA and NMDA receptors at postsynaptic sites, leading to scaling 

and overall decrease in sEPSC frequency. Furthermore, disruption of the binding of snapin 

to SNAP-25 reduces frequency of neurotransmission and amplitude of sEPSCs [63]. These 

data, therefore, suggest that the binding of cypin to snapin does not necessarily decrease 
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snapin function, and the presynaptic effect observed with expression of cypinΔPDZ is due to 

homeostasis [64]. Specifically, expression of cypinΔPDZ results in decreased frequency 

compared to overexpression of cypin but not to control. If this were not the case, the data 

would suggest that cypinΔPDZ can bind snapin and prevent stabilization of synaptic vesicles 

[65], reducing neurotransmission. Reduction in bursting frequency and duration suggests 

even further a homeostatic effect that tunes the network activity down but increases its 

synchrony. Cypin increases dendritic branching, therefore, increase in synaptic connections 

between large number of neurons may increase network synchrony [66].

We observed that the overall rate of isolated spikes decreases by DIV17 for control networks 

and for networks overexpressing cypin and stabilizes until DIV21 for control networks. As 

networks mature, their firing rate is known to plateau [31, 32], which could explain the lack 

of change in activity from DIV17 to DIV21. Moreover, given the high cell density of our 

cultures and period of time between transduction and recordings, it is possible that 

compensatory mechanisms were present and the networks reached homeostasis during the 

first seven days after transduction [67]. A more detailed examination of the change in spike 

rate revealed that exogenous protein expression has slightly different effects on network 

activity, depending on the initial spike rate. Cultures with low or intermediate baseline spike 

rates are not affected by cypin overexpression, whereas cultures with high baseline spike 

rates exhibit significant decreases in spiking activity over time for all conditions. These 

results suggest that only analyzing the average influence of cypin overexpression for all 

networks may not be an effective method for understanding its action on networks and that 

taking into account the trial-to-trial variability between recording sessions reveals patterns 

that are otherwise masked by averaging.

Moreover, it is possible that cypin overexpression accelerates maturation of the network. We 

have previously shown that cypin overexpression significantly increases dendrite branching 

(i.e. [12, 25, 29]), and a consequence of this morphological change may be to accelerate the 

maturation of the network without changing the final state. Our current study confirms these 

morphological findings, adding to them that the PDZ-binding motif is not necessary for 

increasing dendrite branching during the active branching period (DIV7-12) [12, 25, 29, 68, 

69]. Additionally, our current study shows that during the next stage of development 

(DIV14-17), cypin overexpression decreases spine density, but only when the PDZ domain 

is present. Several studies have shown that pruning of spines, and therefore synapses, occurs 

during development [70-74]. Thus, it is possible that cypin promotes maturation of 

hippocampal networks at both earlier and later stages of development, albeit through 

different mechanisms. Since viral overexpression of cypin begins at DIV10 for neurons 

cultured on MEAs, it is possible that cypin causes a combination of morphological changes, 

by altering both dendrites and spines, and that this, in part, explains the activity-dependent 

changes observed during MEA recordings.

We used the Fano factor as a measure of spiking variability and found that networks that 

overexpress cypin exhibit higher spike count variability by DIV21. In contrast, the spike 

count variability of networks overexpressing GFP or cypinΔPDZ does not change 

significantly over time. Importantly, our dendrite branching data suggest that increased 

spiking variability is not simply a phenomenon generated by the increased branching of the 
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dendrites. If this were the case, we would expect networks overexpressing cypinAPDZ to 

have also shown increased spike rate variability. We suspect that the reason networks 

overexpressing cypin and cypinAPDZ differ in how their Fano factors change has more to do 

with changes in single neuron activity than in dendrite morphology. We observed decreases 

in spine density after cypin overexpression, but not after cypinAPDZ overexpression, which 

may be one of the reasons Fano factor increased in these networks. Future work will attempt 

to directly correlate changes in individual neuron spike rates, using either single cell 

electrophysiology or calcium imaging, with changes in overall network activity.

Our networks display high Fano factors even at baseline, which is potentially a result of the 

high cell density of our cultures and the intrinsic variability of spontaneous neuronal activity 

[75]. The Fano factor decreases as the mean firing rate increases in multiunit recordings, 

reflecting an underlying variance in the firing rate [22]. In addition, computational models 

correlate an increase in spike count variability with higher clustering between neurons in a 

network [21]. Our results suggest that networks overexpressing cypin could exhibit higher 

neuronal clustering and undergo more dramatic firing fluctuations, as some clusters within 

the network transition to and from low to high activity levels, causing the overall spike count 

variability to increase. This could also explain the changes in dependence of Fano factor on 

spike rate that we observed only for networks that overexpress cypin. Finally, the effect of 

cypin overexpression on Fano factor may be related to network maturation and the ability of 

networks to carry information. Neuronal networks undergo changes in firing rate and 

synchronization during maturation [76-78] that affect functionality [79]. Since the networks 

used in this study are derived from embryonic rat neurons, they are still very young and 

undergoing maturation. Thus, while the Fano factors presented in this study are considered 

high (>1), it is possible that this metric may decrease over time as the network matures. 

Studies of the auditory cortex in awake, behaving rats, for example, indicate that an increase 

in Fano factor leads to a decrease in information processing [80]. Future work will attempt 

to quantify information processing in our in vitro networks using MEAs and other 

electrophysiology techniques to understand the effect of altering gene expression on circuit 

functionality.

Conclusion

Our group previously identified and characterized cypin as regulator of the synaptic 

localization of a key component of postsynaptic sites, PSD-95. Cypin is also a core regulator 

of dendrite branching. In this study, we explored the functional implications of altering 

cypin levels on neuronal network dynamics. We show successful use of lentiviral gene 

transfer to achieve network-wide exogenous protein expression in high density hippocampal 

cultures. Our results suggest that increases in dendrite branching do not necessarily correlate 

with changes to network activity. We found that cypin, a protein that increases dendrites, 

results in no change in spontaneous activity at the single cell level but that it decreases single 

cell bursting and increases network spike rate and variability. Highly clustered networks 

exhibit high Fano factors, raising the possibility that overexpression of cypin causes subsets 

of connected neurons in a network to become better connected functionally [29]. 

Importantly, binding of PSD-95 to cypin, via expression of cypinΔPDZ, inhibits changes to 

sEPSCs and further decreases bursting activity. In contrast, PSD-95 binding is necessary for 
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cypin-promoted effects on network spike rate and variability. Since overexpression of cypin 

and cypinΔPDZ show similar effects on dendrite branching and spine density, taken 

together, our results suggest that dendrite morphology does not play a major role in the 

action of cypin on electrical activity, perhaps pointing to a role for cypin-promoted 

microtubule assembly, zinc binding, or interaction with snapin. These potential mechanisms 

are currently being explored.
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Figure 1. Transduced cultures on MEAs at DIV17 exhibit a high proportion of GFP-positive 
neurons
All transduced MEAs were visually inspected under a fluorescence microscope to confirm 

successful transduction based on GFP expression. (A) Representative brightfield and 

fluorescence images (100X) of transduced MEA cultures at DIV17. Scale bar is 100 μm. (B) 

Higher magnification (200X) confirms that a high fraction of the cultured neurons express 

GFP. Scale bar is 50 μm. (C) Sister cultures were maintained in parallel to MEA cultures and 

Western blotting was performed at DIV21. Representative blots show successful 

transduction as determined by probing with an antibody against GFP. GAPDH (∼37 kDa) 

was used as a loading control. The predicted size of GFP-tagged cypin protein is ∼78 kDa 

and the predicted size of GFP is ∼28 kDa.
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Figure 2. Proximal and distal dendrite branching are increased by overexpression of cypin, 
independent of PSD-95 binding
(A) Total Sholl analysis shows increased dendrite branching when cypin or cypinΔPDZ is 

overexpressed from DIV7-12. (B) Sholl analysis of dendrites within 60 μm of the soma 

shows that cypin overexpression increases branching at 0-54 μm away from the soma (**p < 

0.01) and that cypinΔPDZ increases branching at 0-48 μm away from the soma (*p < 0.05). 

(C) Overexpression of cypin or cypinΔPDZ increases the total number of dendrites. 

Overexpression of cypin or cypinΔPDZ does not result in significantly increase (D) primary 

or (E) secondary dendrites. (F) Cypin overexpression increases the number of tertiary and 

higher order dendrites. Statistics were calculated by (A-B) two-way ANOVA followed by 

Tukey's multiple comparisons test or (C-F) one-way ANOVA followed by Dunnett's multiple 

comparison test (n = 40 for control, 42 for cypin and 34 for cypinΔPDZ).
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Figure 3. Cypin overexpression results in reduced spine density
(A) Representative images of dendritic segments from hippocampal neurons at DIV17. Scale 

bar = 2 μm. Images are of green fluorescent protein (GFP) channel as GFP is expressed 

throughout the entire neuron. (B) Overexpression of cypin results in a significant decrease in 

the density of dendritic spines. Overexpression of cypinΔPDZ results in a trend towards 

decreased spine density compared to control that is not statistically different from the spine 

density observed after cypin overexpression. Statistics calculated by one-way ANOVA 

followed by Tukey's multiple comparisons test (**p < 0.01). n=13-16 neurons per condition.
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Figure 4. Whole cell patch clamp analysis shows that overexpression of cypin or cypinΔPDZ 
results in increased frequency of sEPSCs
(A) Representative traces of sEPSCs. (B) Overexpression of cypin does not change the 

frequency of sEPCs; however, overexpression of cypinΔPDZ decreases the frequency of 

sEPSCs when compared to cypin (*p<0.05). (C) The amplitude of sEPSCs remains 

unchanged after overexpression. Statistics calculated by one-way ANOVA followed by 

Tukey's multiple comparisons test (n = 26 for control, 25 for cypin and 19 for cypinΔPDZ).
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Figure 5. Whole cell patch clamp analysis shows that overexpression of cypin or cypinAPDZ 
results in decreased bursting frequency but increased duration
(A) Representative traces of sEPSCs and bursting events. (B) Overexpression of cypin or 

cypinΔPDZ decreases the frequency of bursting events when compared to GFP control 

(*p<0.05, ****p<0.001). (C) Burst width increased with overexpression of cypin or 

cypinΔPDZ. Statistics calculated by one-way ANOVA followed by Tukey's multiple 

comparisons test (n = 29 for control, 25 for cypin and 19 for cypinΔPDZ).

Rodríguez et al. Page 25

J Neural Eng. Author manuscript; available in PMC 2019 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 6. Culture activity decreases with synaptic blockade, suggesting that synaptic connections 
between neurons are driving firing properties
(A) The cultures show a high level of activity prior to exposure to synaptic blockers at 

DIV17. Each dot represents a recorded spike. (B) Treatment with synaptic blockers almost 

completely abolishes the spontaneous electrical activity of the networks.
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Figure 7. The effect of cypin overexpression on overall spike rate
(A) The rate of spiking activity decreases over time for control networks (**p < 0.01) with 

respect to their baseline. Networks that overexpress cypin show decreases in spike rate at 

DIV17 (*p < 0.05) and no decrease at DIV21 when compared to their baseline. The spike 

rate of networks that overexpress cypinΔPDZ demonstrate no decrease in spike rate on both 

DIV17 and 21. Statistics were calculated by two-way ANOVA followed by Tukey's multiple 

comparisons test vs. baseline for each condition (n = 12 for control, 14 for cypin and 11 for 

cypinΔPDZ). Extreme outliers were removed when identified by Grubb's test with α = 0.05. 

(B) The number of active spiking electrodes is consistent between conditions. Active 

electrodes were defined when spike rate per electrode was ≥ the 75th percentile of the 

distribution of spike rates for a particular culture. No statistical differences determined by 

two-way ANOVA followed by Tukey's multiple comparisons test (n = 12 for Control, 14 for 

Cypin and 11 for CypinΔPDZ).
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Figure 8. Baseline activity levels influence network activity over time
(A) Spike rates decrease by DIV17 and stabilize until DIV21 (n = 12 for Control, 14 for 

Cypin and 11 for CypinΔPDZ). (B) Cultures with low baselines do not exhibit changes in 

spike rate over time (n = 4 for Control, 3 for Cypin and 4 for CypinΔPDZ). (C) Low baseline 

cultures only contribute to the overall spike rate reduction for networks that overexpress 

cypin by DIV21 (n = 8 for Control, 11 for Cypin and 7 for CypinΔPDZ). (D) Network 

activity of cultures with intermediate baselines shows no change after transduction (n = 5 for 

Control, 6 for Cypin and 3 for CypinΔPDZ). (E) Spike rates decrease for all conditions in 

networks with high baselines (n = 3 for Control, 5 for Cypin and 4 for CypinΔPDZ). 

Statistics were calculated with respect to each group's baseline by two-way ANOVA 

followed by Tukey's multiple comparisons test (*p < 0.05, **p < 0.01, ***p < 0.001, ****p 

< 0.0001). Extreme outliers were removed when identified by Grubb's test with α = 0.05.

Rodríguez et al. Page 28

J Neural Eng. Author manuscript; available in PMC 2019 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 9. Spike count variability increases over time in networks that overexpress cypin
(A) Fano Factor increases after cypin overexpression (*p < 0.05), and this increase is 

dependent on PSD-95 binding. Statistics were calculated by two-way ANOVA followed by 

Tukey's multiple comparisons test (n = 12 for control, 14 for cypin and 11 for cypinΔPDZ). 

Extreme outliers were removed when identified by Grubb's test with α = 0.05. The Fano 

factor dependence on spike rate is highly variable. Networks overexpressing (B) GFP 

(Control; Spearman's rho = -0.1818 ± 0.2053; n = 12), (C) cypin (Spearman's rho = 0.07692 

± 0.2107; n = 14) and (D) cypinΔPDZ (Spearman's rho = 0.05556 ± 0.2693; n = 11) exhibit 

high trial-to-trial (recording session) variability in the relationship between spike count 

variability and spike rate.
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Figure 10. Dependence of Fano factor on baseline average spike rate
The average Fano factor is plotted versus the average spike rate for (A) all networks 

analyzed (n = 12 for control, 14 for cypin and 11 for cypinΔPDZ), (B) networks with low 

initial spike rates (n = 4 for control, 3 for cypin and 4 for cypinΔPDZ) (C) networks with 

intermediate and high initial spike rates (n = 8 for control, 11 for cypin and 7 for 

cypinΔPDZ) (D) networks with intermediate initial spike rates (n = 5 for control, 6 for cypin 

and 3 for cypinΔPDZ), and (E) networks with high initial spike rates (n = 3 for control, 5 for 

cypin and 4 for cypinΔPDZ). Because of the wide spread of data points along both axes, the 

mean ± s.e.m. is displayed. Each line has 3 data points: a circle (baseline), a square (DIV17), 

and a triangle (DIV21).
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Figure 11. Categorization of the spike waveforms detected before and after transduction
(A) Representative average spike waveforms observed. Two monophasic, two biphasic, and 

one triphasic waveforms were detected. The distribution of waveforms of spontaneous 

spikes were determined at (B) baseline, (C) DIV17, and (D) DIV21. As expected from 

planar MEAs, the majority of waveforms detected are negative, but cypin overexpression 

leads to the detection of negative triphasic spikes, potentially related to an enhanced 

dendritic arbor.
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