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Abstract

The immune system provides defense against pathogens and functions to maintain tissue 

homeostasis for the life of the organism. These diverse functions of immunity are bioenergetically 

expensive, requiring precise control of cellular metabolic pathways. Although the initial 

observations in this area were made almost a century ago, studies over the last decade have 

elucidated the molecular basis of how extracellular signals control the uptake and catabolism of 

nutrients in quiescent and activated immune cells. Collectively, these studies have revealed that the 

metabolic pathways of oxidative metabolism, glycolysis, and glutaminolysis, preferentially fuel 

the cell fate decisions and effector functions of immune cells. We discuss here these findings, and 

provide a general framework for understanding how metabolism fuels and regulates the maturation 

of immune responses. A better understanding of the metabolic checkpoints that control these 

transitions might provide new insights for modulating immunity in infection, cancer, or 

inflammatory disorders.

Introduction

Metabolism fuels all biological programs, ranging from development, proliferation, 

differentiation, and the effector functions performed by cells and tissues in an adult 

organism. In these scenarios, cellular metabolism is not static but rather a dynamic process 

that functions to meet bioenergetic demands of any given cell at any given point-in-time. In 

metazoans, these metabolic adaptations are largely controlled by extracellular signals, which 

direct the uptake, storage, and utilization of substrates (glucose, amino acids, and fatty 

acids). For instance, insulin is the primary signal that mediates the uptake, storage, 

mobilization, and utilization of fuels in non-immune target cells, such as adipocytes, 

hepatocytes, and myocytes (1). In these non-immune cells, insulin regulates various 

programs to match the cells metabolic capacity with its functional demands. This coupling 

of metabolism to the performance of cellular functions is not limited to metabolic tissues. 

Rather, it represents a general paradigm of how metazoan cells respond to environmental 

signals.
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For the life of the organism, the immune system continually senses and responds to 

environmental threats, a process that carries a considerable bioenergetic cost. For instance, 

the sensing of a pathogen or environmental insult results in secretion of cytokines, 

chemokines, and inflammatory mediators by the innate immune cells, and the clonal 

expansion of adaptive immune cells. Since immune cells lack significant stores of nutrients, 

these effector responses can only be sustained if immune cells can dramatically increase the 

uptake of glucose, amino acids, and fatty acids from their microenvironment. Indeed, as 

observed over a century ago, the elaboration of an effector innate response is critically 

dependent on glucose (2). Similarly, mitogen-driven proliferation of adaptive immune cells 

has been known for decades to be dependent on extracellular glutamine (3, 4). In both of 

these scenarios, this increased uptake of nutrients serves two important purposes. First, it 

provides the substrates for ATP synthesis to sustain the various cellular programs of 

activated immune cells. Second, it provides the building blocks for the synthesis of 

macromolecules, such as RNA, DNA, proteins, and membranes, which are necessary for the 

proliferation and activation of immune cells. Thus, in response to extracellular signals, a 

critical step in the maturation of immune cells is the reprogramming of their cellular 

metabolism.

In this chapter, we provide a framework for understanding the regulatory role of metabolism 

in the sustenance of innate and adaptive immune responses. We begin with a primer on basic 

cellular metabolism and how these pathways are regulated in immune cells. Subsequently, 

we discuss how metabolic switches and pathways control the duration and intensity of innate 

or adaptive immune activation, and memory cell formation. Finally, we close with the idea 

that cellular metabolism is not static or fixed but rather a dynamic process that provides a 

means for the immune system to adapt to the emerging needs of the organism. In this model, 

immune cells can switch back and forth between different metabolic states and preferentially 

utilize different metabolic substrates (glucose, amino acids, or fatty acids) to sustain their 

effector functions. The basic discovery that cellular metabolism, which acts through key 

regulatory metabolic nodes, controls immune cell function has not only introduced a novel 

paradigm in the field of immunology, but has also raised the prospect that inflammatory or 

autoimmune disorders might be amenable to metabolic therapy.

A primer on cellular metabolism

All cells, quiescent, replicating, or activated, need to produce ATP and synthesize 

macromolecules to maintain their basic cellular functions. These bioenergetic needs of cells 

are met by the interconnected pathways of glycolysis, tricarboxylic acid (TCA) cycle, and 

oxidative phosphorylation (OXPHOS) (Figure 1); the former occurs in the cytoplasm, 

whereas the later two are restricted to the mitochondria. Following the entry of glucose into 

cells via glucose transporters, glucose is rapidly converted to glucose 6-phosphate by 

hexokinases, which commits the glucose to glycolysis and prevents its leakage from the cell. 

Glucose 6-phosphate can then serve as an entry point for glycolysis or for the branch 

pentose phosphate pathway (PPP), which generates riboses necessary for the synthesis of 

RNA and DNA, and NADPH for fatty acid synthesis and the respiratory burst of phagocytes 

(Figure 1 and 2). In the sequential reactions of glycolysis, glucose is metabolized to 

pyruvate, liberating 2 molecules of each of pyruvate, ATP, and NADH. Although all the 
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reactions of glycolysis are anaerobic, the fate of pyruvate is dependent on the availability of 

oxygen in non-malignant, resting cells. Under normoxic conditions, pyruvate is fully 

oxidized to CO2 and H2O via the TCA, which generates NADH that is oxidized via the 

OXPHOS reactions to generate ATP and NAD+. In contrast, under hypoxic conditions, 

pyruvate is oxidized to lactate and NAD+; while cells secrete the former, the latter sustains 

glycolysis. As will be discussed later, up regulation of glycolysis is a critical step in the 

activation of innate and adaptive immune cells, as it provides a means of increasing flux 

through the PPP to synthesize macromolecules and generate the antimicrobial respiratory 

burst.

The complete oxidation of all nutrients occurs in the TCA cycle of the mitochondria, which 

provides the reducing equivalents as NADH for the generation of ATP via subsequent 

reactions of OXPHOS. Carbohydrates, amino acids, and fatty acids enter the TCA cycle 

after they are catabolized to acetyl coenzyme A (acetyl-CoA), which also serves as a 

substrate for the synthesis of isoprenoids, cholesterol, flavonoids, and fatty acids, and for the 

posttranslational modification (acetylation) of histones and proteins (5). In the TCA cycle, 

acetyl-CoA is oxidized to generate CO2 and NADH, the later fueling the electron transport 

chain of OXPHOS via its entry in complex I.

In addition to NADH, succinate, an intermediate of the TCA cycle, contributes to the 

generation of mitochondrial proton gradient and ATP synthesis via its entry in complex II. In 

aggregate, the complete oxidation of glucose by the TCA cycle yields enough reducing 

equivalents to generate ~30–36 ATPs by the electron transport chain of OXPHOS. Thus, in 

aerobic conditions, oxidative metabolism is bioenergetically favorable way of generating 

ATP in metazoan cells. In addition to the catabolism of nutrients, glycolysis and TCA cycle 

provide the intermediates for the biosynthesis of riboses (via the PPP), fatty acids (using 

citrate to generate acetyl-CoA by ATP citrate lyase), and nonessential amino acids (Figure 

1). For instance, glycolysis intermediates 3-phosphoglycerate and pyruvate serve as 

precursors for the synthesis of serine, cysteine, glycine, and alanine, whereas the TCA cycle 

intermediates oxaloacetate and α-ketoglutarate are used to synthesize aspartate, asparagine, 

proline, and arginine. Since these biosynthetic reactions require extraction of intermediates 

from glycolysis and the TCA cycle (termed cataplerosis), their continual replenishment is 

necessary to sustain these essential metabolic pathways (6, 7). For glycolysis, this need is 

met by increasing metabolic flux through the glycolytic pathway, as one observes in 

activated innate and adaptive immune cells. In contrast, two anaplerotic reactions are used to 

replenish the TCA cycle; the first converts pyruvate to oxaloacetate via pyruvate 

carboxylase, whereas second converts glutamate to α-ketoglutarate via glutamate 

dehydrogenase. Since activated immune cells increase their uptake of glucose (used to 

generate pyruvate) and glutamine (to generate glutamate), this increase in substrate 

availability provides a means of sustaining the necessary anaplerotic reactions. Moreover, 

because anaplerotic flux must be greater than cataplerotic flux to replenish the intermediates 

of the TCA cycle, neither glucose nor glutamine is fully oxidized to generate ATP in 

activated immune cells (4). Rather, even under aerobic conditions, excess flux through these 

pathways is maintained by the oxidation of pyruvate to lactate, which generates the 

necessary NAD+ to sustain both glycolysis and the TCA cycle. This preferential reliance on 
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glycolysis and glutaminolysis, which is in excess of what is required to support cellular ATP 

levels, is often referred to as the Warburg effect or Warburg metabolism (8, 9).

Architectural principles for metabolic control of immune cells

The primordial functions of immune cells in host defense and tissue homeostasis provide the 

instructive cues that control their metabolic programs. To facilitate the dissection of these 

complex regulatory networks, it is useful to group these signals into distinct functional 

categories (Table 1). In its simplest form, immune activation can be divided into four 

principle components: inducers (signals that initiate the inflammatory response), sensors 

(proteins that detect the presence of inducers), mediators (molecules that signal to activate 

the effector responses), and effectors (in this case, the downstream metabolic programs that 

facilitate the maturation of the desired effector phenotype) (10, 11). The typical inducers of 

innate and adaptive immune cells include pathogen-associated molecular patterns (PAMPs), 

processed antigens, cytokines, and growth factors, which signal to immune cells to initiate 

effector responses. These signals are in turn sensed by cell surface receptors, such as the 

pattern recognition receptors (PRRs), antigen receptors (TCRs and BCRs), cytokine 

receptors, and co-stimulatory molecules (like CD28), resulting in the activation of distinct 

signaling pathways. In nearly all cases, these signaling pathways converge onto a small 

group of conserved metabolic regulators, such as the PI3K-Akt-mTOR pathway, to initiate 

the effector metabolic adaptations. While the acute metabolic adaptations are achieved by 

posttranslational modification of metabolic enzymes, long-term metabolic programming of 

immune cells requires activation of transcriptional regulators and co-activators to drive 

changes in gene expression that stabilize the appropriate substrate utilization programs. In 

this manner, inducers trigger metabolic switches to metabolically prime the immune cells, 

thereby providing the permissive conditions for enactment of their cell fate programs. A 

final point of consideration is that these metabolic changes are not permanent. Unlike the 

metabolic transitions that occur in cancer (a genetically driven switch to aerobic glycolysis) 

or the exercise-induced fiber-type switches in skeletal muscle, many immune cells are 

capable of rapidly shifting between glycolysis and OXPHOS in response to external signals.

In discussing the metabolic states of individual immune cell subsets, a natural divide forms 

as we consider the differences between innate and adaptive immune cells. While both groups 

transition from quiescent/naïve to activated/effector states in response to inducers, adaptive 

immune cells are unique in their ability to rapidly proliferate and subsequently generate a 

memory response.

Innate cells

The innate immune system, consisting of circulating and tissue resident cells, serves as a 

first line defense against foreign antigens and actively participates in the maintenance of 

tissue homeostasis. These cells express a range of PRRs, such as the toll-like receptors 

(TLRs), which allows for sensing of PAMPs and initiation of complex host defense 

programs (12). Being professional phagocytes, innate immune cells are also responsible for 

the clearance of pathogenic bacteria. As will be discussed in detail below, the metabolic 

programs enacted by these quiescent and activated innate immune cells are not only distinct 
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but also well suited to match the metabolic demands of their effector states. Congruent with 

this idea, genetic perturbations that prime or inhibit innate immune cell metabolism have a 

profound effect on their ability to undergo activation, and to perform their functions in host 

defense and tissue homeostasis.

Neutrophils

Neutrophils, which constitute about 50–60% of circulating leukocytes, are the first 

responders to infectious stimuli (13). As such, the primary function of these short-lived cells 

is to phagocytose and destroy invading pathogens, such as bacteria and fungi. Upon 

pathogen sensing, the latent cytosolic NADPH oxidase complex (NOX) becomes activated 

in these cells, allowing for generation of the microbicidal H2O2 (13) (Figure 2). 

Interestingly, as early as the 1950’s, it was appreciated that neutrophils primarily utilize 

glucose and glycolysis to fuel their respiratory burst (14, 15). Consistent with this notion, 

mitochondrial density in neutrophils is low and inhibitors of OXPHOS do not alter their 

rates of oxygen consumption or H2O2 production (16–18). In contrast, inhibition of 

glycolytic metabolism by 2-deoxyglucose (2-DG), a glucose molecule that is taken up by 

glucose transporters but cannot undergo glycolysis, severely impairs the ability of 

neutrophils to infiltrate tissues, and phagocytose and kill the ingested bacteria (19, 20). 

Similarly, the addition of glutamine to the medium has been shown to enhance the 

phagocytic and bacterial killing ability of cultured neutrophils (21, 22). Since both glucose 

and glutamine are not completely oxidized to generate ATP, it suggests that the increased 

uptake of these nutrients is necessary to support other cellular functions. Indeed, the 

engagement of Warburg metabolism is the primary means by which activated neutrophils 

synthesize NADPH to support their respiratory burst (Figure 2). First, the PPP branch of 

glycolysis allows cells to generate NADPH from catabolism of glucose. Second, neutrophils 

employ glutaminolysis, which utilizes steps from the TCA cycle and the malate-aspartate 

shuttle, to degrade glutamine to malate. Subsequently, malate is oxidized to generate 

pyruvate and NADPH by NADP+-dependent malate dehydrogenase (Figure 2). Thus, the 

biochemical pathways of glycolysis and glutaminolysis provide the means of rapidly 

generating the reducing equivalents of NADPH for the microbicidal NADPH oxidase 

system. In addition, NADPH oxidase was recently shown to be required for the process of 

‘netosis’, whereby neutrophils release their mitochondrial DNA in net-like structures to 

facilitate bacterial trapping (23, 24).

Although the importance of glycolysis and glutaminolysis has been firmly established in the 

microbicidal actions of neutrophils, the downstream mediators that mediate these responses 

remain poorly understood. For instance, the molecular pathways that link pathogen sensing 

by PRRs to induction of glycolysis and glutaminolysis have not been identified. However, 

hypoxia-induced factor 1α (HIF-1α) has been implicated in the transcriptional responses of 

neutrophils to various bacteria in hypoxic and normoxic conditions. HIF-1α, which is 

induced by hypoxia or infection, transcriptionally activates the glucose transporter Glut1 and 

the glycolytic enzyme phosphoglyceratekinase (PGK), resulting in the enhancement of 

glycolytic metabolism in neutrophils (25). In its absence, both glycolysis and ATP 

production are severely compromised in these cells. In addition to regulating glycolytic 

metabolism, HIF-1α also controls the expression of a number of antimicrobial factors in 
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neutrophils, including the serine proteases neutrophil elastase and cathepsin G, cathelicidin-

related antimicrobial peptide, and inducible nitric oxide (Nos2) (26). Accordingly, mice 

lacking HIF-1α in myeloid cells are more susceptible to infection by bacteria, such as group 

A Streptococcus (26). This coordinated regulation of glycolytic and antimicrobial programs 

by HIF-1α provides an elegant example of how a single transcription factor reprograms 

cellular metabolism to support the effector functions of an immune cell.

After initiation of their microbicidal respiratory burst, neutrophils rapidly undergo apoptosis 

and are promptly cleared from the inflammatory sites by macrophages. The timely clearance 

of these dying cells is critical, because in its absence inflammation can be perpetuated, 

resulting in unnecessary tissue damage (27, 28). Although neutrophil mitochondrial 

respiration is not required for their oxidative burst, maintenance of mitochondrial potential is 

essential for cell survival (29). Shortly after mounting a respiratory burst, neutrophil 

mitochondria lose their potential, resulting in the release of cytochrome c and initiation of 

the proteolytic cascade of apoptotic cell death (17). Thus, from the onset of their activation 

to their death, host defense functions performed by neutrophils are intimately linked to their 

underlying metabolic state. Finally, while the literature on basophil and eosinophil 

metabolism is scant, the available studies do suggest that similar metabolic programs might 

be enacted in these granulocytes (30–34).

Mast cells

Mast cells are tissue resident cells that play important functions in wound healing, and 

defense against pathogens, venoms, and toxins (35). In addition, their pathogenic activation 

contributes to allergies and anaphylaxis (36). These diverse functions of mast cells are 

mediated by their release of preformed and newly synthesized mediators, such as serine 

proteases, histamine, serotonin, leukotrienes, and thromboxane. Upon stimulation by injury, 

activated complement or crosslinking of IgE receptors, mast cells rapidly degranulate, 

releasing their cytosolic contents into the interstitium. However, following activation, these 

tissue resident cells do not undergo apoptosis, but instead enter a refractory period where 

they restore their secretory granules. Although the energy demands of degranulation and 

regranulation are likely to be high, relatively little is known about how they are met 

metabolically. Some early investigations in rat mast cells using a glycolytic inhibitor (2-DG) 

indicate that histamine release and cellular ATP content of activated mast cells is dependent 

on glycolysis (37–39). However, in these studies, a significant portion of labeled tracer 

glucose is also released as CO2, which is suggestive of active glucose oxidation via the TCA 

cycle (40). Since the metabolic demands of mast cells during degranulation and 

regranulation are likely to be distinct (the later also requires new membrane synthesis), it 

will be important to fully understand how mast cells alter their substrate utilization programs 

to support their effector functions.

Macrophages

As resident cells of almost every tissue in the body, macrophages provide a first line of 

defense against pathogens and injury, and are necessary for the maintenance of tissue 

homeostasis (41). Until recently, the conventional view had been that bone marrow-derived 

monocytes seed tissues with macrophages. However, recent lineage tracing studies revealed 
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that nearly all tissue resident tissue macrophages in adult mice are derived from the 

embryonic yolk sac progenitors, and their numbers are maintained by local proliferation 

through out the life of the organism (42–45). Moreover, these tissue resident macrophages 

are highly heterogeneous in their gene expression, likely reflecting the tissue specific 

functions performed by these cells. For instance, red pulp macrophages in the spleen are 

primarily responsible for the clearance of senescent red blood cells, whereas the highly 

specialized osteoclasts are involved in resorption and remodeling of bone.

In addition to adopting tissue-specific fates, resident and recruited macrophages can undergo 

distinct activation programs in response to pathogen-derived cues. Classical (M1) and 

alternative (M2) are two of the best-characterized states of macrophage activation, both in 

terms of their functions in host defense and the regulatory cascades that control their effector 

responses. While bacteria-derived PAMPs, such LPS, and the type 1 cytokine interferon γ 
(IFNγ) drive classical (M1) macrophage activation, the type 2 cytokines interleukin (IL)-4 

and -13 polarize resident and recruited macrophages to the alternative M2 state (46). 

Congruent with these observations, classically activated macrophages (CAMs) confer 

protection against bacterial pathogens by mounting a pro-inflammatory response that is 

characterized by release of inflammatory cytokines (IL-1β, IL-12, IL-6 and tumor necrosis 

factor α (TNF)), and reactive oxygen and nitrogen species (47). In contrast, alternatively 

activated macrophages (AAMs) participate in host defense against parasitic infections by 

modulating innate and adaptive immune responses, and facilitating the formation of 

granulation or scar tissue (46, 48). Furthermore, the preferential expression of arginase 1, 

mannose receptor (CD206), CLEC10A (CD301), Chi3l3 (Ym-1), and Retnla (RELMα or 

Fizz1) readily identifies AAMs at sites of infection and tissue damage (46, 48). Importantly, 

as detailed below, these effector responses of CAMs and AAMs are intimately linked to and 

controlled by the signaling and transcriptional pathways that are canonical regulators of 

cellular metabolism.

Classically activated macrophages (M1)—Although the importance of glycolysis in 

inflammatory activation of macrophages was first noted almost a century ago (49), its 

biochemical and metabolic importance had not been appreciated till recently. These initial 

studies, which employed inhibitors of glycolysis and measured substrate uptake, revealed 

that activated macrophages had high rates of glucose and glutamine uptake, and lactic acid 

production (50–52). Moreover, since neither glucose nor glutamine was oxidized completely 

to CO2, it suggested that glycolysis and glutaminolysis were not necessary for ATP 

generation but rather supported some other cellular function. Indeed, as discussed earlier, 

glycolysis (via the PPP) and glutaminolysis (via the malate-aspartate shuttle and NADP+-

dependent malate dehydrogenase) support the synthesis of NADPH, which is necessary for 

generation of reactive oxygen species (ROS) by the NADPH oxidase system (Figure 2). 

Congruent with these observations, inhibition of glycolysis or absence of glutamine severely 

impairs ROS production and the microbicidal activity of CAMs (53–56).

Similar to neutrophils, HIF-1α has emerged as the primary regulator of glycolytic 

metabolism in CAMs (Figure 3). Deletion of HIF-1α in myeloid cells dramatically reduces 

expression of the glucose transporter Glut1 and the glycolytic enzyme 

phosphoglyceratekinase (PGK) under both normoxic and hypoxic conditions (25). 
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Consequently, in response to LPS, lactate and ATP production is reduced in HIF-1α 
deficient macrophages, resulting in reduced clearance of Group B streptococci. In addition, 

macrophages lacking HIF-1α are impaired in their migration, as tested in vitro using a 

modified Boyden chamber (25). Although these studies did not investigate the impact of 

HIF-1α deficiency on macrophage ROS production, loss of HIF-1α impaired maturation of 

CAMs, as evidenced by reduced production of TNF (25, 26, 57). These studies collectively 

demonstrate that HIF-1α transcriptionally couples glycolytic metabolism to macrophages’ 

inflammatory and microbicidal programs. However, it remains unknown whether glutamine 

uptake and glutaminolysis are under the transcriptional control of HIF-1α in CAMs.

In addition to the ROS generation by NADPH oxidase system, recent studies have 

implicated mitochondrial ROS in the killing of intracellular bacterial pathogens (Figure 3). 

In the initial report, Sonoda et al. demonstrated that prolonged stimulation of macrophages 

with IFNγ increased expression of a large number of mitochondrial genes, whose expression 

was dependent on the estrogen related receptor α (ERRα) and peroxisome proliferative 

activated receptor-γ coactivator 1 beta (PGC-1β), two transcriptional regulators that control 

mitochondrial biogenesis and respiration in cells (58). Interestingly, this increase in 

mitochondrial respiration, which is accompanied by increased mitochondrial ROS 

production, was required for host defense against L. monocytogenes. Furthermore, a link 

between TLR signaling and the mitochondria was recently established by West et al. (59). 

These authors found that activation of TLR1, TLR2, and TLR4 signaling resulted in the 

recruitment of the mitochondria to the phagolysosome, where they contributed to the ROS 

production and bactericidal activity. Interestingly, the TLR signaling adaptor, tumor necrosis 

factor receptor-associated factor 6 (TRAF6) interacted with the ECSIT protein 

(evolutionarily conserved signaling intermediate in Toll pathways), resulting in the 

ubiquitination and enrichment of ECSIT at the periphery of the mitochondria, where it 

contributes to mitochondrial ROS generation (59). Consistent with these observations, 

depletion of TRAF6 and ECSIT in macrophages significantly reduced mitochondrial ROS 

production and the microbicidal activity of macrophages. Similarly, transgenic expression of 

mitochondrial catalase, an enzyme that reduces mitochondrial ROS production by 

converting H2O2 to water and oxygen, resulted in a significant increase in the replication 

rates of S. typhimurium in macrophages. These findings together with the observations that 

other mitochondrial proteins participate in antiviral immunity indicate that mitochondria and 

mitochondria-derived signals might be important integrators and effectors of host immunity 

(60).

Two mitochondria-derived signals have been implicated in the inflammatory activation of 

macrophages. First, Jurg Tschopp’s group demonstrated that mitochondria-derived ROS are 

sensed by NLRP3 inflammasome, resulting in the activation of caspase 1 and secretion of 

mature IL-1β (61). This release of IL-1β from macrophages was also dependent on the 

mitochondrial voltage-dependent anion channels, thereby providing an independent link 

between the mitochondria and the inflammasome. In keeping with this idea, inhibition of 

autophagy, which impairs the removal of ROS-generating mitochondria, resulted in 

activation of the NLRP3 inflammasome and cleavage of proIL-1β (61, 62). The second 

mitochondrial signal that has been implicated in the propagation of the effector phenotype of 

CAMs is succinate, an intermediate of the TCA cycle (Figure 3). In interesting studies, the 
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O’Neill group found that stimulation of macrophages with LPS resulted in increased 

expression of IL-1β mRNA in a HIF-1α and glycolysis dependent manner (63). A 

metabolomic screen of LPS stimulated macrophages not only revealed the expected 

activation of the Warburg effect but also an unexpected accumulation of intermediates of the 

TCA cycle, in particular, succinate. Since export of succinate from the mitochondria 

stabilizes and activates HIF-1α, the authors utilized metabolic tracer studies to identify the 

precursors that contributed to the synthesis of succinate. Notably, in LPS-stimulated 

macrophages, glutaminolysis-derived α-ketoglutarate rather than glycolysis-derived 

pyruvate was found to be the primary source of labeled carbons that assimilated in succinate 

(63) (Figure 3). Collectively, these studies demonstrate that while glycolysis initially 

supports ATP, NADPH, and cytokine production in CAMs, glutaminolysis, acting through 

the anaplerotic reactions of the TCA cycle, is necessary for sustaining the respiratory and 

inflammatory programs in these cells. Since the TCA cycle is harbored in the mitochondria, 

these findings are consistent with the idea that mitochondrial respiration via the TCA and 

OXPHOS pathways supports the effector responses of CAMs.

Alternatively activated macrophages (M2)—Alternatively activated macrophages 

(AAMs) are induced by type 2 cytokines and participate in the host defense against 

parasites. Since parasitic infections are chronic and the alternative activation program is 

energetically demanding, both in terms of duration and intensity, Vats and colleagues 

postulated distinct substrates and pathways might meet the metabolic demands of AAMs 

(64). Microarray analysis of CAMs and AAMs revealed that genes important in fatty acid 

oxidation were preferentially expressed in AAMs. Metabolic studies further verified that 

AAMs had higher rates of fatty acid oxidation, mitochondrial mass, and mitochondrial 

respiration (Figure 3). Accordingly, inhibition of OXPHOS by metabolic inhibitors 

dramatically attenuated the expression of the alternatively activated phenotype, including the 

suppression of inflammatory cytokine secretion and expression of alternative activation 

markers (64).

Interestingly, this preferential reliance of CAMs on glycolysis and AAMs on oxidative 

metabolism is reminiscent of the fuel preferences of fast (type II) and slow twitch (type I) 

muscle fibers. For instance, type II muscle fibers rely on anaerobic glycolysis to fuel their 

short and rapid bursts of high intensity contractions (similar to CAMs), whereas type I 

muscle fibers oxidize fatty acids in their mitochondria to sustain low intensity contractions 

for long periods of time (similar to AAMs) (65). Interestingly, HIF-1α controls glycolytic 

metabolism in both CAMs and type II muscle fibers (66) whereas, as discussed below, 

peroxisome proliferator activated receptors (PPARs) and PGCs regulate β-oxidation of fatty 

acids and mitochondrial oxidative metabolism in both AAMs and type I muscle fibers (67–

69). From these studies, a general principle emerges that mammalian cells utilize a 

conserved set of regulators for coupling metabolism to the cells effector functions, a theme 

that will be repeated as we consider the instructive role of metabolism in adaptive immunity.

Stimulation of macrophages with type 2 cytokines, IL-4 or IL-13, initiates a transcriptional 

cascade that controls and sustains their cellular program of oxidative metabolism (Table 1). 

Although previous studies had demonstrated that alternative macrophage activation by IL-4 

and IL-13 is dependent on STAT6, the role of this transcription factor in its metabolic 
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programming was not known. Vats et al. discovered that switch of AAMs to β-oxidation of 

fatty acids and oxidative metabolism was initiated by and dependent on STAT6 in two ways 

(Figure 3). First, STAT6 transcriptionally activated the metabolic genes important in β-

oxidation of fatty acids, OXPHOS, and mitochondrial biogenesis (64). Second, STAT6 

induced the expression of transcriptional regulators and co-activator proteins, such as 

PPARγ, PPARδ, and PGC1β, which synergized with STAT6 to sustain this metabolic switch 

to oxidative metabolism (64, 70–72). In addition, these canonical metabolic regulators were 

found to synergize with STAT6 on promoters of alternative activation genes, such as Arg1 
and Clec10A, to amplify and sustain the effector phenotype of these cells.

The metabolic bias of CAMs and AAMs for glycolytic and oxidative metabolism has been 

subsequently verified using the metabolomics and tracer studies. Rodriguez-Padro et al. 

reported that the switch to glycolytic metabolism in CAMs was regulated by the 

phosphofructokinase 2 (PFK2) PFKFB3, which converts fructose-6-phosphate to 

fructose-2,6-biphosphate to stimulate glycolytic flux (73). In contrast, AAMs fail to induce 

the expression of PFKFB3, resulting in preservation of oxidative metabolism in these cells. 

Similarly, Haschemi et al. identified carbohydrate kinase-like protein (CARKL) in a kinome 

screen as a kinase that is rapidly down regulated in during LPS-driven classical (M1) 

macrophage activation (74). A sedoheptulose kinase in the pentose phosphate pathway, 

CARKL functions to restrict flux through the PPP, limiting the generation of NADPH and 

decreasing glycolytic flux (Figure 3). Since CAMs are highly dependent on glycolysis and 

PPP-derived NADPH for their effector functions, overexpression of CARKL metabolically 

reprograms macrophages towards oxidative metabolism and attenuates their inflammatory 

activation. Conversely, siRNA mediated knockdown of CARKL increases glycolytic 

metabolism, resulting in decreased expression of Mrc1, an alternative (M2) activation 

marker, and increased secretion of pro-inflammatory cytokines, including IL-6 and TNF 

(74). These studies thus provide independent verification for the importance of glycolytic 

and oxidative metabolism in promoting the maturation of classically (M1) and alternatively 

(M2) activated macrophages.

Dendritic cells

Dendritic cells (DCs), which are present in nearly all tissues of the body, continually sample 

their external environment, and are critical for initiating antigen-specific adaptive immune 

responses and for promoting tolerance (75). Similar to macrophages, tissue resident DCs 

exhibit great heterogeneity in gene and cell surface marker expression, which reflects their 

distinct capabilities for antigen processing and engagement of effector lymphocytes (76). 

Based on the heterogeneity in DC subsets, their bioenergetic demands are likely to be 

distinct and related to their tissue-specific functions. However, our knowledge of how 

metabolic substrates and pathways fuel DCs is currently limited, and primarily derived from 

studies performed using bone-marrow derived DCs. Since nearly all DC subsets capture and 

process external antigens in order to present them to naïve T cells, these early studies 

provide a useful framework for understanding how cellular metabolism can instruct DC 

function.
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In response to TLR ligands, resting DCs undergo maturation, resulting in their migration to 

lymphoid tissues where processed antigens are presented to naïve T cells. Interestingly, 

similar to CAMs, the ligation of TLRs in DCs activates the metabolic switch for glycolytic 

metabolism, a program that is co-regulated by HIF-1α and the phosphatidylinositol 3’-

kinase (PI3K)/Akt pathway (Table 1). Using the glycolytic inhibitor 2-DG, Jantsch et al. 

provided the initial evidence that glycolysis is required for the maturation of DCs (77). 

Notably, in the presence of 2-DG, stimulation of immature DCs with LPS failed to increase 

glycolysis (as quantified by lactate production), resulting in significantly lower expression of 

the co-stimulatory molecule CD80. This increase in glycolysis was, in part, regulated by the 

transcription factor HIF-1α because siRNA-mediated knockdown of HIF-1α decreased 

expression of Glut1, resulting in reduced proliferation of T cells in an allogenic mixed 

leukocyte reaction (77). In a subsequent report, Krawczyk et al. provided much stronger 

evidence for the importance of oxidative and glycolytic metabolism in the sustenance of 

immature and mature DC phenotypes, respectively (78). These authors demonstrated that 

LPS-induced DC maturation was associated with a shift from oxidative to glycolytic 

metabolism (Table 1). In fact, the suppression of β-oxidation of fatty acids and 

mitochondrial respiration in mature DCs was more pronounced than the increase in their 

glycolytic rate, the latter being mediated by the activation of PI3K-Akt pathway by the TLR 

ligands (78). Moreover, the switch to glycolysis was necessary for the survival of mature 

DCs, and their expression of co-stimulatory molecules, cytokine production, and ability to 

stimulate antigen-specific naïve T cells. Conversely, a shift of the metabolic state of DCs 

from glycolytic to oxidative via activation of adenosine monophosphate (AMP)–activated 

protein kinase (AMPK) was sufficient to inhibit their maturation. These findings are 

analogous to the metabolic dichotomy of AAMs and CAMs suggesting that switch from 

oxidative to glycolytic metabolism might a general mechanism by which TLR ligands 

activate innate immune cells.

As mentioned above, ligation of TLRs results in potent suppression of mitochondrial 

oxidative metabolism, suggesting that this metabolic checkpoint needs to be cleared for the 

complete enactment of the activated phenotype. However, how and why TLR agonists 

potently suppress mitochondrial OXPHOS remained unclear. In an elegant study, Everts et 

al. demonstrated that stimulation of immature DCs with LPS suppressed OXPHOS, resulting 

in metabolic reliance on glycolysis for the synthesis of ATP (79). Moreover, this shift to 

glycolysis was associated with increased NO production via Nos2, which potently inhibited 

OXPHOS and electron transport chain in these inflammatory DCs. Although this inhibition 

of OXPHOS by NO was required for the early shift to glycolysis in DCs, it was dispensable 

for the expression of their full-activated phenotype. These observations potentially suggest a 

dual role for glycolysis in the maturation of DCs. In the early stages of DC activation, 

glycolysis might function to provide the metabolic and bioenergetic intermediates necessary 

for DC activation. In the later stages, NO production by inflammatory DCs would result in 

complete inhibition of OXPHOS, necessitating ATP synthesis via glycolysis to support cell 

survival. Altogether, these studies suggest that the metabolic reprogramming of DCs by TLR 

ligands might serve multiple functions (some known and others unknown) to drive the 

maturation of an immune response.

Ganeshan and Chawla Page 11

Annu Rev Immunol. Author manuscript; available in PMC 2018 February 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Adaptive cells

Besides cytokine and chemokine production, adaptive immune cells have two additional 

functions that must be bioenergetically supported by cataplerotic and anaplerotic reactions 

of cellular metabolism. First, antigen-specific activation of adaptive immune cells results in 

their clonal proliferation, requiring macromolecules for the synthesis of DNA, proteins, and 

membranes, and for organelle biogenesis. Second, upon successful completion of the 

immune response, a subset of antigen-specific lymphocytes become quiescent, establishing a 

pool of memory cells. Since the bioenergetic demands of activated lymphocytes and 

memory cells are likely to be distinct, the metabolic pathways that fuel these effector 

functions ought to be different. Indeed, as depicted in Figure 4, lymphocytes in naïve, 

activated, and memory states all use distinct metabolic substrates and pathways to fuel their 

effector functions. Although most of the studies have focused on CD4+ T cells, parallels can 

be drawn to CD8+ T cells and B cells. CD4+ T cells: homeostasis Naïve CD4+ T cells are 

metabolically active, requiring ATP synthesis for survival and migration through the 

lymphatic system, where they actively sample antigens presented by DCs. The metabolic 

requirements of naïve CD4+ T cells are met by oxidation of glucose and fatty acids via the 

mitochondrial β-oxidation and OXPHOS pathways (80, 81). In the absence of antigenic 

stimulation, signaling via the IL-7 receptor and T cell receptor (TCR) promotes survival of 

naïve CD4+ T cells by inducing the expression of the glucose transporter Glut1 (Slc2a1) 

(82–84). This increase in Glut1 expression and glucose uptake occurs in a PI3K/Akt 

dependent manner, allowing cells to maintain their mitochondrial potential and ATP 

homeostasis (84, 85) (Figure 4). Accordingly, in the absence of adequate extrinsic signals, 

cell surface Glut1 expression declines, resulting in decreased glucose uptake, drop in 

mitochondrial membrane potential and ATP synthesis, and eventually, cell death (81, 83). 

Since this decline in viability occurs in the presence of sufficient glucose and O2, it suggests 

that growth factor signaling is necessary for maintenance of metabolic homeostasis in naïve 

CD4+ T cells.

CD4+ T cells: activation

The importance of glycolysis and glutaminolysis in activation of T cells was initially 

reported 40–50 years ago. These earlier studies demonstrated that stimulation of 

lymphocytes by potent the mitogenic lectins, such as concanavalin A or phytohemagglutinin, 

dramatically increased the cellular uptake of glucose and glutamine (86–89). However, these 

substrates were only partially oxidized to generate ATP; glucose was largely metabolized to 

lactate, whereas glutamine was converted to glutamate, aspartate, and ammonia. Based on 

these observations, it was proposed that the increase in glycolysis and glutaminolysis might 

provide the necessary precursors for macromolecule synthesis, including DNA, RNA, 

proteins, and lipids, which are necessary for cellular proliferation (9, 90).

It was 40 years later that the seminal studies performed in the Thompson laboratory 

elucidated the molecular signals by which lymphocyte activation is connected to the 

anaplerotic reactions of glycolysis and glutaminolysis (91). These authors discovered that 

costimulation with anti-CD3/anti-CD28 antibodies promoted the switch to glycolytic 

metabolism necessary for their activation. Importantly, the engagement of CD28, but not 
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CD3, was the critical step that allowed the cells to clear the metabolic checkpoint for 

glycolysis (Figure 4). Mechanistically, it was demonstrated that costimulation with anti-

CD28 resulted in the activation of PI3K/Akt pathway, which induced Glut1 expression on 

the cell surface (91). Not only did this enhance the uptake of glucose by activated T cells, 

but also promoted a switch from oxidative to glycolytic metabolism. Furthermore, in the 

absence of CD28 ligation, constitutively active Akt was sufficient to elevate Glut1 

expression and support the transition to aerobic glycolysis (91–93). Ligation of the 

inhibitory receptors PD-1 and CTLA-4, which inhibit T cell activation, prevented PI3K/Akt 

activation and the switch to glycolytic metabolism (91, 94, 95).

Although activation of glycolysis requires engagement of CD28, TCR ligation promotes 

glutaminolysis to support T cell proliferation (Figure 4). Consistent with previous 

observations, Carr et al. observed that stimulation of T cells with anti-CD3 promoted 

proliferation of T cells that showed a strong dependence on extracellular glutamine (96). In 

contrast, the expression of T cell activation markers was independent of extracellular 

glutamine concentration. Notably, anti-CD3 stimulation not only enhanced the uptake of 

glutamine by activated T cells, but also induced the expression of various enzymes necessary 

for its entry into the TCA cycle as α-ketoglutarate. As discussed in the preceding sections, 

the metabolism of glutamine to α-ketoglutarate provides a means of replenishing TCA cycle 

intermediates that are diverted for macromolecule synthesis (Figure 1). This commitment of 

T cells to glutaminolysis is mediated by activation of the ERK/MAPK pathways by anti-

CD3. Thus, the proliferative response of T cells seems to be more reliant of glutamine, 

whereas their full activation seems to be dependent of availability of glucose.

In order to understand how T cell activation reprograms cellular metabolism, Wang et al. 

utilized a combination of mass-spectrum-based metabolomic and metabolic tracer studies to 

identify the transcriptional factor Myc as a critical regulator of glycolysis and glutaminolysis 

(97) (Table 1). These authors observed that stimulation of resting T cells with anti-CD3/anti-

CD28 increased flux through the PPP, glycolysis, and glutaminolysis, while suppressing 

oxidation of pyruvate and fatty acids. In silico analyses revealed that HIF-1α and Myc might 

be the potential master regulators that reprogram cellular metabolism in activated T cells. 

Although both HIF-1α and Myc were rapidly induced upon T cell activation, only Myc was 

required for glycolysis, glutaminolysis, and T cell proliferation. In addition, Myc-driven 

glutaminolysis provided the α-ketoglutarate to fuel the biosynthesis of polyamines, which 

are essential for cellular proliferation. Despite the dramatic requirement of Myc in 

transcriptional reprogramming of activated T cells for glycolysis and glutaminolysis, there 

were no alterations in cytokine production in Myc-deficient T cells, suggesting that other 

transcriptional regulators control activation-induced functions of T cells (97).

The notion that activated T cells simply require glycolysis to support their proliferation was 

recently challenged by studies from the Pearce lab. These authors investigated the relative 

importance of glycolysis and mitochondrial respiration during T cell proliferation. As 

reported previously, T cell proliferation and survival was dependent on glycolysis when cells 

were cultured in medium containing glucose and glutamine (86, 91, 96, 98). However, if 

glucose was replaced with galactose, a sugar whose metabolism to requires mitochondrial 

OXPHOS for net ATP synthesis, then T cell proliferation became highly dependent on 
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mitochondrial respiration (99). Despite this exquisite requirement of OXPHOS in the 

proliferation of blasting T cells, glycolysis was unexpectedly required for cytokine secretion, 

principally IFNγ and IL-2, by the activated T cells. The decrease in synthesis of IFNγ or 

IL-2 did not result from changes in the transcription of their mRNAs, but rather from a 

decrease in the translation of these messages. Since previous work had shown that the 

glycolytic enzyme GAPDH binds to the adenylate-uridylate (AU)-rich elements in the 3’ 

UTRs of IFN-γ and IL-2 mRNAs to regulate their translation (100), the authors postulated 

that the recruitment of GAPDH to the 3’ UTRs of cytokine genes might be dependent on 

glycolytic flux. Indeed, not only was the binding of GAPDH to the 3’ UTRs of IFN-γ and 

IL-2 mRNAs dependent on flux through glycolysis, but the translation of these messages 

was less efficient in states of low glycolysis, such as when T cells were maintained on 

galactose (99). These findings thus suggest that engagement of glycolysis in activated T cells 

releases a translation brake that normally restrains cytokine production in resting T cells.

Although these studies implicate mitochondrial respiration and OXPHOS rather than 

glycolysis in the proliferation and survival of blasting T cells, there are two important 

caveats that one needs to keep in mind when interpreting these data. First, the metabolism of 

galactose to UDP-glucose occurs in the Leloir pathway, which requires 2 ATP molecules 

(101). UDP-glucose then enters the glycolytic pathway to generate pyruvate and 2 ATP. 

Therefore, the catabolism of galactose to pyruvate does not generate ATP. In order to 

maintain ATP homeostasis, cells utilizing galactose must then oxidize pyruvate in the TCA 

cycle to generate ATP via the mitochondrial OXPHOS pathways. Therefore, it is not 

surprising that inhibition of ATP synthase by oligomycin impairs the survival of T cells 

maintained on galactose. Second, when oligomycin is used to inhibit ATP synthase, the 

proton gradient across the inner mitochondrial matrix cannot be dissipated. This causes flow 

of electrons across the OXPHOS pathways to slow down, resulting in decreased respiration. 

Since the mitochondrial OXPHOS and TCA cycle are interlinked, a decrease in the 

OXPHOS necessitates a reduction in the flux through the TCA cycle, which is required for 

the anaplerotic reactions of glutaminolysis. Thus, an alternative interpretation of Chang et 

al.’s data might be that inhibition of OXPHOS by oligomycin prevents glutaminolysis, 

which is known to be necessary for T cell proliferation. In this regard, it is not OXPHOS per 

se that is required for rapid proliferation of T cells, but rather the metabolic flexibility 

afforded by mitochondrial respiration that allows cells to engage in both cataplerosis and 

anaplerosis.

Finally, a recent report by Sena et al. provides another mechanism by which mitochondrial 

respiration can regulate T cell activation and proliferation. By disrupting the Uqcrfs gene, a 

critical component of complex III, the authors’ generated mice in which mROS was 

specifically reduced in CD4+ T cells (102). Interestingly, CD4+ T cells from these animals 

were impaired in antigen-specific activation and proliferation, because mROS was required 

for the activation of nuclear factor of activated T cells (NFAT) and the subsequent secretion 

of IL-2. However, under lymphopenic conditions, Uqcrfs−/− cells retained the ability to 

proliferate, suggesting that mitochondrial respiration is not per se required to support the 

bioenergetic demands of T cell proliferation in vivo.
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CD8+ T cells and the generation of memory—A characteristic hallmark of a 

successful immune response is the generation of memory T cells. Memory T cells, which are 

antigen-specific, can be rapidly activated when the appropriate antigen or pathogen is re-

encountered, resulting in a faster and stronger immune response. From the viewpoint of 

metabolism, ‘memory’ is metabolically unique because memory T cells are quiescent but 

positioned to respond rapidly. Pearce et al. investigated the metabolic basis for CD8+ 

memory T cells. Using mice lacking TNF receptor-associated factor 6 (TRAF6) in T cells, 

the authors demonstrated that TRAF6 was specifically required for formation of antigen-

specific CD8+ memory T cells but not the primary immune response against L. 
monocytogenes (103). Interestingly, deficiency of TRAF6 in CD8+ memory T cells was 

associated with a decrease in activation of AMPK, resulting in impaired fatty acid oxidation. 

Metformin, an indirect activator of AMPK, restored CD8+ memory T cell formation, 

conferring protective immunity against infection and tumors (103). Moreover, in a follow up 

study, van der Windt et al. demonstrated that IL-15 stimulates mitochondrial biogenesis and 

increases mitochondrial respiratory capacity in CD8+ memory T cells, thereby enhancing 

ability of CD8+ memory T cells to survive in metabolically stressful conditions (104). 

Together, these findings suggest that formation of memory T cells is exquisitely dependent 

on fatty acid oxidation and mitochondrial oxidative metabolism, whereas the effector T cell 

responses require glycolysis and glutaminolysis (Figure 4 and Table 1).

In most cell types, the metabolic actions of AMPK and the mammalian target of rapamycin 

(mTOR) are known to be antagonistic. AMPK, which is activated during starvation by an 

increase in cellular AMP, functions to restore homeostasis by increasing fatty acid oxidation 

and inhibiting pathways of protein synthesis. In contrast, mTOR (specifically mTORC1) is 

responsive to nutrients and growth factors, and stimulates cellular growth by promoting 

protein synthesis and glycolytic metabolism. Although the metabolic importance of 

mTORC1 in CD8+ memory T cells remains to be explored, its inhibition by rapamycin has 

been shown to increase their numbers and enhance their function in both mice and non-

human primates (105, 106). Finally, since memory T cells play a critical role in protective 

vaccination, pharmacological manipulation of their metabolic state might be a useful means 

of improving the clinically efficacy of vaccines.

B cells—B cells, the sole producers of antibodies, serve a critical role in establishing and 

maintaining humoral immunity. With regards to their activation and proliferation, there are 

many similarities between B and T cells. As such, their metabolism in states of quiescence, 

activation, and memory are hypothesized to be similar to T cells, a postulate that is, in part, 

supported by the few publications on B cell metabolism (107, 108). For instance, it has been 

demonstrated that the stimulation of B cells via the B cell receptor activates the PI3K/Akt/

mTOR pathway to promote glycolytic metabolism (109), a metabolic transition that is 

necessary for their proliferation (Table 1). However, there are number of unique features of 

B cells, including antibody class switching, affinity maturation, and plasma cell formation, 

whose metabolic basis remain poorly understood. Thus, this particular area of B cell biology 

warrants further investigation, as it has the potential of providing new insights into the 

regulation of humoral responses and for the development of vaccines.
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Concluding remarks

In this chapter, we have discussed the general importance of metabolic substrates and 

pathways in the regulation of immune responses, ranging from the microbicidal actions of 

neutrophils to the distinct cell fates adopted by macrophages and T cells. In aggregate, these 

studies have demonstrated that activation of immune cells by environmental signals results 

in dramatic reprogramming of their cellular metabolism. The major goal of this metabolic 

rewiring is to provide the immune cell with sufficient energy (ATP) and metabolic 

intermediates to perform its effector functions in host defense and tissue homeostasis. In 

most instances, activated immune cells achieve this goal by simultaneously engaging in 

cataplerosis and anaplerosis; the former removes TCA intermediates to synthesize 

macromolecules, whereas the latter provides a means of replenishing the TCA metabolic 

intermediates through glycolysis and glutaminolysis. Furthermore, this dramatic 

reprogramming represents a metabolic checkpoint that needs to be cleared prior to the 

adoption of new cell fates or performance of effector functions. As such, it suggests that 

interference with or augmentation of certain metabolic programs might be clinically useful 

in dampening pathogenic autoimmunity or chronic inflammation in a diverse group of 

metabolic and degenerative diseases.

Despite the rapid progress over the last decade, our understanding of immune cell 

metabolism is still in its infancy and merits further investigation. First, our catalogue of 

metabolic effector responses across the entire repertoire of immune cells is incomplete. In 

most cases, investigations have focused on the most abundant cell populations found in 

blood or bone marrow rather than on tissue-resident or recruited cells that actively 

participate in host defense and tissue homeostasis. Second, although many of the inducers 

and sensors have been identified for activation of immune cells, our understanding of how 

these signals are integrated into a cohesive metabolic program, which supports the cells 

effector functions, is lacking. Third, our knowledge of metabolic control of immunity is 

primarily derived from studying cultured cells after challenging them with potent stimuli, 

such as anti-CD3/anti-CD28 antibodies, rather than stimulating them with physiologic 

ligands that might activate the cells in vivo. Fourth, our present data do not take into account 

the observed diversity in immune cell lineages or their tissue specific functions. For 

instance, although LPS activated macrophages and dendritic cells switch from mitochondria-

based oxidative metabolism to glycolysis, it is unclear whether similar metabolic 

reprogramming occurs in vivo in tissue resident macrophages and dendritic cells, and 

whether it is linked to their known phagocytic and processing functions. Fifth, most models 

of immune activation are largely based on a binary switch between mitochondria-based 

oxidative metabolism and glycolysis/glutaminolysis. However, it is likely that the immune 

cells optimize flux through various metabolic pathways in a dynamic manner to fuel their 

emerging bioenergetic needs. Thus, it will be important to develop novel tools and 

experimental paradigms to explore metabolic underpinnings of immunity across the entire 

spectrum of innate and adaptive immune responses.

When one considers the broader importance of metabolism in fueling cellular processes, it is 

not surprising that the transitions of immune cells from quiescence to activation and back to 

memory formation (at least for the adaptive immune cells) are highly dependent on and 
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regulated by nutrients, metabolic intermediates, and the canonical regulators of cellular 

metabolism. Indeed, this paradigm of coupling a cell’s metabolism to its functions has 

previously been explored in skeletal muscle, heart, and tissue-specific stem cells, where 

metabolic switching between oxidative metabolism and glycolysis controls skeletal muscle 

fiber types, heart function, and hematopoietic stem cell activation (68, 69, 110, 111). The 

conservation of this paradigm across various tissue types and cell states suggests that a small 

number of metabolic nodes or switches might be the critical triggers of these metabolic 

adaptations. As outlined in Table 1, this is indeed the case because cell-specific inducers and 

sensors converge on the PI3K-Akt-mTOR pathway to meditate the switch to glycolytic 

metabolism in all innate and adaptive immune cells undergoing inflammatory activation. 

While HIF-1α is the dominant transcriptional regulator of glycolytic metabolism in innate 

immune cells (25), Myc transcriptionally coordinates glycolysis and glutaminolysis in 

activated T cells (97). Conversely, the maintenance of immune cell quiescence, anti-

inflammatory alternative macrophage activation, and CD8 memory formation is highly 

dependent on β-oxidation of fatty acids and mitochondrial oxidative metabolism, programs 

that are coordinated by the energy sensor AMPK and its downstream transcriptional 

regulators the PPARs and PGCs (64, 70, 103). However, this transcriptional coupling of 

metabolism to the cells effector responses is not unique to immune cells, as previous studies 

have identified a similarly critical role for metabolic regulators, including HIF-1α, PPARδ, 

AMPK, and PGC-1α, in skeletal muscle fiber type switching, exercise tolerance, and cardiac 

function (66–69). These findings thus suggest that the metabolic control of immune 

responses is representative of a much broader paradigm in biology, in which a cell’s identity, 

function, and destiny are all dictated by its underlying metabolic state.
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Figure 1. Major metabolic pathways of immune cells
Glucose enters the cells through the glucose transporter, GLUT1 and is phosphorylated to 

glucose-6-phosphate (G-6-P) by hexokinases. During glycolysis, G-6-P is metabolized to 

pyruvate, reducing NAD+ to NADH, and generating 2 ATP. In hypoxia, pyruvate is oxidized 

to lactate, restoring NAD+ levels in the cell. In normoxia, pyruvate is metabolized to acetyl-

CoA, which is oxidized in the TCA cycle to generate NADH. In the redox reactions of 

OXPHOS, electrons are sequentially transferred to generate a H+ gradient across the inner 

mitochondrial membrane, which drives the synthesis of ATP. In contrast to glycolysis, 

mitochondrial OXPHOS is a highly efficient form of generating ATP, yielding ~30–36 ATP 

per molecule of glucose. Immune cells utilize three additional pathways, the pentose 

phosphate shunt (PPP), glutaminolysis, and fatty acid oxidation, to meet their metabolic and 

functional demands. G-6-P is the entry point for PPP, which generate riboses for nucleotide 

synthesis. During this process, NADP+ is reduced to NADPH, forming the critical co-factor 

required for ROS production via the NADPH oxidase system in neutrophils and 

macrophages. During glutaminolysis, glutamine is metabolized to glutamate and 

subsequently toα -ketoglutarate, which then enters the TCA cycle. The fate of glutamine is 

dependent on the activation state of the immune cell; it can either be oxidized completely to 
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generate ATP or used to replenish the metabolic intermediates of TCA cycles, which are 

diverted for macromolecule biosynthesis. The β-oxidation of fatty acids yields acetyl-CoA, 

which enter the TCA cycle and OXPHOS pathways to generate ATP.
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Figure 2. Metabolic pathways supporting ROS generation in macrophages and neutrophils
Macrophages and neutrophils rely on the production of reactive oxygen species (ROS) for 

their bactericidal actions. NADPH, which is required for the redox reactions of NADPH 

oxidase (NOX) system, is generated in the PPP branch of glycolysis or from the oxidation of 

glutamine-derived malate to pyruvate. In this manner, the metabolic pathways of both 

glycolysis and glutaminolysis contribute to the microbicidal activity of macrophages and 

neutrophils. In addition, mitochondrial ROS, which is derived from the inefficient flow of 

electrons through complex I and III of the electron transport chain (ETC), is a significant 

source of microbicidal ROS in macrophages.
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Figure 3. CAMs and AAMs use distinct metabolic programs to fuel their functions
Stimulation of TLRs by PAMPs, such as LPS, drives the expression of glycolytic genes and 

inflammatory cytokines, a transcriptional program that is primarily coordinated by HIF-1α 
in classically activated macrophages (CAMs). This transition to glycolysis allows CAMs to 

generate NADPH through the PPP to support their respiratory burst. Succinate, derived from 

glutamine-dependent anaplerosis, furthers stabilizes HIF-1α protein, resulting in increased 

transcription and release of IL-1β. Moreover, downstream of TLR signaling, mitochondrial 

ROS (mROS) can also support the microbicidal functions of CAMs. In contrast to the 

glycolytic program of CAMs, alternatively activated macrophages (AAMs) preferentially 

rely on β-oxidation of fatty acids and mitochondrial respiration for their sustenance and 

functional activation. Type 2 cytokines, such as IL-4 and IL-13, signal through their cognate 

receptors to activate the latent STAT6 transcription factor. STAT6 promotes the metabolic 

transition to oxidative metabolism by inducting genes important in fatty acid oxidation 

(FAO) and mitochondrial biogenesis. In addition, STAT6 transcriptionally induces PGC1β, 

PPARγ, and PPARδ, which synergize with STAT6 to enhance expression of alternative 

activation markers and stabilize the metabolic switch to oxidative metabolism. Induction of 

CARKL in AAMs results in inhibition of PPP and glycolysis, thereby favoring the oxidative 

program of AAMs.
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Figure 4. Metabolism of naïve, activated and memory T cells
Signaling via the IL-7 receptor (IL-7R) maintains Glut1 expression, glucose uptake, and 

mitochondrial OXPHOS in naïve CD4+ T cells. Upon activation, signaling via CD28 

activates the PI3K/Akt/mTOR pathway to induce glycolysis in activated T cells, whereas 

TCR-driven ERK/MAPK signaling initiates glutaminolysis to support T cell proliferation. In 

addition, glycolysis promotes the translation of cytokines in activated T cells. In 

metabolically restrictive environments, OXPHOS can promote the proliferation of activated 

T cells, whereas mROS can enhance antigen-specific T cell activation. In contrast to the 

activation of T cells, memory formation of CD8+ T cells is dependent on TRAF6 and IL-15 

driven FAO and mitochondrial biogenesis; the former is, in part, supported by activation of 

the cellular energy sensor AMPK.
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