
Ethical Issues in Social Media Research for
Public Health

Social media (SM) offer huge

potential for public health re-

search, serving as a vehicle for

surveillance, delivery of health

interventions, recruitment to

trials, collection of data, and

dissemination. However, the

networked nature of the data

means they are riddled with

ethical challenges, and no clear

consensus has emerged as to

the ethical handling of such

data.

This article outlines the key

ethical concerns for public health

researchers using SM and dis-

cusses how these concerns might

best be addressed. Key issues dis-

cussed include privacy; anonymity

and confidentiality; authenticity;

the rapidly changing SM environ-

ment; informed consent; recruit-

ment, voluntary participation, and

sampling; minimizing harm; and

data security and management.

Despite the obvious need,

producing a set of prescriptive

guidelines for researchers using

SM is difficult because the field is

evolving quickly. What is clear,

however, is that the ethical issues

connected to SM-related public

health research are also growing.

Most importantly, public health

researchers must work within the

ethical principles set out by the

DeclarationofHelsinki thatprotect

individual usersfirst and foremost.

(Am J Public Health. 2018;108:

343–348. doi:10.2105/AJPH.

2017.304249)
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Social media (SM) are a rap-
idly evolving set of tech-

nologies primarily encompassing
a group of social networking
sites, such as Facebook and
Twitter, that enable efficient,
free global communication
within a social network. For
many people, SM are reshaping
their social world, rewriting the
rules of social engagement and
sociability, and the impact that
this has on human behaviors
makes it an important avenue for
research.1 SM use has grown
nearly 10-fold in the past de-
cade,2 providing public health
researchers with a range of new
opportunities for large-scale
engagement with the public.
SM offer a platform for de-
livering dynamic, flexible, and
interactive content; tailoring
messages that express different
sentiments; identifying audi-
ences; and providing real-time
updates on users’ perspectives,
and they serve as a vehicle for
surveillance, health interventions,
recruitment and collection of trial
data, and dissemination of re-
sults3,4 at little cost. It is important
to acknowledge that each of these
uses has different ethical issues.

The networked nature of SM
data (i.e., relational data con-
tained in social profiles) is dis-
tinct from that of data in
traditional variable-based re-
search; data points are not simply
collected from individuals and
aggregated to provide pop-
ulation estimates; rather, they
are composed of interactions
between multiple participants,

usually on platforms owned
by a third party. They are thus
ill suited to standard consent
models based on assumptions
of individual sovereignty over
personal data. To date, ethical
handling of SM data in research
has been controversial, and no
clear consensus has emerged.
This has resulted in different
institutions and institutional
review boards (IRBs) putting
forward different guidance and
recommendations, leaving
them to learn through trial and
error. Current legislation on
data protection and informed
consent lags behind the poten-
tial of these new technologies,
and the ethical principles re-
main relatively underdiscussed.
Moreover, emerging trends in
these new technologies, for
example, live streaming, make it
impossible to predict all the new
legal and ethical issues that
public health researchers will
face.

Public health research must
adapt its traditional approaches,
and quickly, to ensure that it
complies with the highest

possible ethical standards to
protect the privacy of SM users.
The ethical issues identified are
relevant in all research contexts,
but the fact that every digital
interaction can become a unit of
data makes these issues far more
complex and not always within
the researcher’s control, nor is it
within the control of individual
persons to give consent. The
rapid evolution of SM technol-
ogies means that any ethical
guidance for researchers today
may have a limited shelf life. Such
a rapidly evolving world con-
notes the Red Queen hypothesis
(i.e., “it takes all the running you
can, to stay in the same place”).
Thus, the aim of this article is
not to enshrine inflexible pre-
scriptions on what should or
should not be done in every sit-
uation, but rather (1) to draw
attention to the nature of the
ethical considerations relating
to SM and (2) to suggest ap-
proaches that public health re-
searchers might usefully employ
when addressing these ethical
challenges.
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OVERARCHING ISSUES
Broadly speaking, the over-

arching issues pertaining to
SM-related public health re-
search are (1) privacy, (2) ano-
nymity and confidentiality, (3)
authenticity, and (4) the rapidly
changing global environment.

Privacy
Data privacy, defined as

“freedom from unauthorized
intrusion,”5(p53) concerns issues
related to privacy options and
user controls on SM platforms, as
well as the different terms of
service provided by each SM
platform. Interactions on SM are
generally, but not universally,
taken to fall somewhere on
a private–public spectrum.6

Others have contended that
framing privacy around a public–
private dichotomy is unhelpful
because the concepts are context
and culturally specific and plat-
forms such as Facebook have
purposefully worked to erode the
concept of privacy by claiming
that users want to share all their
personal information.7However,
SM communications and per-
sonal profile data leave a perma-
nent online trace, and different
users have different privacy ex-
pectations, enshrined in genera-
tional, social, and cultural
norms.2

The level of privacy attached
to data is dependent on the SM
platform and the privacy settings
chosen by individual users or
platform default settings, which
change regularly. One can only
properly grasp how to maximize
privacy by knowing precisely
what the default settings imply
and what the users have signed
up for. Most SM platforms offer
the option to amend privacy
settings to control access to
profiles and personal informa-
tion, and users can take specific
steps to control the flow of

information to different people
within their networks, for ex-
ample, by removing tags from
photographs. However, these
privacy settings are not particu-
larly user friendly.8

Further privacy issues emerge
with regard to SMplatform terms
and conditions, whereby users
often register and agree without
being fully aware of what they
are agreeing to, particularly re-
garding their personal data.9 SM
companies often make their
terms and conditions impossible
for even the most conscientious
user to comprehend. For ex-
ample, within Facebook’s byz-
antine policies, including a
14 000-word terms of service,
the company has made repeated,
often confusing, changes to its
privacy policies.10 A photograph
posted on Twitter remains the
intellectual property of the user,
but Twitter’s terms give the
company “a worldwide, non-
exclusive, royalty-free license
(with the right to sublicense)”
(File A, available as a supplement
to the online version of this ar-
ticle at http://www.ajph.org).
The company claims the right
“to use, modify or transmit your
photograph in any way.” In es-
sence, although these platforms
claim that you own your con-
tent, the corporations involved
can use the data however and
whenever they want.

Anonymity and
Confidentiality

How to deidentify participa-
tion in an increasingly net-
worked, pervasive, and
ultimately searchable “dataverse”
presents a huge challenge to
public health researchers—
anonymity is ethically crucial.
However, because of the trace-
ability of online SM content,
anonymity is not always possible,
and there have been intense

debates on the maintenance and
protection of participants’ ano-
nymity in SM research (File A).

Although researchers can
remove identifying information
(e.g., names) from data as per
standard IRB practice, other
data types that may not appear
to identify participants can be
vulnerable to disclosure because
of the ease of access to and
breadth of coverage of online
search engines.11 Although it
has been standard practice for
IRBs to deal with how in-
dividuals may become uniquely
identifiable through combina-
tions of attribute variables, and
they have guidelines on how to
advise researchers proposing
such data collection (e.g., re-
ducing demographic variables
in survey questionnaires), such
procedures are rendered in-
effective by the nature of SM
data when people’s relational
links are reliably predictive of
their personal attributes.12 Also,
others have demonstrated that
anonymization may not be
sufficient to protect privacy
when dealing with social
networks.13

The networked nature of the
data suggests that these are social
profiles rather than individual
profiles. SM data such as shared
photographs, videos, and identi-
fied friendship networks bring
their own unique anonymization
challenges because of their re-
lational nature. For instance,
non–research participants may be
tagged in research participants’
photographs or videos without
their explicit consent.What users
say about themselves can also
have (unintentional) implications
for others—for example, if users
state that they have a particular
inherited condition. So even if
researchers have gained consent
to use the primary participant’s
data, ethical problems will still
remain.

Authenticity
Conversely, given the preva-

lence of anonymous and fake user
accounts on SM platforms,14

ensuring the authenticity of
participants’ identity can be
problematic and affect the val-
idity of SM data and the need for
transparency in gaining informed
consent. Automated bots are an
increasing issue, particularly on
Twitter, where they can spam
and retweet certain hashtags in an
attempt to increase reach and
digital footprint.15,16 Similarly,
“astroturfing,” in which in-
dividuals are employed to adopt
false identities and establish a false
sense of group consensus, may
complicate matters further.

A suite of authentic user de-
tection tools can help combat
automated bots.17 However,
astroturfing by state-sponsored
actors acting en masse is a harder
problem to resolve, especially
without an in-depth knowl-
edge of the individuals’ online
histories—and although making
past comments available to online
community members is 1 solu-
tion, it brings with it other ethical
problems: ensuring that re-
searchers collect only data rele-
vant to their specified research
purpose and maintaining an in-
dividual’s right to privacy. When
public health researchers study
topics that may be seen as polit-
ically sensitive by public agencies
or corporate interests, the prob-
lem of unauthenticated SM users
and the solutions proposed to
mitigate this problem require
proper deliberation.

Rapidly Changing Global
Environment

SM are rapidly changing in
terms of how people engage with
the various platforms, the social
and cultural norms that govern
their usage, the development of
new platforms and the terms and
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conditions of their use, platform
functionalities, governance, reg-
ulations, and legislation. Such
factors are situated in a global
environment, with no physical
borders between countries to
dictate which legislation and
government rules and regula-
tions should be followed.
Researchers therefore need to
be cognizant of international
laws and expectations.

Furthermore, SM do not
operate in a vacuum but are part
of the wider media landscape,
involving interactions with those
of various vested interests. This
means that in addition to the
traditional research community
stakeholders (participants, pa-
tients, public, researchers, funders,
and journal publishers), a number
of other stakeholders are poten-
tially in play—including friends,
followers, corporate owners of
SM platforms, other commercial
interests (those using SM for
marketing and promotion
purposes), and third-party
advocates (such as legal and
cybersecurity experts).

Because the law is relatively
slow in keeping upwith technical
developments, the current focus
is on self-governance. Re-
searchers must nevertheless con-
sider extant laws in relation to
handling SM data. In Europe, the
European Union General Data
Protection Regulation will
change the legal landscape as of
May 2018, placing an onus on
researchers to provide a clear
account of and justification for
the good that their research can
offer. Part of the General Data
Protection Regulation is the
right of individuals to request that
their data be removed from the
dataset. This has important con-
sequences for SM research be-
cause online content can be
copied and shared rapidly, and
researchers are ill equipped to
handle deletion requests and

rarely check for deleted accounts
longitudinally (http://bit.ly/
NdpeIu).

RESEARCH
IMPLICATIONS

In this section, we discuss
key ethical issues to consider
throughout the research process
(File B, available as a supplement
to the online version of this article
at http://www.ajph.org). Ethical
considerations depend on a range
of factors, including the purpose
for which SM are being used
(e.g., surveillance, intervention,
recruitment, dissemination); the
public health behavior or con-
dition under investigation; the
target population; the role of
participants and their networked
community; the role of the
public health researcher; the SM
platform or platforms; and data
management. It is beyond the
scope of this article to discuss the
intricacies of each platform in
detail, and researchers should
carefully refer to the terms and
conditions of each platform be-
cause they vary substantially.

Informed Consent
When and how researchers

should seek informedconsent in an
environment that promotes so-
ciallymediated andco-constructed
texts or that fosters a sense of pri-
vacy in the crowd is a significant
challenge. This is especially so
when consent to taking part in
public health research in such
environments is inextricably
intertwinedwith how and towhat
extent users themselves (and their
friends and families) might have
consented (or not) to sharing their
information on SM platforms in
the first place.

Relying on implied consent is
problematic and should never be
the default position in public

health research.18 SM users who
knowingly interact publicly on
SM sites may not necessarily
expect their personal data to be
used for research purposes; with-
out changing their privacy settings
to reflect this, consent for usage
and collection of data are usually
implied via the platform’s terms
of service. However, people
are generally uncomfortable
with data being used in different
contexts from what they origi-
nally intended or with being
“watched” (http://bit.ly/
2EcKo4R).

The lack of clarity around data
ownership raises the issue of
gatekeeper permission from the
SM platform as well as consent
from the participant. For exam-
ple, Facebook’s Statement of
Rights and Responsibilities now
states that, when collecting users’
personal data, one must obtain
consent, make it clear who is
collecting the information, and
declare how the data will be used.
This change in Facebook’s data
use policy to explicitly include
research was on account of the
significant criticism (File A) it
received regarding the covert
“emotional contagion” study
Facebook conducted in 2012 that
involved approximately 700 000
of its users, from whom no re-
search consent was obtained, to
whom no study information was
provided, and who were unable
to withdraw from the study. This
is a prominent example of how
the risks associated with SM
health research contrast sharply
with those posed in real-world
“public crowd” scenarios in
standard public health studies, in
which the possibility of manip-
ulating individual participants is
vastly reduced compared with
the personalized nature of SM
interactions.19

The process by which consent
is sought and given in an SM
environment alsowarrants special

attention. “Behavioral lock-in”
modes of consent, such as “click
wrap,” that involve users having
to actively provide a manifesta-
tion of consent by clicking “I
agree,”20 are deemed insufficient
by some.21 Such methods pre-
suppose that users will read the
terms before clicking “Yes” to
facilitate quick access to services
and understand the often lengthy
terms and conditions of their
service contract with the SM
platform—contrary to standard
research ethics guidelines about
ensuring the comprehension of
study information and a standard
reflection period between re-
search invitation and consent in
traditional health research, rang-
ing from at least 24 hours to as
much as 7 days.

Indeed, the fact that the
business models of SM platforms
are predicated on exploiting user
content for profit means that
one can no longer apply the as-
sumption that having gatekeeper
permission for one’s study from
the owner of the data platform is
any guarantee of robust research
governance in theway it has been
traditionally understood by the
research ethics community. This
is especially sowhen such consent
is not based on equal power parity
between the individual user and
the service provider, and users
have few alternatives to partici-
pation in such online platforms
(e.g., SM accounts being used as
a credentialing mechanism). In
such contexts, participation is not
voluntary but is coerced or, at
best, induced.

Accessing user content for
public health research from data
that are generated in this way by
SM platform owners, when in-
formed consent has manifestly
not taken place according to the
ways it has been understood
under theDeclaration ofHelsinki
regarding the right to make in-
formed decisions, raises issues
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about research practice that
cannot simply be trumped by the
public interest argument. The
principle of voluntary participa-
tion must remain a cornerstone
of public health research in the
SM era.

More positively alternative
methods of obtaining dynamic or
meaningful consent have been
proposed for SM research,18,22–24

and an overview of innovative
approaches to improving and
expanding the informed consent
process for researchers and par-
ticipants in Internet-based trials
has been provided by Grady
et al.25 (File B).

Recruitment and
Sampling

Using SM as a method for
identifying and contacting po-
tential research participants is
attractive for public health re-
search because of their wide
reach. Two core issues to con-
sider are (1) compliance with the
platforms’ terms of use and (2)
recruitment via the networks of
others (e.g., friends, followers), in
which researchers seek consent
from current or potential par-
ticipants before soliciting partic-
ipation from their online
network. Researchers are re-
ferred to a set of resources de-
veloped to help researchers and
IRBs navigate through ethical
issues specifically for using SM as
a recruitment tool.26

Minimal verifiable key
demographic indicators (e.g.,
age, race, and gender) can be
a major issue when using SM
for recruitment and sampling,
presenting difficulties in iden-
tifying minors and other
vulnerable populations and
limiting both the inferences
that can be drawn and the
ability to identify specific
populations. Demographic
(and other) data are available at

the individuals’ behest (through
their chosen settings) and the
SM platform.

Unique to evolving SM
technologies are techniques such
as facial recognition and machine
learning that can infer users’
gender, age, race, and location by
means of the platform’s metadata
(see http://bit.ly/2AmCvvW for
a review). Demographic data can
be inferred from Twitter with
reasonable accuracy (60%–90%),
which poses concerns for SM
users’ voluntary participation
when their personal information
could be given away without
their knowledge. The usual
modus operandi for IRBs to
protect participants’ identities has
centered on delinking or re-
ducing the amount of personally
identifiable information col-
lected by the researcher (e.g.,
storing personal identifiers away
from collected data or restricting
the number of demographic
variables asked in a survey), but
such mechanisms are no longer
effectivewhen such demographic
data can be predicted via other
disclosed data.

Another standard means of
protecting participants’ identi-
ties in traditional variable-based
research is to present only ag-
gregate data. However, aggre-
gating data from a group of
individuals with a particular
sociodemographic characteristic
on the basis of the number or
nature of the connections that
they share actually increases the
threat to anonymity. This fact
might not be appreciated by
most SM users and IRBs.

Furthermore, sampling
methods (e.g., tweets to com-
plete a survey) can present issues
such as oversampling, because
sent and shared messages are
quickly beyond researchers’
control. Researchers cannot
control who sees a shared mes-
sage, nor can they ensure the

accuracy of accompanying in-
formation. Promoted messages
can help targeting to some ex-
tent, but again researchers are
beholden to unknown platform
algorithms and the level and ac-
curacy of the data provided by the
individual. Most SM platforms
are now also advertising channels,
and individuals are “served” in-
formation on the basis of not
only their demographic profiles
(which they have provided), but
also their interests, online be-
haviors, and prior interactions
(which they may not be aware
can also be targeted).

Minimizing Harm
Vigilance is required when

conducting SM research on
sensitive topics that might permit
the identification of participants,
resulting in stigmatization; the
dissemination of findings that
could harm an individual or social
group; challenges to an in-
dividual’s values or beliefs; and
instances of bullying and abuse.
Such research risks inducing or
exacerbating emotional dis-
tress.27 Clear distress protocols
must therefore be in place from
the outset, detailing how such
instances will be handled.

This has particular implica-
tions for research involving
minors and other vulnerable
populations. In addition to en-
suring that research adheres to
specific legislation such as the
Children’s Online Privacy Pro-
tection Rule (https://www.
ftc.gov/enforcement/rules/
rulemaking-regulatory-reform-
proceedings/childrens-online-
privacy-protection-rule) and the
Council of Europe’s (https://rm.
coe.int/168066cff8) recommen-
dations, potential means to
minimize harm would be to
work with well-established or-
ganizations for children and
young people that already have

a good track record of being in-
volved in ethical online research
involving minors. Such ethical
practices usually include having
robust internal governance
structures that are participant led,
with young people and members
of vulnerable populations in-
volved in well-supported par-
ticipatory governance processes
of reviewing and sanctioning
research applications that seek
access to their user data.

Similarly, researchers’ well-
being should be consideredwhen
they are being exposed to explicit
content, such as extreme or
degrading pornographic images;
content depicting abusive, vio-
lent, or threatening behavior; or
content that promotes or con-
dones offensive beliefs (e.g.,
racism, sexism, and extremism).
Appropriate debriefing channels
should be put in place to protect
researchers’ well-being, particu-
larly when dealing with such
sensitive issues.

The identity and role of the
public health researcher must also
be considered. These roles may
vary: recruiting participants
to trials, delivering interven-
tions and messages, supporting
participants, gaining feedback,
crowdsourcing, and observing
and collecting data. These roles
may be carried out silently, via
a page or profile or even through
fake identities and avatars.28 Each
of these roles comes with its own
ethical issues; for example, the
perception that researchers are
lurking may damage public per-
ception and trust in ways that set
back research progress.29 In every
case, though, researchers should
minimize the possibility of
sanction by acknowledging and
following their institution’s or
their profession’s SM guide-
lines.15,30 If direct contact with
individuals is to occur via SM
channels, researchers must decide
whether they are to separate their
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professional and personal identi-
ties or to merge them; they must
also remember that even if con-
tact is private, information being
exchanged is not always secure
and protected.15 A clear de-
scription of the researcher’s role,
including limitations, should be
agreed on at the beginning of
a project to ensure consistency
and authenticity.

An additional complication
in some types of research is the
ethical problem of algorithmic
timelines and social advertising—
that is, the often unequal in-
formation to which individuals
on SM are exposed.28 The al-
gorithms controlled by the SM
platform choose the information
users are exposed to, contingent
on machine learning techniques
to manipulate their online be-
havior. Therefore, the SM plat-
form determines what users see,
and this process is opaque to re-
searchers.31 Public health mes-
sages disseminated through SM,
therefore, may not reach the
intended audiences, which has
particular issues for minors and
other vulnerable populations and
poses challenges to both reach
and equity.

Data Security and
Management

Standard data management
issues relating to storage, sharing,
security, ownership, and dis-
semination must be considered.
The ethical issues that arise will
depend on the source (e.g.,
streaming, search API, accessing
Firehose) and type of data being
collected (e.g., sociodemo-
graphic information, text, pho-
tographs, videos, relationships,
geolocation, beliefs, and
opinions).

SM data require a high level of
security. Security protocols are
continually under development,
creating standardized tools for

ensuring that access to all data
are restricted and the data are
encrypted. Data curation and
analysis carried out on the In-
ternet should be conducted
outside the SM platform, and SM
data should not be linked to other
online information. Data col-
lected on SM are dependent on
the security of the platform itself
and may be at threat from
hackers; this risk is beyond the
researchers’ control. External
survey Web sites may be used to
collect public health information,
but all data should be stored in
anonymized form behind a se-
cure firewall within the research
institution.32

There are data analysis issues
inherent in and specific to SM
research. Readers are referred to
a number of studies that have
discussed constraints and poten-
tial solutions.33–37 Most impor-
tant, however, the networked
(i.e., relational) nature of the data
violates the independent data
assumptions of most standard
statistical analysis techniques, so
methods more suited to non-
independent data must be
considered.

Finally, how to determine
whether a participant has for-
mally withdrawn from a study is
difficult. For example, if a user
removes data from the SM site
(i.e., deletes posts), this does not
remove the data from the re-
search database.

A WAY FORWARD
We envisage this article

serving as a roadmap to inform
and educate both research and
SM communities. Opportuni-
ties exist to develop resources
with an evolving format, such as
a wiki page for SM researchers,
including a set of training re-
sources for corporate own-
ers of SM platforms, ethics

committees, researchers, prac-
titioners, and journal publishers.
Indeed, we are starting to see the
development of such resources
and tools for broader digital
technologies,28,38,39 but there
is still scope for further de-
velopments. These resources
should provide an opportunity
for the public health research
community to work with other
stakeholders rather than in an
echo chamber of other like-
minded researchers.

Ethical issues connected to
SM-related public health re-
search are growing, requiring
public health researchers, for
now, to view each project on
a case-by-case basis and re-
searchers to share their learning
as they navigate this new and
evolving landscape. Finally,
public health researchers must
recognize the self-serving interest
of SM corporations and work
within ethical principles that
protect individual users, who
are often powerless and unin-
formed in the labyrinthian SM
environment.
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