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Abstract

Charged and polar groups, through forming ion pairs, hydrogen bonds, and other less specific 

electrostatic interactions, impart important properties to proteins. Modulation of the charges on the 

amino acids, e.g., by pH and by phosphorylation and dephosphorylation, have significant effects 

such as protein denaturation and switch-like response of signal transduction networks. This review 

aims to present a unifying theme among the various effects of protein charges and polar groups. 

Simple models will be used to illustrate basic ideas about electrostatic interactions in proteins, and 

these ideas in turn will be used to elucidate the roles of electrostatic interactions in protein 

structure, folding, binding, condensation, and related biological functions. In particular, we will 

examine how charged side chains are spatially distributed in various types of proteins and how 

electrostatic interactions affect thermodynamic and kinetic properties of proteins. Our hope is to 

capture both important historical developments and recent experimental and theoretical advances 

in quantifying electrostatic contributions of proteins.
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1. INTRODUCTION

Amino acids with ionizable side chains, e.g., Asp, Glu, His, Lys, and Arg, impart important 

properties to proteins. Modulation of the charges on these amino acids, e.g., by pH,1 may 

result in significant changes such as protein denaturation.2 Charge alteration by 

phosphorylation and dephosphorylation of Ser, Thr, and Tyr is key to inducible protein–

protein interactions, which underlie the switch-like response of signal transduction networks.
3 Other types of posttranslational charge-altering modifications, such as acetylation of Lys, 

can moderate the strength of protein–DNA association, most notably in the nucleosome. 

Charged residues can play critical roles in regulating protein condensation, as illustrated by 

the β subunit Glu6 → Val mutation in the polymerization of sickle hemoglobin.4,5 Nucleic 

acids and cell membranes have surface charges; thus binding of proteins to these targets is 

expected to be strongly influenced by electrostatic interactions. Charges also have profound 

effects in processes such as conduction of ions through transmembrane channels and binding 

of metals (e.g., Ca2+) or charged ligands (e.g., ATP) to specific sites in proteins. In addition 

to residues carrying net charges, polar residues have significant partial charges and form 

hydrogen bonds and other less specific electrostatic interactions among themselves and with 

charged residues. This review aims to present a unifying theme among the various effects of 

protein charges and polar groups. Simple models will be used to illustrate basic ideas about 

electrostatic interactions in proteins, and these ideas in turn will be used to elucidate the 

roles of electrostatic interactions in protein structure, folding, binding, condensation, and 

related biological functions.

Charged residues differ from nonpolar residues (e.g., Leu and Ile) in crucial ways. The 

hydrophobic interactions of nonpolar residues are a driving force for the folding stability of 

proteins.6–10 On the other hand, because charges can be either positive or negative and 

opposite charges attract whereas like charges repel, interactions between charged residues 

can confer specificity. Interactions of charged residues with polar groups, in particular in the 

form of hydrogen bonds, reinforce specificity. In addition, charge–charge interactions can be 

strong even at a distance (e.g., of 5–10 Å). Such “long-range” interactions can be a crucial 

factor in determining the rate constants of proteins binding with small and macromolecular 

partners.11,12

There are strong energetic penalties for burying charged residues in nonpolar environments, 

probably much stronger than those encountered in exposing nonpolar residues to aqueous 

environments. It is this strong penalty that prevents normal hemoglobin from forming the 

sort of polymers formed by sickle hemoglobin. In general, charged residues help keep 

proteins from aggregation and contribute significantly to the solubility of water-soluble 

proteins.

In addition to the foregoing generic roles, charged residues are often found in functional 

sites and directly participate in functions. For example, as part of the catalytic triad in serine 

proteases, an Asp residue is involved in shepherding the catalytic process. Acidic residues 

are recognized as key sites for facilitating the transport of protons through proteins.13–15 

Charged residues often line binding sites for metal ions such as Ca2+ and charged ligands 

such as ATP.16–18 DNA-binding proteins such as transcription factors may use Arg residues 
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to sense whether a specific site is found.19,20 Basic residues are an essential part of the 

sequences that serve as signals for nuclear import of many proteins.21,22

Side-chain charges can be changed through protonation–deprotonation and posttranslational 

modifications such as phosphorylation–dephosphorylation. The former can be controlled 

internally by changes of protein conformations and externally by changes of pH. The latter 

are typically controlled by enzymes (i.e., kinases and phosphatases). The strengths of 

charge–charge interactions can be further modulated by variations in salt concentrations in 

and dielectric constants of the cellular milieus. In particular, the dielectric constants in the 

middle of a membrane bilayer and in the surrounding aqueous environment are drastically 

different,23,24 and the resulting “dielectric barrier” explains the low permeability of small 

ions through the membrane.25 Dielectric constants can also be very different in different 

protein phases26,27 and have a significant dependence on temperature.28 The influences of 

salts and temperature can be particularly relevant for proteins in halophilic and thermophilic 

organisms. This multitude of controls affords ample opportunities for electrostatic 

interactions to be fine-tuned in order to achieve optimal effects on protein functions in their 

cellular contexts.

Different aspects of protein electrostatics have been reviewed.29–48 Our goal here is to 

present a comprehensive coverage on the uses of electrostatic interactions by proteins in 

tuning their basic biophysical properties and in performing their biological functions, with 

emphasis on conceptual understanding and connections among the various effects. We will 

consider various types of proteins (Figure 1), including both those that form globular 

structures and those that are intrinsically disordered; both water-soluble proteins and integral 

as well as peripheral membrane proteins; and proteins that form complexes with other 

proteins or nucleic acids. We will examine how charged side chains are distributed in these 

proteins and how electrostatic interactions affect thermodynamic and kinetic properties of 

processes including protein folding and binding. Our hope is to capture both important 

historical developments and recent experimental and theoretical advances in quantifying 

electrostatic contributions of proteins.

2. THEORETICAL BACKGROUND

When it comes to the interactions between charges, the surrounding medium exerts a strong 

influence. For example, in vacuum the energy of interaction between two charges q1 and q2 

at a distance r is, according to Coulomb’s law

(1a)

However, in a solvent with a dielectric constant εs, the interaction is weakened by a factor of 

εs:
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(1b)

In these expressions, charges are in units of proton charge, distances are in angstroms (Å), 

and energies are in kilocalories per mole (kcal/mol); the numerical factor 332 (more 

precisely, 332.064) is determined by the vacuum permittivity and proton charge in units of 

coulomb as well as the conversion factor for energy from joules to kcal/mol. Events such as 

folding and binding change both the distances between and the medium around protein 

charges, and therefore the electrostatic energies will change significantly.

Accounting for electrostatic interactions in proteins is complicated because the medium 

around protein charges is not homogeneous. The solvent, water for aqueous solutions, is 

very polar (as reflected by a large dielectric constant of ~80 at room temperature), but the 

protein interior is very nonpolar (with a dielectric constant generally taken as 2–4, although 

values as high as 40 have been used49–52).53 Each charge inside the protein will interact with 

the solvent. When other charges are present, the charges also interact with each other, but the 

interactions are screened by the solvent. The charge–solvent interactions and solvent 

screening of charge–charge interactions significantly affect the electrostatic energies of 

proteins.

2.1. Models of Born, Debye and Hückel, and Linderström-Lang

An important fact about charges is that they interact very favorably with polar solvents over 

nonpolar ones. This was recognized by Born,54 who developed the now well-known Born 

model, originally to explain how the cloud chamber worked as a particle detector. When 

charged particles passed through the saturated water vapor in the chamber, water droplets 

formed along the paths. This early (charged) particle detector won its inventor C. T. R. 

Wilson the 1927 Nobel Prize in Physics. Born modeled a charged particle or ion as a sphere 

with radius a and charge q (here assumed to be distributed uniformly over the surface). The 

energy of the ion due to its interaction with the surrounding medium with a dielectric 

constant ε, by solving the Poisson equation for the electrostatic potential, is

(2a)

If the ion is transferred from a nonpolar environment (e.g., water vapor or protein interior) 

with a dielectric constant εp to a polar solvent with dielectric constant εs, the solvation 

energy is

(2b)
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This last result is valid for any spherically symmetric charge distribution within the ion. 

With a = 2.5 Å, q = ±1, εp = 4, and εs = 80, the solvation energy is −15.8 kcal/mol. This 

very favorable solvation energy then explains the traces of water droplets left by passing ions 

in the Wilson cloud chamber. Because an ion is so much more favorable in liquid water than 

in water vapor, the vapor condenses into liquid in order to solvate the ion. The same 

explanation applies to the melting of snow by salt spray and the releasing of water from 

cooking leafy vegetables upon adding table salt. These daily experiences make it easy to 

understand the strong tendency for charged residues to be near the surfaces of water-soluble 

proteins.

Debye and Hückel55 realized that mobile ions in water affect charge–solvent interactions. By 

a mean-field treatment of the ion distribution in the solvent, the Poisson equation for the 

electrostatic potential ϕ becomes56

(3)

where κ = (8πNAe2I/εskBT)1/2 with NA denoting Avogadro’s number, e proton charge, I the 

ionic strength, kB Boltzmann’s constant, and T the absolute temperature. For water at room 

temperature, κ ≈ I1/2/3.04 Å−1 when I is in molar. Equation 3 is known as the linearized 

Poisson–Boltzmann equation. For the charged solute considered in the Born model, one now 

has

(4a)

where a′ is the radial distance to which mobile ions are excluded. If now the ionic solute is 

transferred from the nonpolar to the polar solvent, the solvation energy becomes

(4b)

The second term, due to the redistribution of mobile ions, makes the solvation even more 

favorable. Though the magnitude of this term is relatively small for a single ion, we will see 

that the effects of this term on proteins can be important, e.g., when studying the dependence 

on salt concentrations (in particular, section 2.3).

Mobile ions also affect interactions between charges. For two spherical solutes with charges 

q1 and q2 and closest-approach distances a1′ and a2′ for mobile ions, the energy of 

interaction at a large distance r is57
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(5)

which amounts to treating each solute as a test charge inside the electrostatic potential of the 

other solute. When κ = 0, eq 5 reduces to eq 1b. The strength of charge–charge interaction 

decreases with increasing ionic strength.

Linderström-Lang1 adapted the Born model for proteins with the Debye–Hückel effect 

included. A folded protein was approximated as an impenetrable sphere (with radius R). 

Replacing a by R and a′ by R′ (closest-approach distance for mobile ions) in eq 4a, the 

energy of interaction of the protein with solvent is

(6)

q now represents the net charge on the protein.

2.2. Tanford–Kirkwood Model

In eq 6, the net charge q was modeled as smeared uniformly over the protein surface. 

Tanford and Kirkwood58,59 introduced a more realistic treatment by using discrete charges. 

For a point charge qi located at radial distance ri inside the spherical protein with dielectric 

constant εp, the solvation energy is

(7)

where Ll = 1 + l + (εp/εs)l, Xl = κR′Kl−1/2(κR′)/Kl+1/2(κR′), and Ml = Ll + (Ll + Yl)Xl/(2l
+1), with Yl = (1 − εp/εs)l(R/R′)2l+1 and Kl+1/2(x) denoting modified Bessel functions of the 

second kind. The first summation is the extension of the Born equation (eq 2b) and accounts 

for charge–water interaction, while the second summation accounts for the effect of mobile 

ion redistribution in response to the protein charge. If the charge is distributed with spherical 

symmetry, only the l = 0 term survives in each summation. Equation 7 then reduces to eq 4b 

(with R and R′ of the protein replaced by a and a′ for the ionic solute).60 As the charge is 

moved from the center of the protein toward the surface, its interaction with the solvent 

becomes more and more favorable (Figure 2a, purple curve). This result explains why 

charged residues are usually found near surfaces in water-soluble proteins. The favorable 

charge–solvent interaction is the basic reason why charged residues contribute significantly 

to the solubility of water-soluble proteins (see section 2.3 and section 5.3.1). Conversely, the 

energetic cost of desolvating small ions in the middle of cell membranes explains why their 

transport requires channels or carriers.25
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When two point charges qi and qj are located inside the protein, their interaction energy is

(8)

where ri and rj are the radial distances of the charges, rij is the distance between them, θij is 

the angle between their radial vectors, and Pl(x) are Legendre polynomials. The first term is 

just the Coulomb interaction between the charges in the protein dielectric, the second term is 

due to screening of the interaction by water, and the last term accounts for the screening by 

mobile ions. The strength of interaction decreases when the charge pair is moved from the 

center of the protein toward its surface due to increased solvent screening (Figure 2a, green 

curve).

When multiple charges are present, the solvation energy (eq 7) should be summed over all 

charges and the interaction energy (eq 8) summed over all charge pairs. The addition of the 

two contributions

(9a)

is the electrostatic energy of the total charge distribution. There are different ways of 

partitioning eq 9a. Gel would be given by the first term (Coulomb interaction energy) of eq 8 

if the protein dielectric were extended to infinity. Hence the remaining terms constitute the 

solvation energy for the set of protein charges, when the protein is embedded in the solvent. 

We then write

(9b)

In particular, a dipole p0 can be mimicked by a pair of opposite charges ±q at a separation rij 

→ 0 but with qrij = p0. If the midpoint of the charge pair is at the center of the protein 

(hence ri = rj = rij/2 and θij = 180°), then the solvation energy of the dipole at κ = 0 is

(9c)
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This result was first obtained by Bell61 and Onsager.62

The first term of eq 7 and the first and second terms of eq 8 together give the electrostatic 

energy in the absence of salt ions (i.e., κ = 0), hereafter denoted as Gel0. The contribution of 

added salt ions, accounted for by the last terms of eqs 7 and 8, will be referred to as the 

Debye–Hückel term, ΔGDH. We then have

(9d)

As an example, let us consider a spherical protein with 46 point charges, 26 with a charge of 

+e and the rest with charge −e (the net charge is thus +6e). All the point charges have the 

same radial distance of 14 Å, but the directions of their radial vectors are random with the 

provision that no two charges are closer than 4 Å. For this charge distribution, Gel0 has a 

value of −403 kcal/mol. The dependence of ΔGDH on ionic strength is shown in Figure 2b.

The Tanford–Kirkwood model can be used to illustrate various effects of protein 

electrostatic interactions.63 In particular, it has sometimes been mistakenly assumed that 

mobile ions at high concentrations can completely screen out electrostatic interactions inside 

the protein. Figure 2b shows that, as the ionic strength → ∞, the magnitude of the 

electrostatic energy increases continually.64 However, at high ionic strengths, mobile ions 

will compete for hydration water and a new effect comes into play.

2.3. Salting In and Salting Out

High salt concentrations tend to precipitate proteins, a phenomenon documented by 

Hofmeister in 188865 and now known as the Hofmeister effect. As we have noted, ions favor 

a polar environment over a nonpolar one. It is thus energetically unfavorable for the ions to 

move from the bulk solvent to the surface of a protein molecule, even though such 

redistribution of ions lowers the electrostatic energy of the protein charges. (In essence the 

ions are repelled by their dielectric images.66) Salts thus exert two opposing effects: the 

electrostatic energy of the protein charges favors distribution of counterions around the 

protein surface, but the solvation energy of the mobile ions favors hydration in the bulk 

solvent. If the protein molecule can exist in two states (such as folded and unfolded) or two 

phases (such as solution and solid) that differ in surface exposure to the solvent, then, 

depending on their concentrations, salts may shift the equilibrium in either direction.

Kirkwood67 made calculations of the two opposing energetic contributions in an effort to 

explain the dependence of protein solubility on salt concentration. He showed that, at low 

salt concentrations, the Debye–Hückel term dominates and salts thus shift the equilibrium 

toward the solution phase, i.e., an increase in solubility, or salting in. On the other hand, at 

high salt concentrations, the contribution from hydration of the ions (to be called the 

Kirkwood term) dominates and salts then shift the equilibrium toward the solid (either 

amorphous or crystalline) phase, i.e., a decrease in solubility, or salting out.

In 2005 these ideas were put into a more rigorous framework.68 The Kirkwood term was 

shown to be the work of charging up ions around the protein low-dielectric cavity (assumed 
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to be spherical). Distribution of the ions was modeled by the Poisson–Boltzmann equation. 

Results for both the nonlinear and linearized equations were obtained, but here only those 

from the linearized version are presented for illustration. The work of charging up a single 

ion of species α, with charge eα, at radial distance r from the protein, in the presence of all 

other ions, is

(10a)

where

(10b)

with Il+1/2(x) denoting modified Bessel functions of the first kind. A special case of eq 10a 

with R′ = R has been derived previously.69 The work to charge up an equilibrium 

distribution of all the ions is

(10c)

where ρα is the bulk concentration of ion species α. WK measures the dehydration cost of all 

the ions surrounding the protein. Figure 3a shows the energetic cost, uα(r), for bringing an 

ion of species α from bulk solution to a spherical protein in the presence of 1 M 1:1 salt; 

Figure 3b shows the Kirkwood term as a function of ionic strength.

The solubility, S, is the protein concentration of the solution phase in equilibrium with the 

solid phase. This equilibrium requires the equality of the chemical potentials, denoted as μs 

and μc, respectively, of a protein molecule in the two phases. To illustrate, we model the 

solution phase as dilute and the solid phase as a crystalline lattice of solvated protein 

molecules. The equality of the respective chemical potentials is

(11)

where μex is the excess chemical potential of a protein molecule in the solution, arising from 

interactions with the solvent environment; Ec is the free energy of a protein molecule in the 

crystalline lattice, arising from interactions with the solvent environment and neighboring 

protein molecules; vc is an effective free volume that is accessible to the protein molecule in 

the crystalline lattice; and C° is an arbitrary reference concentration. Assuming that salts 
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affect μs (specifically μex) but not μc (see next paragraph), the ratio of the protein solubility 

levels, S/S0, in the presence and absence of salts is given by68,71,72

(12)

As illustrated by using the ΔGDH term shown in Figure 2b, eq 12 predicts a biphasic 

dependence of the solubility on salt concentration (Figure 3b). As I increases from zero, S 
initially increases but then turns over. The initial increase in S is due to the favorable ΔGDH 

term. At higher I, WK has a much stronger dependence than ΔGDH, leading to the turnover 

in S. Eventually, WK becomes dominant and S can ultimately decrease to less than S0. Most 

salts at lower concentrations (I < ~1 M) have a salt-in effect on proteins (Figure 3c), as 

predicted by a favorable Debye–Hückel term in eq 12 (Figure 2b).68,70,72 Some salts have a 

salt-out effect, qualitatively consistent with the Kirkwood term in eq 12.

Salts can freely diffuse between the solution and crystalline phases73 (for a protein with a 

net charge, counterions should be in slight excess over co-ions in the crystalline phase in 

order to maintain overall charge neutrality). In theory, salts in the solvent region of the 

crystalline phase can affect Ec in the same way as they affect μex. However, each protein 

molecule in the crystalline phase has less surface exposure to the solvent than in the solution 

phase, so correspondingly the magnitudes of both the Debye–Hückel and Kirkwood terms 

should be less than those in the solution phase. Additionally, salts in the solvent region may 

screen the repulsion between like-charged protein molecules (see eq 5) in the crystalline 

lattice, thereby countering the effect of the Kirkwood term of the crystalline phase. This 

screening effect has sometimes been claimed as the main role of salts on protein solubility. If 

this claim were correct, one would only predict salting out, which contradicts with the 

experimental observation of salting in for most salts at I < ~1 M. An increase in salt 

concentration required for lysozyme crystal formation at pHs with higher protein net charges 

was observed, and was explained in terms of salt screening of the repulsion between net 

charges (presumably with a greater effect in the crystalline phase than in the solution phase).
74 We note that this observation can have a different explanation: a higher net charge means 

that the protein–solvent interactions in the solution phase become more favorable (see 

section 5.3.1), and therefore an increase in salt concentration is required for the Kirkwood 

term to drive the protein into the crystalline phase.

Although eq 12 predicts that all salts at high concentrations favor the state or phase of a 

protein with less surface exposure (e.g., folded over unfolded state and solid over solution 

phase), different ions actually have very different effects on protein stability and solubility 

(among other properties). The variation of the effects of different ions generally follows 

similar orders for different properties, and is known as the Hofmeister series. Ions at one end 

of the series are called kosmotropes (e.g., SO4
2−, HPO4

2−, Mg2+, Ca2+, Li+, and Na+), 

which at high concentrations stabilize and salt out proteins, in agreement with expectation 

from ion dehydration cost. In contrast, ions at the other end of the Hofmeister series (SCN−, 

I−, and (NH2)3C+), called chaotropes, tend to destabilize and salt in proteins. Relative to 

kosmotropic ions, chaotropic ions were noted to have smaller charge densities (low valency 
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and/or large radius).75 In comparison to Cl− (a moderate kosmotrope), SCN− and I− were 

found to have preferential binding with protein backbone amides.76–79

Finally, we mention that protein–ion interactions at low salt concentrations also exhibit ion-

specific variations, beyond what can be captured by the Debye–Hückel term. In particular, 

the levels of preferential accumulation of anions around a positively charged protein 

followed the order SO4
2− > SCN− > I− > Cl−, which, with the exception of SO4

2−, is almost 

the Hofmeister series in reverse and has been termed the electroselectivity series.80 

Conversely, polyvalent cations (e.g., Y3+) can bind tightly to acidic residues and even lead to 

inversion of the protein net charge.81 In addition to interacting with proteins in various ways 

and mediating protein–protein interactions, salts also exert an indirect effect on protein 

stability and solubility through increasing the protein–water interfacial tension,66,68 thereby 

strengthening hydrophobic interactions in proteins.82

2.4. pKa Shift

The side chains of some amino acids, notably Asp, Glu, His, Lys, and Arg, can uptake or 

release a proton, depending on the proton concentration (i.e., pH) of the solution. The 

protonated fractional population of a side chain varies with pH through the relation

(13a)

where pKa is the pH at which f = 1/2. Equation 13a is equivalent to a Boltzmann distribution 

with an “energy” function

(13b)

where x = 0 for the unprotonated state and 1 for the protonated state. The probability of the 

protonated state predicted by the Boltzmann distribution is exactly f, and the probability of 

the unprotonated state is 1 − f. The average protonation, x̄, of the side chain is then 1·f + 0·(1 

− f), which, as desired, equals f.

When isolated in solution (as found for model compounds), the pKa values of the side chains 

are approximately the following: Asp, 4.0; Glu, 4.4; His, 6.3; Lys, 10.4; and Arg, 12.0. The 

N- and C-termini of proteins are also ionizable, with model-compound pKa values of 7.5 and 

3.8, respectively. Protonation changes the net charge of Asp, Glu, and the Cterminus from 

−1 to 0 and the net charge of His, Lys, Arg, and the N-terminal from 0 to +1. We introduce a 

parameter γ to distinguish the two classes of ionizable groups, with values of −1 for the 

former and +1 for the latter. For either class, the net charge is either 0 or γ and its value in 

protonation state x can be written as ξ = x + ξ0, with ξ0 = (γ − 1)/2.

In the folded protein environment, electrostatic interactions with the solvent and the rest of 

the protein will shift the balance between the two protonation states of an ionizable group.83 

Zhou and Pang Page 11

Chem Rev. Author manuscript; available in PMC 2019 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



If the electrostatic energy of the protein changes by ΔGel when ξ changes from 0 to γ and 

the corresponding change in the model compound is ΔGel;model, then the energy function can 

be written as

(13c)

where  is the pKa for the model compound and ΔΔGel = ΔGel − ΔGel;model. Comparison 

of eqs 13b and 13c gives

(13d)

The protonation site in the protein differs from its counterpart in the model compound both 

by its exposure to the solvent and by the presence of other protein charges. Thus, ΔΔGel 

consists of two terms:

(13e)

The desolvation cost ΔΔGsolv is always positive for a protein charge and thus favors the 

uncharged state (i.e., ξ = 0), thereby upshifting the pKa of Asp or Glu and downshifting that 

of His, Lys, or Arg. On the other hand, favorable interactions with nearby charged and/or 

polar groups lead to a negative interaction energy Gint, thereby downshifting the pKa of Asp 

or Glu and upshifting that of His, Lys, or Arg.

To illustrate the two opposite effects, consider a protein modeled as a sphere with a radius R 
and a model compound as a sphere with a radius a (Figure 4a). Let us assume that all the 

charge of the ionizable group in the charged state (i.e., ξ = γ) is located at a point, at a radial 

distance r1 in the protein and at the center in the model compound. The desolvation cost, 

ΔΔGsolv, of the net charge q1 = γe, calculated as the difference in solvation energy between 

the protein (eq 7) and the model compound (eq 2b), is 5.5 kcal/mol for R = 16 Å, r1 = 14 Å, 

and a = 2.5 Å.84 This corresponds to a pKa shift of 4 pH units. If there is a charge of q0 = 

−γe preexisting in the protein, at a radial distance r0 = 14 Å and a distance r10 = 4 Å from 

the protonation site, then the interaction with the ionizable group makes an energetic 

contribution of Gint = −6.7 kcal/mol (eq 8). Adding ΔΔGsolv and Gint together, the pKa shift 

is a moderate 0.8.

Proteins typically have dozens of ionizable groups. The protonation probabilities at different 

sites influence each other. To illustrate, consider a protein with three ionizable sites (Figure 

4b). Each site can be either protonated or unprotonated, hence there is a total of 23 = 8 

protonation states. Let the γ parameter of site i be γi and the protonation state be xi. The 

protonation states of the three sites are specified by (x1, x2, x3), collectively referred to as x, 

which have binary values 000, 100, 010, …, 111. The all-neutral state is specified by x = 
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(−ξ01, −ξ02, −ξ03), where ξ0i = (γi − 1)/2. The statistical weight of state x is proportional to 

a Boltzmann-like factor exp[− ℋ(x)/kBT]. Relative to the all-neutral state, the energy 

function of the state x = (x1, −ξ02, −ξ03), where two sites stay neutral, is given by (see eq 

13d)

(14a)

where ξi = xi + ξ0i. Similarly expressions can be written for x = (−ξ01, x2, −ξ03) and (−ξ01, 

−ξ02, x3). When only one site stays uncharged, the remaining sites, say 1 and 2, can interact, 

giving rise to an energy . The overall energy has the form

(14b)

Similarly, when no site is fixed at the neutral state, the total energy has the form

(14c)

Of the total of eight protonation states, four have site 1 protonated. These are 100, 110, 101, 

and 111. The average protonation on site 1 is thus

(15)

where Q is the sum of all eight statistical weights.

In general, for a protein with N ionizable sites, the energy of a protonation state has the form

(16)
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with a corresponding statistical weight exp[−Δℋ(x)/kBT]. Again,  represents the 

difference between the energies for charging up site i in the protein and in a model 

compound; in calculating the former, all sites j ≠ i are assumed to be neutral. The average 

protonation of site i is

(17)

where the sums are over the 2N possible protonation states. The sums can be carried out by 

exhaustive enumeration for N up to ~20 (corresponding to 1 048 576 states). For larger N, 

Monte Carlo simulations can be used to sample the protonation states.85,86 The average 

protonation as a function of pH can be fit to eq 13a to obtain the apparent pKa value 

appropriate for site i in the protein environment.

2.5. Reduction Potential

Oxidation–reduction reactions are processes involving the transfer of electrons. They yield 

most of the free energy required by living organisms.87 Many proteins such as cytochrome c 
specialize in electron transfer. The reduction of a species A to A− in an aqueous (aq) solution 

by accepting an electron

is characterized by the reduction potential

(18)

where μS is the chemical potential of the species specified by a subscript and ℱ = 23.06 

kcal/mol/V is the Faraday constant.88 Hypothetically one can first bring A to the gas phase, 

letting the reduction occur there, and then bring A− back to the aqueous solution (Figure 5a). 

We have

(19)

where  is the change in electrostatic energy when the solvent is changed from vacuum 

to water, i.e., the hydration energy. The concentration of species S is assumed to be identical 

in the solution and in the gas phase and will be denoted as [S]. The change in chemical 

potential in the gas phase is89
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(20)

where ΔEelectronic(A) is the difference in electronic energy between A and A−, commonly 

referred to as the ionization energy (IE).

Reduction potentials are typically measured against the hydrogen electrode, which involves 

the reaction

The reduction potential of this electrode is

(21)

By envisioning the reduction to occur in the gas phase, first forming atomic hydrogen and 

then hydrogen molecule (Figure 5b), we find

(22)

The chemical potentials of H and H2 in the gas phase are90

(23a)

(23b)

where mH is the mass of the hydrogen atom, σe = 2 accounts for the degeneracy of the 

electron spin in H, h is Planck’s constant, Θr = 85.4 K is the characteristic temperature for 

the rotation of the hydrogen molecule, D0(H2) is the dissociation energy for the hydrogen 

molecule, and σs = 2 accounts for the indistinguishability of the two nuclei in H2. 

Substituting these results in eq 22, we have
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(24a)

The standard hydrogen electrode (SHE) is specified by [H+] = 1 M, T = 298 K, and a 1-atm 

pressure in the gas phase. The last two conditions correspond to [H2(g)] = 0.041 M 

according to the ideal gas law. At the standard conditions

(24b)

The ionization energy of H and the dissociation energy of H2 are 13.60 and 4.48 eV, 

respectively.91 The hydration energy of proton is −264 kcal/mol = −11.45 eV (with an 

uncertainty of approximately 5 kcal/mol).92 With these values, eqs 21 and 24b predict an 

SHE reduction potential of ψ0° = 4.52 V. A number of measurements and previous estimates 

put the value of ψ0° in the range 4.43–4.73 V.93 Measured against the SHE, the reduction 

potential Δψ° ≡ ψ° − ψ0° at standard state (with [A] = [A−] = 1 M) of A is then given by

(25a)

(25b)

Sometimes electron transfer is coupled to protonation, such as in iron-containing superoxide 

dismutase.94 In such a case one can in principle measure reduction potentials (Δψ°p and Δψ
°u) for the protonated and unprotonated states separately. Similarly, one can also measure 

pKa’s (pKao and pKar) for the oxidized and reduced states separately. The four quantities are 

related by

(26a)

At a given pH, the protonation site will be partially protonated and partially unprotonated. 

The apparent reduction potential is given by
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(26b)

In a protein, the accepted electron can be assumed to be distributed within a redox center. 

Then ΔEelectronic(A) refers to the gas-phase ionization energy of the redox center, while 

 (S = A or A−) refers to the change in electrostatic energy of the oxidized or reduced 

redox center when it is moved from the gas phase to within the solvated protein matrix. This 

can be separated into two terms:

(27)

The first term arises from the change in solvent environment, whereas the second term arises 

from the interaction of the redox center with the charges in the protein matrix.

To illustrate, consider an electron-transfer protein modeled as a sphere with radius R that 

embeds a redox center, represented as a small sphere with radius a and a point charge q1 at 

the center (see Figure 4a). The charge q1 in the center changes from noxe to (nox − 1)e upon 

reduction. Let the redox center be located at a distance r1 from the center of the protein. If 

the redox center were directly located in the aqueous solution, its solvation energy would be 

given by the Born equation (eq 2b). When embedded in the protein, the solvation energy is 

given by eq 7. With a = 5 Å, R = 16 Å, and r1 = 10 Å, the desolvation cost of the redox 

center (upon moving from the aqueous solution to the protein matrix) is 3.9nox
2 or 

3.9(nox − 1)2 kcal/mol in the oxidized and reduced states, respectively. The difference, 

3.9(2nox − 1) kcal/mol, can be either positive (when nox > 0.5) or negative (when nox < 0.5). 

For nox = 0, 1, and 2, the resulting change in reduction potential is −169, 169, and 506 mV, 

respectively.

Protein charges around the redox center also affect the reduction potential. For example, if a 

change q0 preexists at a radial distance r0 and a distance r10 from the redox center (see 

Figure 4a), the interaction energy between q0 and the redox center is given by eq 8. For r0 = 

14 Å and r10 = 5 Å, the change in interaction energy from the reduced to the oxidized state is 

6.7(q0/e) kcal/mol. This interaction will increase the reduction potential by 291 mV if q0 = 

+e and decrease the reduction potential by the same amount if q0 = −e.

In short, the reduction potential of a protein can be modulated by the nature of the redox 

center (affecting ΔEelectronic), the depth of burying the redox center (affecting the solvation 

energy), and the surrounding protein charges (affecting the interaction energy). These and 

related effects have been calculated in many studies.95–108

2.6. Folding Free Energy and Thermostability

While hydrophobic interactions of nonpolar residues are a driving force for protein folding,
6–10 electrostatic interactions of polar and charged residues can significantly modulate the 

folding stability. In the folded state, a protein molecule is compact; in the unfolded state, it 
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samples vastly different conformations and has its groups (including charged ones) highly 

exposed to the solvent (Figure 6a). The charge–solvent and charge–charge interactions are 

thus very different in the two states. This difference contributes to the folding stability. If the 

individual residues are modeled as separately solvated in the unfolded state, then the 

electrostatic contribution to the folding free energy is

(28a)

(28b)

where i and j refer to protein residues. The first term consists of the desolvation cost of 

individual residues, and the second term consists of their interactions in the folded state. 

Their interactions in the unfolded state are neglected for now, but will be addressed in 

section 4.1. The electrostatic contribution, , to binding stability of proteins can be 

similarly formulated.

The electrostatic contribution can be illustrated by modeling the folded protein as a sphere 

with radius R and each charged residue as an ion with radius a (see Figure 4a). The 

desolvation cost of the residue upon folding is the difference of eqs 7 and 2b. Figure 2a 

illustrates that the solvation energy (and hence the desolvation cost) rapidly decreases as the 

charged residue approaches the protein surface. The desolvation cost is 5.5 kcal/mol for a 

residue with charge q1 = ±e that is modeled as a sphere with a radius a = 2.5 and becomes 

buried at 2 Å from the surface of a protein with radius R = 16 Å.

Favorable interactions between charges compensate for the desolvation cost (see sections 2.7 

and 4.2 for further discussion). For a pair of opposite charged residues with a distance of 3 Å 

and both at a radial distance of 14 Å, the interaction energy is −11.6 kcal/mol. This amount 

more than compensates for the desolvation cost of 2 × 5.5 = 11 kcal/mol. Thus, the net effect 

of pairing the two opposite charges upon folding is stabilization by 0.6 kcal/mol.

The message from these simple calculations is 2-fold. (i) The desolvation cost of a charged 

residue upon folding is sensitive to its exposure to the solvent in the folded state. (ii) 

Favorable interactions of charge pairs can overcome the desolvation cost and increase the 

folding stability.

Contribution of ion pairs (formed by oppositely charged residues at close range) to 

stabilization of thermophilic proteins over their mesophilic counterparts was first proposed 

by Perutz.29,109 Thermophilic proteins have much higher melting temperatures (e.g., close to 

or even above 100 °C). As the dielectric constant of water (εs) decreases significantly with 

temperature (Figure 6b),28 it may be anticipated that electrostatic interactions may be 

anticipated to have more favorable contributions to folding stability at higher temperatures. 
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The enhanced contributions may come either by decreasing the desolvation cost110,111 or by 

strengthening the charge–charge interactions.112,113

Again let us illustrate using the Tanford–Kirkwood model (Figure 4a) the effect of high 

temperature on the effect of electrostatic contribution to folding stability, assuming that 

temperature only affects the dielectric constant of water. Figure 6c shows the temperature 

dependences of the desolvation cost, the interaction energy, and the net contribution to the 

folding free energy of 10 isolated ion pairs. It can be seen that the desolvation cost is nearly 

constant over the temperature range 0–100 °C. The interaction energy thus accounts for 

almost all the temperature dependence of the electrostatic contribution to the folding free 

energy.114 Note also that the net electrostatic contribution has a slight upward curvature as 

temperature increases. This feature will be further analyzed in section 4.3.

2.7. Numerical Poisson–Boltzmann and Generalized Born Models

In the previous sections the Tanford–Kirkwood model is used for qualitative illustration of 

electrostatic effects. For realistic calculations one can use the Poisson–Boltzmann (PB) 

model, in which the detailed protein surface is specified by the radii of the individual atoms 

and each atom is assigned a partial charge.115 Within the linearized PB equation, the 

electrostatic energy of the protein is

(29)

where qi are the atomic partial charges and  are the electrostatic potentials at the atomic 

positions, with the prime indicating that the infinite self-potentials of the charges at their 

own positions are excluded. The PB model can only be solved numerically. A number of 

solvers based on a finite-difference representation of the PB equation, such as Delphi,30 

UHBD,32 PBEQ,116 and APBS,117 are now widely used; an alternative, boundary-element 

approach, based on transforming the PB equation to an integral equation on the protein–

solvent boundary, has undergone continued development.118–125

Even given all the atomic radii, there is still freedom in precisely specifying the dielectric 

boundary between the protein and the solvent (Figure 7a). The first obvious choice is the van 

der Waals (vdW) surface (consisting of the exposed surfaces of individual van der Waals 

spheres). Another choice, widely used and commonly referred to as the molecular surface, is 

the surface to which a spherical solvent probe, typically with a 1.4 Å radius, is excluded 

from the protein interior. It consists of contact and reentrant parts, as defined by Richards.126 

For specificity this choice will be referred to as the solvent-exclusion (SE) surface. The vdW 

surface leaves interstitial voids as a part of the solvent high dielectric, which has been used 

as an argument against its use, since a spherical solvent probe will not be able to reach such 

voids if the protein structure is rigid. Of course proteins are not rigid, and water indeed can 

penetrate deeply into interior sites, as shown by NMR spectroscopy and molecular dynamics 

simulations.127,128
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The issue of which surface to choose is important because calculation results are sensitive to 

the choice.129 Relative to the vdW protocol, the SE protocol apportions more regions as the 

protein low dielectric (Figure 7a); as a result protein charges are less solvent-exposed. 

Qualitatively we then expect the desolvation cost to be higher and the interaction energy to 

be stronger. However, the magnitude of the difference between the vdW and SE results was 

somewhat a surprise. For example, for a salt bridge formed by residues Arg69 and Asp93 in 

barnase, the desolvation cost and the interaction energy calculated according to the vdW 

surface were 2.86 and −4.52 kcal/mol, respectively, resulting in a favorable contribution of 

1.66 kcal/mol to the folding stability. On the other hand, according to the SE surface, the 

desolvation cost and interaction energy were 8.23 and −8.45 kcal/mol, respectively, leading 

to a marginal effect on the folding stability. Because the substantial desolvation cost of SE-

based PB calculations for burying charges in folded proteins and in protein–protein 

complexes is seldom completely compensated by favorable charge–charge interactions, a 

widely held view has been that electrostatic interactions affect either marginally or adversely 

protein folding and binding stability,130–132 although counter-examples have been presented.
133

In light of the sensitivity of PB results on the choice of the dielectric boundary, this view, 

formed from a particular choice of the dielectric boundary (i.e., the SE surface), has been 

reassessed.129,134–139 For many protein complexes, , the electrostatic component of 

the binding free energy, has a positive sign in SE-based PB calculations, signifying net 

destabilization, but the sign becomes negative in vdW-based calculations.135,137,138 

Unfortunately, the overall electrostatic component of the folding or binding free energy 

cannot be isolated from experimental measurements. However, effects of charge mutations, 

presumably dominated by the electrostatic component, can be measured and used to 

discriminate protocols of PB calculations. In a series of studies, effects of charge mutations 

on protein folding and binding free energies were predicted from vdW- and SE-based PB 

calculations. Consistently, better agreement with experimental data was achieved for the 

vdW-based calculations. In particular, the experimental coupling energy, −3.2 kcal/mol, for 

the Arg69–Asp93 salt bridge in barnase, obtained from a double mutant cycle analysis140 

and, serving as a proxy for the interaction energy of the two charged residues, was 

accurately reproduced by the vdW-based calculations but overestimated by more than 2-fold 

by the SE-based calculations.129

The apparently overestimated charge–charge interaction energies by SE-based PB 

calculations led to overly perturbed predicted pKa’s, which in turn led to a “fix” using an 

inflated value of 20 for the protein dielectric constant εp.141 The inflated εp has a similar 

effect as the interstitial solvent high dielectric voids found in the vdW-based protocol. In 

particular,  from SE-based PB calculations switched sign (from positive to negative) 

for many protein complexes when εp was increased from 4 to 20.135,137 For 8 out of 12 

mesophilic and thermophilic proteins,  from SE-based PB calculations underwent a 

similar sign switch.142
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A computationally cheaper version of the PB model is the generalized Born (GB) model.143 

The model was originally developed for the absence of salt ions (i.e., κ = 0), and the 

solvation and interaction energies have the form (cf. eqs 7 and 8)

(30a)

(30b)

with

(30c)

The parameter bi in eq 30a mimics the radius of a Born ion and is referred to as the Born 

radius. In theory it should be found by minimizing the discrepancy between eq 30a and the 

solvation energy given by the PB model. The function fij was designed to approach the 

correct limits at rij = 0 (which corresponds to two overlapping charges, hence fij = bi = bj) 

and at rij = ∞ (which corresponds to two infinitely separated charges, hence fij = rij; see eq 5 

with κ = 0). For a spherical protein, it has been shown that the Tanford–Kirkwood model 

leads to fij ≈ (rij
2 + bibj)1/2.144 A number of methods have been developed for practical 

calculations of the Born radii and the overall electrostatic energy of proteins.145–154 In 

calculating the Born radii, many GB methods defined the dielectric boundary as the vdW 

surface;155 some were then reparametrized to match PB results calculated using the SE 

surface.148,152 The low computational cost of the GB model has been used to accelerate 

molecular dynamics simulations of biomolecules, 156–161 in particular to study protonation/

deprotonation of ionizable groups at constant pH.162–165

As alluded to above, vdW- and SE-based PB results can be brought into agreement when 

different εp values are used for the two protocols. Agreement can also be achieved by using 

different atomic radii in defining the respective dielectric boundaries. When the SE protocol 

was used as the benchmark, the required inflation in atomic radii for the vdW protocol was 

investigated for 55 proteins (with the number of atoms ranging from 145 to 3564) and for 

the 20 types of amino acids (with the number of atoms ranging from 6 to 24).166 The 

amounts of inflation (from Bondi radii167 used for SE-based PB calculations) were mostly 

within 10–20% for the proteins but 2–5% for the amino acids. The greater inflation for the 

proteins reflects the increasing tendency of the larger molecules to contain interstitial voids 

that are eliminated by the SE surface. The dependence of the extent of atomic radius 

inflation on solute size (and other factors such as compactness of the solute structure) raises 

caution about transferring parameters obtained from small molecules to proteins. For 
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example, as mentioned in the preceding paragraph, some GB methods defined the dielectric 

boundary as the vdW surface in calculating the Born radii but were then reparametrized to 

match SE-based PB results.148,152 It is possible that reparametrizations that work for small 

molecules may not work for proteins and vice versa. A similar problem may arise when the 

GB and PB models are parametrized against solvation energies, generally available only for 

small molecules, either from experimental measurements145,168 or from free energy 

calculations in explicit-solvent molecular dynamics simulations (see section 2.8). The 

differences in atomic radii parametrized on such data are likely to be relative small (e.g., 

<5%) between the vdW and SE protocols. However, using these respective radii, the vdW 

and SE protocols may lead to very divergent predictions for the solvation energies of 

proteins.

The dielectric boundary defined above (Figure 7a) represents a discontinuity in the dielectric 

constant, which jumps from εp in the solute region to εs in the solvent region. This 

discontinuity can give rise to large changes in the electrostatic energy from small changes in 

the solute structure, and result in ill-defined derivatives (as when calculating forces on solute 

atoms in molecular dynamics simulations). These and other considerations have led to the 

development of dielectric boundaries that feature a smooth transition in the dielectric 

constant from εp to εs.116,169–171 In essence, the width of the dielectric boundary is stretched 

from zero to a finite (but still relatively small) value. In particular, transition functions based 

on overlapping atom-centered polynomials or Gaussians have been proposed by Im et al.116 

and Grant et al.,169 respectively; when the width of Im et al.’s transition function is reduced 

to zero, one recovers the vdW surface (Figure 7b). Even with a finite width, these atom-

centered transition functions can still leave interstitial voids as part of the high dielectric 

region; in this sense these smoothed dielectric boundaries are qualitatively similar to the 

vdW surface and are referred to hereafter as smoothed vdW or smvdW. To reproduce the 

original vdW-based PB results, the starting point, not the midpoint, of Im et al.’s transition 

function needs to be located near the atomic surfaces172 (Figure 7b). The nominal atomic 

radii, defined by the midpoint of the transition region, are thus increased from the original 

atomic radii by an amount nearly equal to the half-width of the transition region.

The work of Dzubiella et al.170 and Chen et al.171 deserves special mentioning, because 

these authors self-consistently determine the solute–solvent boundary, by minimizing free 

energy functionals. Moreover, these functionals represent the total free energy, including 

both electrostatic and nonelectrostatic terms, and therefore potential coupling between 

electrostatic and nonelectrostatic effects can be accounted for.

The PB equation is based on a crude mean-field approximation for the mobile ions in the 

solvent. It has been extended by numerous authors, to account for, e.g., correlations, sizes, 

and dielectric images of the mobile ions.173–185 Some of these extensions predict the 

interesting result that mediation by polyvalent counterions can lead to attraction between 

like-charged macromolecules. This result may help explain DNA condensation, with 

possible implications for genome packaging. However, explicit-solvent molecular dynamics 

simulations reveal that ions exhibit a wide range of behaviors around charged molecular 

surfaces, from tightly bound to loosely bound to diffuse.186–189 It is not clear whether even 
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these extended implicit-solvent models can adequately capture all these details, though 

progress is continuously made.

2.8. Explicit-Solvent Molecular Dynamics Simulations

The electrostatic energy given by eq 29 is the work required for charging the solute in the 

dielectric environment (and hence a free energy). When charges are created in a dielectric 

medium, the resulting electric field polarizes the medium. The work can be obtained through 

a charging process in which the solute atomic charges are changed gradually from 0 to the 

final values qi. At a particular point along the charging process, the atomic charges have 

values λqi, with λ changing from 0 to 1. If the corresponding electrostatic potential 

(excluding the self-potential) has values  at the atomic positions, then the total work of 

charging is

(31)

Equation 29 is obtained if linear response (i.e., ) is assumed, although 

nonlinearity has been shown by some explicit-solvent molecular dynamics simulations.190 In 

general, there are two mechanisms to dielectric polarization: electronic polarization via 

distortion of electronic distribution (see section 2.9) and dipole (actually multipole) 

reorientation involving atomic and molecular motions. When the PB model is used for a 

protein with fixed (i.e., permanent) atomic charges and a rigid structure, neither mechanism 

of solute polarization is treated explicitly. Rather, their effects are supposed to be accounted 

for by the protein dielectric constant εp. The effects of solvent polarization are of course 

implicitly accounted for by the solvent dielectric constant εs.

A similar charging process can be used to calculate the free energy Gel from explicit-solvent 

molecular dynamics simulations. If the potential energy of the system (solute plus solvent) is 

U(λ) when the solute atomic charges have values λqi, then

(32)

where 〈···〉λ denotes averaging for the system with solute atomic charges λqi. This 

calculation of Gel provides a way to directly test and parametrize the PB model, as done in a 

number of studies.191–198 To facilitate the test, the solute molecules were usually made rigid 

in the explicit-solvent simulations, so the same solute structures could be used in the 

corresponding calculations for the PB model. The molecular mechanics force fields in these 

studies were nonpolarizable; i.e., electronic polarization was lacking. The use of rigid solute 

structures and lack of electronic polarization mean that neither of the mechanisms of 

dielectric polarization was operative for the solutes in the explicit-solvent simulations. 

Accordingly the appropriate solute dielectric constant should be 1 in the corresponding PB 

calculations.
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Jean-Charles et al.191 were the first to make this type of direct comparison between implicit 

and explicit solvent models. They found a good match in Gel (or rather, the solvation 

component ΔGsolv; see eq 9b) for 20 small molecules (including a dipeptide in three 

different conformations) between explicit-solvent and SE-based PB calculations with atomic 

radii inflated by 12% from the Lennard-Jones radii (i.e., σ/2) in the explicit-solvent force 

field.

In the study of Nina et al.,192 covering 20 dipeptides, the atomic radii for vdW-based PB 

calculations were initially chosen as the largest radial distances at which solvent charge 

densities were still negligible in explicit-solvent simulations. These solvent charge density 

based atomic radii (e.g., 2.04 Å for carbonyl carbon of the peptide backbone) were overall 

larger than typical van der Waals radii (e.g., Bondi radius of 1.7 Å for any carbon). Optimal 

agreement of vdW-based PB ΔGsolv results with their explicit-solvent counterparts was 

achieved after only slight adjustments from these initial values for the atomic radii. The 

explicit-solvent results could also be reproduced by SE-based PB calculations if the atomic 

radii were reduced by 2%. As commented in section 2.7, the offsets in atomic radii between 

vdW- and SE-based calculations depend on solute size, and the 2% reduction is a reflection 

of the small solutes studied by these authors. Lastly, the explicit-solvent results could be 

reproduced by smvdW-based PB calculations, provided, as noted in section 2.7, that the 

nominal atomic radii were increased by an amount close to the half-width of the transition 

region.172

That the appropriate atomic radii for generating the dielectric boundary (of the vdW type) 

were larger than typical van der Waals radii was previously suggested by Luque et al.,199 

also based on solvent distribution functions around solute molecules in explicit-solvent 

simulations. Specifically, from the locations of the first peak in the water oxygen distribution 

functions, Luque et al. reasoned that the suitable atomic radii for generating the dielectric 

boundary should be 1.2 times those of van der Waals radii. The interest of these authors is in 

the quantum mechanical treatment of (small) solutes in a PB (continuum) model for the 

solvent, to account for solute electronic polarization (see section 2.9). In these so-called 

quantum mechanical continuum solvation models, it is common practice to use the vdW-

type dielectric boundary and apply an inflation factor of 1.2 for the atomic radii.200,201

Swanson et al.195 extended the study of Nina et al.,192 choosing to match explicit-solvent 

simulation results with smvdW-based PB calculations on ΔGsolv for short peptides. The 

transferability of these optimized radii seemed poor, as much greater mismatch between 

explicit- and implicit-solvent results were found for peptides not used for the atomic radius 

optimization.

The smvdW dielectric boundary allows for the calculation of forces on solute atoms.116 

Wagoner et al.202 showed that these solvent-averaged mean forces, in contrast to the 

solvation energy, can be easily calculated for large protein molecules in explicit-solvent 

simulations. Solvation forces thus open the door for explicit-solvent simulations of large 

proteins to be used for parametrizing the PB model. With the inclusion of solvation forces in 

atomic radius optimization, Swanson et al.197 found improved parameter transferability for 

short peptides but still “limitations for highly solvated protein systems”.
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Onufriev and Aguilar198 expanded the comparison of explicitand implicit-solvent ΔGsolv 

results from small molecules and short peptides to small proteins (around 30 residues). 

Starting from Bondi radii,167 they found vdW-based PB results with uniform 0.2 Å inflation 

of atomic radii performed as well as or better than SE-based PB results with the common 

1.4-Å probe radius in reproducing explicit-solvent results. However, even when Gel values 

matched, partitioning into the self-terms and interactions terms (see eq 9a) differed 

significantly between the vdW and SE protocols for a small protein (though not for a small 

molecule). As discussed in section 2.7, protein atoms are less solvent-exposed in the SE 

protocol, hence smaller magnitudes for the self-terms are predicted along with larger 

magnitudes for the interaction terms. The latter could lead to overestimation of coupling 

energies of salt bridges and overly perturbed pKa’s in proteins.

Several studies195,196 also targeted the pair potential of mean force, i.e., the electrostatic 

energy of a pair of polar or charged small molecules over a range of intermolecular 

distances. The SE protocol produces a low dielectric intermolecular region when the 

intermolecular separation is about half the solvent probe diameter (i.e., too narrow to fully 

accommodate the solvent probe). The resulting low magnitudes of the self-terms of the 

electrostatic energy can lead to a barrier in the potential of mean force. The superficial 

resemblance of this barrier to those in potentials of mean force from explicit-solvent 

simulations has been used as a support for the SE protocol.194 However, it should be pointed 

out that, while the barrier in the SE protocol has a purely electrostatic origin, the actual 

potentials of mean force of all molecules, polar or nonpolar, are oscillatory, with not just one 

but a series of barriers separated at distances roughly equal to the solvent diameter. The 

origin of these barriers is entropic, due to the packing of solvent molecules around the pair 

of solute molecules, as well illustrated by the hard-sphere liquid. Of course, for polar or 

charged solutes solvated by water, electrostatic interactions can accentuate the barriers and 

minima in the potentials of mean force.

The explicit-solvent simulations discussed above lacked electronic polarization and used 

rigid solute structures, partly to facilitate direct comparison with PB calculations. Real 

proteins respond to the creation of charges by both electronic polarization and atomic 

displacements, giving rising to an εp that is greater than 1. The benchmarking of the PB 

model against explicit-solvent simulations with electronic polarization and flexible solute 

molecules (see section 2.9) is largely untouched. A study193 in which charging energies 

were calculated for peptides bound to a protein presents a glimpse into the added 

complexity. When the protein, which was really part of the solvent as far as the peptide 

solutes were concerned, was allowed to relax in the explicit-solvent simulations, water 

exposure of the peptides was increased. Therefore, change in water exposure would likely 

conflate the dielectric response of solute molecules.

A final note of caution on explicit-solvent simulations is that there is no consensus on an 

explicit water model, and ΔGsolv values calculated using different water models differ 

significantly.203 Therefore, despite the much higher computational cost, explicit-solvent 

simulations suffer from high sensitivity to model parametrization, just like PB and other 

implicit-solvent calculations.
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2.9. Electronic Polarization

Of the two mechanisms of dielectric polarization, molecular dynamics simulations with 

nonpolarizable force fields account for dipole reorientation but neglect electronic 

polarization. For proteins, dipole reorientation is limited (in comparison to a small polar 

molecule like water) and hence the contribution of electronic polarization becomes 

important.

2.9.1. Onsager Model—Let us illustrate the effect of solute electronic polarization using 

the Onsager model,62 consisting of a polarizable dipole at the center of a spherical solute 

cavity with (radius R) in a dielectric continuum solvent. If the solute molecule has 

permanent dipole moment p0 and polarizability α, then in the solvent its total dipole moment 

is the sum of the permanent dipole moment and the induced dipole moment:

(33a)

(33b)

where ER is the reaction field, due to solvent polarization by the dipole p. The reaction field 

is

(33c)

Combining these two equations, we find

(33d)

Electronic polarization thus effectively increases the magnitude of the dipole moment. The 

energy of the dipole due to the solute–solvent mutual polarization is

(33e)
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Compared to the corresponding result for a nonpolarizable dipole given in eq 9c, the 

magnitude of the energy is increased, by the same factor, p/p0, that the dipole moment is 

increased.

In nonpolarizable force fields, atomic partial charges are typically inflated to compensate for 

the lack of electronic polarization. For example, partial charges for neutral polar groups are 

scaled up by a factor of 1.16 in the CHARMM force field.204 However, as recognized by 

Berendsen et al.,205 treating the inflated charges as permanent charges results in an 

erroneous expression for the electrostatic energy. For example, if the total dipole moment p 
in the Onsager model were treated as permanent charges, then the energy would be given by 

eq 9c but with p0 replaced by p. The resulting energy would be an increase from that for the 

original permanent dipole p0 by a factor of (p/p0)2. The discrepancy from the correct result 

in eq 33e is

(33f)

This correction is typically not included in nonpolarizable force field.

The correction in eq 33f is but an indication of the many subtleties of dielectric polarization. 

Onsager is known to have said, “The theory of dielectrics has more booby traps than a 

Gamma function has poles.”206

2.9.2. Quantum Mechanical Treatment of Electronic Polarization for 
Continuum Solvent—In the Onsager model the polarizability appears as a parameter that 

requires specification. This requirement is eliminated when the solute electronic polarization 

is treated quantum mechanically. The quantum mechanical problem for the solute electrons 

and the resulting solvent polarization need to be solved self-consistently. 200,201,207–209 The 

solution can be obtained through an iterative process.

The iteration starts with the gas-phase Hamiltonian of the solute ℋ0(x; X), where x and X 
refer to the electron and nucleus coordinates, respectively; the latter are fixed according to 

the Born–Oppenheimer approximation. Solution of the Schrödinger equation yields the 

ground-state energy E0(X) and the corresponding wave function Ψ0(x;X). From the latter, 

the charge density in the solute can be found:

(34)

where Zi are nuclear charges (in units of the proton charge). The “reaction” potential, , 

due to solvent polarization by the solute charge density can then be obtained from solving 

the PB equation, in particular by the boundary-element approach.200,201 Approximations 

based on treating the solute dielectric cavity as spherical along with a multipole expansion of 

the reaction potential (cf. eq 8)207,208 and based on the GB model (cf. eq 30b)209 have also 
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been made. The potential energy arising from the reaction potential acting on the solute 

charge density

(35)

is then added to the initial Hamiltonian ℋ0(x; X), and a new wave function is obtained. This 

process is repeated until convergence. Let the final converged quantities be denoted by a 

subscript “f”. Assuming solvent response, the electrostatic solvation energy of the 

electronically polarized solute is

(36a)

(36b)

The results from the foregoing approach can be used to parametrize electronic polarizability. 

The model as presented has fixed nuclei, and thus does not treat the other mechanism of 

dipolar polarization, i.e., dipole reorientation. The computational cost of the quantum 

calculations also precludes applications to large molecules such as proteins. Both of these 

limitations are lifted in the models presented next.

2.9.3. Classical Treatment for Explicit Solvent—A number of ideas have been 

presented to model electronic polarization classically, thus enabling molecular dynamics 

simulations of proteins in explicit solvent.210–214 The model developed by Ren and Ponder,
211 based on using atomic induced dipoles, is particularly appealing and is outlined here.

Suppose that an external electric field E(r) is applied to a molecular system, in which atom i 
possesses polarizability αi. Each induced dipole generates an additional electric field, which 

acts to induce dipoles at all the other atoms. The induced dipole pi is proportional to the total 

electric field at atom i, which includes both the external field E(ri) and the fields generated 

by all other induced dipoles. The electric field at atom i due to an induced dipole pj at atom j 
can be written as 𝒮̃

ij·pj. In a vacuum, one has

(37)

where ℐ̃ is a 3 × 3 identity matrix. Adding up all the contributions to the total electric field, 

one finds
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(38)

This equation is a self-consistent relation for determining the induced dipoles.

Now suppose that the electric field E arises from the permanent charges (and higher 

permanent multiples) on the atoms. In particular, for point charges in vacuum215

(39)

The change in electrostatic energy due to electronic polarization is

(40)

The foregoing model has been implemented in the AMOEBA polarizable force field.216

3. SPATIAL DISTRIBUTIONS OF CHARGED RESIDUES

The amino acid sequences of proteins result from evolution for function, subject to the 

constraints of physical laws. The energetics of charged residues interacting among 

themselves and with other polar groups and the solvent environment influence how the 

charged residues are spatially distributed in proteins and their complexes. Charged residues 

are present in proteins for many functional reasons, including solubility, prevention of 

aggregation, and interactions with different partners. These functional roles also affect the 

spatial distributions of charged residues.

Below we detail a variety of characteristics observed for the spatial distributions of charged 

residues in different types of proteins (structured versus intrinsically disordered; water-

soluble versus transmembrane), and in interfaces formed by proteins with different types of 

partners (membranes, other proteins, and nucleic acids). We also briefly discuss residues that 

become charged by phosphorylation.

3.1. Water-Soluble Proteins

It is now widely accepted that hydrophobic interactions serve as a driving force for protein 

folding stability.6–10 For water-soluble proteins, the burial of nonpolar side chains in protein 

cores is well appreciated as a result of hydrophobic interactions. It should also be 

appreciated that charged side chains are usually found in protein surfaces to avoid 

considerable desolvation cost. For example, modeling a charged side chain and a folded 

protein as dielectric cavities with radii of 3 and 16 Å, respectively, we can estimate a 
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desolvation cost of 10.7 kcal/mol upon burying the charged side chain at the center of the 

protein. In comparison, the energy cost for exposing a nonpolar side chain can be estimated 

to be 2.5 kcal/mol using a surface area of 100 Å2 and a solvation parameter of 25 

cal/mol/Å2.217,218 It stands to reason that avoidance of burial by charged side chains may 

rival avoidance of exposure by nonpolar side chains in contributing to the stability of the 

folded structures of water-soluble proteins.

The foregoing opposite trends of the spatial distributions of nonpolar and charged side 

chains in the structures of globular water-soluble proteins were quantified by Vijayakumar 

and Zhou.219 These authors calculated the radial distributions of the 20 types of side chains 

in a set of globular proteins (Figure 8a, left panel). In these calculations, each protein was 

divided into spherical shells centered at the center of geometry; the radial distances of all the 

side chains, each represented by a single “tip” atom (e.g., Nζ atom for Lys but Cα for Gly), 

were then used to identify the spherical shells where they were located. The relative density 

of each type of side chain in a given shell was finally obtained as the ratio of the total 

number of that type of side chains (accumulated over all the proteins in the set) to the total 

number of all side chains in the same shell.

The radial distributions are protein-size dependent. In Figure 8a, right panel, we display the 

results for six types of side chains, calculated here on 507 proteins with radii of gyration 

between 13 and 17 Å (taken from a larger nonredundant set of globular proteins with high-

resolution structures220). These results largely recapitulate those calculated previously on a 

smaller set of 85 proteins.219 Specifically, for nonpolar side chains (as represented by Leu 

and Ile; not shown for Val, Phe, Met, Cys, and Ala) and for Trp, the radial distributions 

decay sharply as a function of the radial distance r. In contrast, for charged side chains (Lys, 

Arg, Glu, and Asp), the radial distributions are a sharply growing function of r. The latter 

trend is also true for polar side chains Asn, Gln, and Ser and for Pro. The radial distributions 

of other side chains (as represented by Gly; not shown for Thr, His, and Tyr) are more 

uniform.

Vijayakumar and Zhou also extended the analysis to residue–residue pairs, following earlier 

developments.223–225 Compared to an appropriately scrambled reference, both nonpolar 

pairs (e.g., Leu–Ile) and oppositely charged pairs (e.g., Lys–Asp) are clearly enriched at 

short tip–tip distances (around 4 and 2.75 Å, respectively). Both may serve to stabilize the 

folded structures. Similar ideas have been used to develop residue–residue statistical pair 

potentials for protein structure prediction.226–229

3.2. Intrinsically Disordered Proteins

Since the 1990s, proteins (or regions thereof) that do not autonomously fold into well-

defined three-dimensional structures have gained ever-increasing attention.230–237 It is 

estimated that some 30% of eukaryotic proteins either are wholly intrinsically disordered or 

contain intrinsically disordered regions.233 These intrinsically disordered proteins/regions 

(IDPs/IDRs) are heavily involved in transcription regulation and signal transduction, through 

binding to macromolecular targets, whereupon they often (but not always) undergo disorder-

to-order transitions. Not surprisingly, IDPs are also associated with numerous diseases.
233,238,239 Early on it was recognized that IDPs/IDRs have sequence characteristics that are 
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distinct from structured proteins, and these distinctions have formed the basis of many 

machine-learning programs that predict disordered regions.240

An insightful observation by Uversky et al.221 is that IDPs are characterized by low 

hydrophobicity and high net charge (Figure 8b). In the plane defined by mean 

hydrophobicity h̄ and mean net charge q̄, the line q̄ = 2.785h̄ − 1.151 can separate IDPs from 

structured proteins. Apparently, both reduced hydrophobic interactions (due to low h̄) and 

increased desolvation cost and charge–charge repulsion (due to high q̄) are important for 

maintaining structural disorder. The charge-mediated effects are also likely crucial in 

mitigating aggregation, for which IDPs would otherwise have a heightened propensity.

Several recent studies have shown that the sizes (as measured by, e.g., the radius of gyration) 

of IDPs expand as the net charge per residue increases, when results for IDPs of different 

sequences or for the same IDP at different pHs or with and without phosphorylation are 

compared.241–246 Moreover, salt effects suggest that charge–charge repulsion can result in 

significant size expansion at high q̄, but charge–charge attraction can lead to size contraction 

at low q̄.242,245 The contraction is especially notable for sequences with oppositely charged 

blocks, which lead to strong charge–charge attraction and hairpin-like conformations.243

When IDPs undergo disorder-to-order transitions upon binding macromolecular targets, the 

resulting conformations are often extended, suggesting that they rely more on intermolecular 

interactions and less on intra-molecular interactions for structural stability.231,232,247,248 

These features influence the mechanism of the coupled binding and folding process of IDPs 

(see section 6.2.3 for further discussion).

Like the interfaces formed by structured protein pairs (see section 3.4.2), the interfaces 

formed by IDPs and their partner proteins have higher levels of nonpolar residues around the 

center than at the rim and the opposite is true for charged and polar residues.249 Intuitively, it 

seems obvious that the resulting electrostatic interactions should stabilize the protein 

complexes. However, a recent study249 has again used SE-based PB calculations to 

propagate the view that favorable charge–charge interactions are hardly sufficient to 

compensate for the desolvation cost of burying charges at protein–protein interfaces. 

Electrostatic contributions to binding stability and kinetics will be addressed in later 

sections.

3.3. Transmembrane Proteins

Transmembrane proteins play a central role in many cellular activities, including signal 

transduction and transport of ions and small molecules across membranes, energy 

conversion (as, e.g., in photosynthesis), and intercellular communication. About 20–30% of 

all genes in most genomes are estimated to encode α-helical transmembrane proteins,250 yet 

approximately 60% of drug targets are membrane-associated.251,252 Prominent among them 

are G-protein coupled receptors (GPCRs), ligand-gated ion channels, and voltage-gated ion 

channels.

Anfinsen is often misquoted as stating that the amino acid sequence alone dictates the 

structure of a protein. Rather, Anfinsen’s thermodynamic hypothesis stated that “the three-
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dimensional structure of a native protein in its normal physiological milieu (solvent, pH, 

ionic strength, presence of other components such as metal ions or prosthetic groups, 

temperature, etc.) is the one in which the Gibbs free energy of the whole system is lowest; 

that is that the native conformation is determined by the totality of interatomic interactions 

and hence by the amino acid sequence, in a given environment.”253 The solvent environment 

is as important for the structures of transmembrane proteins as for the structures of water-

soluble proteins. Indeed, lipid bilayers that constitute the heterogeneous solvent environment 

of transmembrane proteins possess unique biophysical properties; membrane mimetics such 

as detergents used for sample preparations in structure determination may not model well 

these biophysical properties and consequently lead to protein structure distortions.254 Most 

notable among the unique biophysical properties of lipid bilayers are a sharp variation in 

dielectric constant, from a value of approximately 2 in the hydrocarbon core of bilayers, to 

approximately 5 in the carbonyl/glycerol regions, to approximately 150 in the headgroup 

regions, and finally to 80 in the aqueous phase,23,24 and corresponding sharp variations in 

hydrophobicity and in water density.255

The heterogeneous environment in lipid bilayers impacts the sequence and structure as well 

as positioning and orientation of a membrane protein. Nonpolar side chains should be 

favored in the hydrocarbon core of lipid bilayers, whereas charged and polar side chains 

should be favored in the carbonyl/glycerol and headgroup regions. Therefore, amino acid 

sequences are expected to be characterized by motifs consisting of stretches of (about 10–

30) nonpolar residues flanked by polar and charged residues. Most transmembrane proteins 

form α-helix bundles, but some form β-barrels and are located in outer membranes of 

bacteria, mitochondria, and chloroplasts. Many machine-learning programs have exploited 

the sequence characteristics of transmembrane proteins to predict secondary structures.256

The two leaflets of cell membranes are asymmetric, and nearly all transmembrane proteins 

have a defined orientation (often referred to as topology) with respect to the membranes. It 

was observed by von Heijne257 quite early that positively charged residues are more 

frequently found on the cytoplasmic side, compared to the noncytoplasmic side. This so-

called positive-inside rule is the basis of topology prediction.256 Why it holds is not fully 

understood; part of the reason may be interactions between basic side chains and anionic 

phospholipid headgroups.258 As supporting evidence, the introduction of basic residues was 

able to invert the orientation of a protein in the Escherichia coli inner membrane, but the 

propensity of inversion decreased with decreasing level of anionic phospholipids. 259 

Interestingly, in both the plasma membrane and the membranes of some intracellular 

organelles of eukaryotic cells, anionic phospholipids are enriched in the cytoplasmic leaflet.
260

Ulmschneider et al.261 carried out detailed analysis on the spatial distributions of the 20 

types of amino acids in 46 α-helical transmembrane protein structures. Consistent with 

expectations, the hydrocarbon core of membranes is over-populated by nonpolar side chains, 

underpopulated by long polar side chains, and severely so by charged side chains. Outside 

the hydrocarbon core, acidic residues Asp and Glu occur on both sides of membranes to 

similar extents, but basic residues Lys and Arg, the latter especially, show preference for the 

cytoplasmic side, in line with the positive-inside rule. These conclusions are confirmed by 
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Schramm et al.262 and also here (Figure 8c) by a similar analysis on 26 α-helical 

transmembrane protein structures that were previously assessed to be native-like (i.e., free of 

overt distortions by membrane mimetics in structure determination).263 The transmembrane 

domains were oriented to maximize the sum of the distances of charged residues from the 

membrane central plane;263 others chose to minimize either the sum of the tilt angles of 

transmembrane helices261 or an implicit solvation energy function called PPM (positioning 

of proteins in membranes), in which burials of nonpolar and charged residues in the 

membrane hydrophobic core are rewarded and penalized, respectively.264 Comparing parts a 

and c of Figure 8, the distributions along the radial direction in water-soluble globular 

proteins and along the membrane normal in α-helical transmembrane proteins show clear 

resemblance for both charged and nonpolar side chains. However, relative to the core (radial 

distance <15 Å) of water-soluble proteins, in the membrane hydrophobic core (|z| < 15 Å) 

charged side chains appear to be further depleted and nonpolar side chains (Leu in 

particular) elevated, consistent with the exceedingly low water density there.24,255 Gly 

residues are also enriched in the |z| < 15 Å region, often involved in tight helix–helix 

packing (and hence not exposed to the lipid hydrocarbon tails).263

Recently, Slusky and Dunbrack,265 following an earlier study,266 found that β-barrel 

proteins in bacterial outer membranes also exhibit charge asymmetry. Charged residues, both 

basic and acidic, on the lipid-facing surface occur on the extracellular side three times as 

frequently as on the periplasmic side. Moreover, this charge asymmetry correlates with the 

higher hydrophilicty of the outer leaflet of the outer membranes.

In addition to dictating the orientation of membrane proteins, charged residues, by their 

strong preference for the carbonyl/glycerol and headgroup regions, are also a determinant 

for the positioning of membrane proteins along the membrane normal, working in concert 

with Trp and Tyr, which favor the carbonyl/glycerol regions. Monne et al.267 investigated the 

effects of introducing charged residues to a model nonpolar transmembrane helix on 

membrane positioning. Asp and Glu mutations in the C-terminal two turns of the helix 

expectedly led to movements of the helix toward the membrane–water interface, but more 

centrally placed Asp and Glu had little effect, possibly due to charge neutralization via 

protonation. In contrast, Lys and Arg mutations in the C-terminal two turn had little effect, 

and more centrally placed basic residues led to moderate movements of the helix toward the 

membrane–water interface; these observations could be explained by the long basic side 

chains snorkeling into the carbonyl/glycerol and headgroup regions.268 An isolated 

transmembrane helix may also be able to change its tilt angle to help move its charges out of 

the hydrocarbon core.

Charged residues may also be positioned in transmembrane proteins to serve functional 

purposes. Specifically, residues around permeation pathway entrances and with charges 

opposite to the permeant ions have been suggested to facilitate transport in many ion channel 

and transporter proteins. Examples are the KcsA K+ channel (Figure 8c, left panel),269 the 

NhaA Na+/H+ antiporter,14 and a CLC transporter.15
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3.4. Binding Interfaces

3.4.1. Protein–Membrane Complexes—Peripheral membrane proteins reversibly bind 

to membrane surfaces (e.g., for targeting membrane-bound ligands) or to outer regions of 

transmembrane proteins (e.g., for regulating transmembrane receptors such as GPCRs and 

ion channels, and for participating in the transient assembly of other membrane-associated 

protein complexes). As an example, the highly water-soluble protein cytochrome c can, 

through interaction with the mitochondrial phospholipid cardiolipin, associate with the outer 

leaflet of the mitochondrial inner membrane, where it shuttles electrons from the 

cytochrome bc1 complex to cytochrome c oxidase, leading to a proton gradient across the 

inner membrane that powers the synthesis of ATP. Elevation in the concentration of 

mitochondrial reactive oxygen species enhances the peroxidase activity of cardiolipin-bound 

cytochrome c. The resulting oxidation of cardiolipin and release of cytochrome c from the 

intermembrane space into the cytoplasm start the apoptotic process. The cytochrome c–

cardiolipin interaction has a strong electrostatic component, as implicated by the opposite 

charges on the two molecules and the diminished strength at increasing salt concentration.
270 Electrostatic interactions, in particular between basic residues (or bound Ca2+ ions) and 

anionic phospholipid headgroups, contribute to the subcellular targeting of many other 

peripheral membrane proteins.40,271

Lomize et al.272 used their PPM solvation energy function to calculate the orientations and 

depths of peripheral membrane proteins, relative to a plane coinciding with the boundary of 

the membrane hydrocarbon core (which is approximately 5 Å beneath the phosphate atoms). 

According to these calculations, nonpolar side chains can penetrate into the membrane 

hydrophobic core whereas charged side chains stay atop to interact with the lipid headgroups 

(Figure 8d, left panel).

To gain a general sense on the spatial distribution of amino acids in the protein–membrane 

interfaces, here we collected 329 representative peripheral membrane protein structures from 

the OPM database (one from each family in the “monotopic/peripheral” type).222 Tip atoms 

within 5 Å of the hydrocarbon boundary plane and on the protein surface (i.e., with greater 

than 15% solvent exposure, based on the NACCESS program273) were identified as 

interfacial. The interfacial tip atoms of some proteins formed two or three separate patches 

(based on manual inspection). For each of the 355 interfacial patches, distances (denoted as 

ρ) to the membrane normal passing through the center of geometry were calculated for the 

tip atoms. Figure 8d, right panel, displays the relative densities of four charged residues, two 

nonpolar residues, and Gly along ρ. The opposite trends between charged and nonpolar 

residues seen in Figure 8a,c are again seen along ρ, though the increases and decreases here 

are more gradual. The moderated dependence on ρ can be attributed to the fact that 

peripheral membrane proteins are not permanently bound to the membrane surface, but 

exchange between the membrane surface and an aqueous environment. In the latter 

environment, the charged side chains are solvent-exposed whether it is at the center or the 

rim of a membrane-binding patch.

As already alluded to, interfacial charged side chains are overwhelmingly located on the side 

of the boundary plane distal to the membrane hydrocarbon core. Compared to elsewhere of 
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the protein surface, a membrane-binding patch typically has higher levels of nonpolar 

residues and lower levels of charged residues. Whereas oppositely charged residues are 

roughly equal in numbers in water-soluble proteins (Figure 8a), basic residues outnumber 

acidic ones in the membrane-binding patches of peripheral membrane proteins (Figure 8d), 

possibly because many of them target anionic phospholipids. Basic residues may contribute 

to membrane binding stability and may be especially important for the binding kinetics (see 

section 6.3).

3.4.2. Protein–Protein Complexes—Most biological functions involve the binding 

between proteins to form stereospecific complexes. The interactions that govern the 

structures of the protein–protein complexes and their binding stability and kinetics (see 

sections 5.2 and 6.2) are largely dictated by the composition and spatial distribution of 

amino acids forming the interfaces. Analysis of surface residues on subunits of protein–

protein complexes led to the discovery that interface residues have composition and spatial 

distribution that are distinct from those of noninterface residues, and these differences were 

exploited by machine-learning programs to predict protein interaction sites.274,275 Such 

predictions may assist the structural modeling of protein–protein complexes276,277 and may 

potentially even be targets for drug design.278,279

It is well recognized that protein–protein interfaces have higher levels of nonpolar residues 

around the center than at the rim and the opposite is true for charged residues.249,280,281 So 

once again the same trends in relative densities on going from the center of a protein (or an 

interface) to the surface (or rim) are observed. Indeed, ρ dependences of relative densities 

similar to those shown in Figure 8d for protein–membrane interfaces are found for protein–

protein interfaces. However, overall the latter interfaces have fewer nonpolar residues as well 

as fewer Arg residues and more Asp and Glu residues, such that opposite charges are nearly 

balanced. The distribution characteristics of amino acids along ρ may be useful for 

improving interface prediction.

3.4.3. Protein–Nucleic Acid Complexes—Nucleic acids, either DNA or RNA, are 

polymers of nucleotides, each of which carries a negatively charged phosphate. Double-

stranded DNA molecules have the well-known double-helix structure, whereas single-

stranded RNA molecules form tertiary structures somewhat reminiscent of proteins. DNA 

and RNA mainly function in encoding, transmitting, and expressing genetic information. 

Interactions between proteins and these highly acidic molecules are expected to have a 

significant electrostatic component. In particular, the interactions drive the formation of the 

nucleosome, which comprises approximately 146 base pairs of genomic DNA wrapped 

around a histone octamer and is the basic unit of the chromatin. Not surprisingly, nucleic 

acid binding sites on proteins are highly enriched in basic residues (Figure 8e, left panel). 

This property features prominently in machine-learning programs that predict nucleic acid 

binding sites.282–291

To achieve a more fine-grained picture, here we calculated the ρ dependences of the relative 

densities of amino acids in the nucleic acid binding sites of previously curated sets of 264 

protein–DNA complexes and 106 protein–RNA complexes.284 As displayed in Figure 8e, 

right panel, with increasing ρ, nonpolar residues still show decaying relative densities 
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whereas charged residues show growing relative densities, except for Arg. The relative 

density of Arg is nearly uniform in RNA-binding proteins and shows even a modest increase 

toward the center of binding sites in DNA-binding proteins. The latter trend reflects the 

preponderance of Arg residues forming multiple interactions with the backbone phosphate 

and the nucleotide base of DNA (Figure 8e, left panel).

3.5. Phosphorylation Sites

Phosphorylation is one of the most important posttranslational modifications, affecting the 

majority of human proteins292,293 and responsible for regulating protein function, 

localization, degradation, interaction, and conformation. In human, over 500 kinases 

specialize in adding a phosphate group to Ser, Thr, and Tyr residues,294 thereby imparting 

them with two units of negative charge at pH 7. The reverse process, dephosphorylation, 

occurs with the help of phosphatases. Phosphorylation sites should be solvent-exposed, 

because of their necessary accessibility to the active sites of kinases and phosphatases and 

because of the double negative charge on the phosphorylated residues. Hence these residues 

are found on the surfaces of structured proteins, and very often in IDRs.295,296 

Phosphorylation can directly affect the conformational ensemble (such as the average size) 

of an IDR or even induce a disorder-to-order or order-to-disorder transition.246,297,298 

Notably, an IDP was induced to fold by multisite phosphorylation.299

In addition to the phosphorylated residue, 10 or so sequentially neighboring residues are in 

contact with the kinase active site. The neighboring positions show distinct patterns, such as 

preference of upstream positions for Asp and Glu in the case of phospho-Tyr and for Arg 

and Lys in the cases of phospho-Ser/Thr.300 Machine-learning programs based on such 

sequence patterns have been developed to predict phosphorylation sites.300–305

Bacterially expressed proteins lack posttranslational modifications and hence typically are 

not phosphorylated. In the laboratory, an Asp or Glu mutation is often used as a substitute 

for phosphorylation. This practice is an indication that the negative charge at the 

phosphorylated site is important for fulfilling the functional role of phosphorylation.3 There 

is some evidence that phosphorylation sites evolved from Asp and Glu residues.306

It would be remiss not to note the fact that other posttranslational modifications, including 

acetylation of Lys and deimination of Arg, also change the charges on side chains. In 

particular, acetylation of Lys residues in histones, by neutralizing the positive charge on the 

side chains, weakens electrostatic interactions with DNA and reduces nucleosome stability, 

as demonstrated experimentally307 and by theoretical modeling.308 This presumably leads to 

a less compact chromatin structure, which in turn facilitates DNA access for transcription 

and other purposes.309 Histone acetylation also either enables or prevents the binding of 

chromatin-remodeling complexes and other chromatin-associated factors.

4. PROTEIN FOLDING STABILITY

When a protein folds, both the distances between charges and the solvent environment 

change significantly (Figure 6a). It is difficult to compute or measure the total electrostatic 

contribution to the folding stability. However, the effects of pH, charge mutations, 
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temperature, and salts on the electrostatic contribution have been extensively studied and 

significantly broadened our understanding of protein folding stability.

4.1. pH-Dependent Effects

Although aqueous environments in and around cells are generally thought to have a pH 

around 7, through their lifetimes many proteins actually encounter pHs far from 7. For 

example, some intracellular compartments (e.g., endosomes and lysosomes) are known to 

have acidic pHs.310 Proteins are generally denatured at pH extremes, where uniform 

protonation or deprotonation of ionizable groups results in enormous repulsion between like 

charges. The mammalian stomach relies on this acid denaturation for protein digestion. On 

the other hand, bacteria that live in or pass through the stomach have evolved to survive this 

acidic environment.

The pH dependence of folding free energies has been measured for numerous proteins. This 

dependence is governed by the rigorous relation2

(41)

where qf and qu are the net charges on the protein in the folded and unfolded states, 

respectively, assuming that a pH change affects the protein charge only through proton 

binding or release. In practice, pH changes may also affect protein charges in indirect ways, 

e.g., pH-induced ion binding or release. Neglecting such complications, the folding free 

energy as a function of pH can be determined, up to a constant (i.e., ΔGfold at a reference 

pH), using qf and qu calculated from the pKa’s or pH-dependent extents in protonation of 

ionizable groups in the folded and unfolded states. A number of attempts to compute the pH 

dependence of folding free energy were made, e.g., using PB-based pKa predictions for the 

folded state.141,311–313 All these attempts assumed that, in the unfolded state, ionizable 

groups could be treated as model compounds and hence devoid of charge–charge 

interactions.

The pKa’s of ionizable groups in the folded state can be routinely determined by NMR 

spectroscopy. With the resulting qf and experimental data for the pH-dependent folding free 

energy, eq 41 allows for a test of the model-compound treatment for the unfolded state. This 

test on many proteins has shown large errors of the model-compound treatment, hence 

implicating significant charge–charge interactions in the unfolded state.314–321

Experimental determination of pKa’s in the unfolded state is impractical for most proteins 

because of the negligible population of this state under native conditions. However, for a 

marginally stable protein, Tollinger et al.322 measured the pKa’s in the unfolded state. These 

pKa’s are significantly perturbed from model-compound values, but, when used in eq 41, 

yield a pH dependence of the folding free energy consistent with direct measurement. pKa’s 

have now been determined for the unfolded state of at least one other marginally stable 

protein323 and for several intrinsically disordered proteins (or fragments).324–326 Using a 

new NMR methodology, it is even possible to determine pKa’s for a sparsely populated 
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folding intermediate and deduce its pH-dependent stability relative to the folded state.327 

Again, in all these cases, perturbed pKa’s implicate charge–charge interactions.

The first serious effort at modeling charge–charge interactions in the unfolded state was 

made by Elcock,328 who represented the unfolded state by a single “native-like” 

conformation obtained by unfolding molecular dynamics simulations. This representation 

improved the prediction of the pH dependence of folding free energy over the model-

compound treatment, but the corrections tended to overshoot.

Zhou329 took a very different approach, modeling the unfolded protein as a Gaussian chain, 

in which the distribution of each inter-residue distance has a Gaussian form, with a variance 

depending linearly on the sequence separation. At a given distance rij, the interaction energy 

between two charged residues was assumed to take the Debye–Hückel form

(42)

Then an average was taken over the distribution of rij. Tests against experimental data on the 

pH dependence of folding free energy have shown that the Gaussian-chain model captures 

well charge–charge interactions in the unfolded state for many proteins.329–334 In the two 

cases where individual pKa’s were measured in the unfolded state,322,323 the experimental 

values were predicted well by the Gaussian-chain model.330,332 According to this model, 

pKa perturbations in the unfolded state are dominated by sequentially neighboring charged 

residues, which statistically have higher chances of being at short distances than residues 

farther apart along the sequence. The Gaussian-chain model would fail if the unfolded state 

contained persistent structures for parts of the protein. The latter scenario was explored in a 

variety of ways, e.g., by generating a range of conformations335 and using coarse-

grained336,337 or constant-pH338 molecular dynamics simulations. Influences of charges on 

the conformational ensembles (and sizes in particular) of IDPs are further stimulating 

interest in modeling electrostatic effects in states without fixed structures.241–246

For the folded state, PB-based pKa predictions have highlighted the desolvation cost and 

interactions with neighboring charged and polar groups as key determinants (see section 

2.4), and do reasonably well when shifts from model-compound values are modest.
85,86,141,339–344 However, cases where pKa shifts are large, as for ionizable groups 

engineered into deeply buried sites by Garcia-Moreno and coworkers, 345,346 often involve 

unanticipated structural reorganization and possibly water penetration upon ionization, 

posing great challenges. These are being tackled by more sophisticated computational 

methods such as free energy perturbation with overcharging,347 quantum mechanics/

molecular mechanics treatment,348 or enhanced sampling,349 and constant-pH molecular 

dynamics simulations in explicit solvent.350–353

While proteins can respond to subtle changes in intracellular pH in a variety of modes,354 

acid destabilization may be a general mechanism for biological processes that are mediated 

by pH-dependent conformational transitions of proteins. For example, when enveloped 
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viruses enter host cells through endocytosis, viral and endosomal membrane fusion, 

involving conformational transitions of “fusion proteins” triggered by endosomal acidic pH, 

allows the release of genetic materials into the cytoplasm. In the influenza A virus, the 

fusion protein is hemagglutinin, which is a trimer with each subunit composed of two 

disulfide-linked fragments (HA1 and HA2) produced by proteolytic cleavage of a precursor. 

The structural differences between pre- and postfusion hemagglutinin include a dramatic 

extension, by 38 residues, of the central helix of HA2, thereby relocating the N-terminus by 

over 100 Å and positioning it for insertion into the endosomal membrane (Figure 9).355 

Several observations suggested that acid destabilization of the prefusion structure is key to 

the fusion activity of hemagglutinin.356 First, at pH 5.6 (endosomal pH), hemagglutinin 

fused membranes at 37 °C; at pH 7.3 (neutral pH), fusion still occurred, but only at an 

elevated temperature of 62 °C, meaning that destabilization could be achieved by heat in lieu 

of acid. Second, the latter temperature of fusion coincided with the denaturation temperature 

of hemagglutinin at neutral pH (presumably in the prefusion form). Third, when incubated at 

pH 5, hemagglutinin became heat stable even up to 80 °C, presumably because the protein 

transitioned into the postfusion form, which evidently was more stable. Lastly, mutations 

(including HA2 D112G) that destabilized the prefusion form also raised the pH of fusion 

commensurately.

Possible pH sensors of hemagglutinin are N- and C-termini and Asp, Glu, and His residues, 

due to their ability to change protonation states on going from neutral to endosomal pH. In 

the prefusion structure, HA2 Asp112 forms an ion pair with the N-terminal amino group 

(Figure 9a). The resulting stabilization would be lost if Asp112 were protonated upon 

decreasing pH, making this residue a candidate for a pH sensor. The D112G mutation has 

the same charge neutralization effect as protonation, and therefore less destabilization of the 

prefusion form and less decrease in pH are required for fusion. Recently Harrison et al.357 

proposed that residue pairs involving His, Glu, and Asp are vehicles for acid destabilization. 

Specifically, pairs of Asp/Glu residues can potentially be stabilizing when at least one 

partner is protonated (e.g., featuring a short hydrogen bond between the carboxylic groups) 

but destabilizing, due to charge–charge repulsion, when both partners are deprotonated. The 

situation is reversed when His is paired with a basic residue (i.e., Arg or Lys); here 

destabilization occurs upon His protonation. As supporting evidence, Harrison et al. found 

that the numbers of Asp/Glu pairs are higher whereas the number of His–basic pairs are 

lower in the postfusion forms of hemagglutinin and fusion proteins in two other viruses than 

in the prefusion forms. Figure 9b displays a Glu–Glu pair in the postfusion form of 

hemagglutinin.

In the influenza A virus, another envelope protein, M2, forms a tetrameric acid-activated 

proton channel. The conductance of protons by M2, prior to fusion with the endosomal 

membrane, results in acidification of the viral core and subsequent dissociation of viral 

nucleoprotein particles from the matrix protein, M1, thereby preparing the viral 

nucleoprotein particles for release and nuclear import.358 The pore-lining His37 residues of 

M2 have been established as the pH sensor and proton selectivity filter (Figure 10a).359 The 

channel is nonconducting until the third of the four His37 residues is protonated.360,361 The 

doubly protonated His37 tetrad forms two short hydrogen bonds, each between an imidazole 

and an imidazolium. The third proton breaks up this stable arrangement, and the ensuing 
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rearrangement brings the proton across the His37 tetrad (Figure 10b).361,362 The responses 

at the tertiary and quaternary structural levels are subtle and have yet to be well 

characterized.

As another example, the acid-activated chaperone activity of a small periplasmic protein 

HdeA is essential for enteric bacterial pathogens such as E. coli to survive passage through 

the acidic environment of the mammalian stomach (pH ~2).363 At neutral pH, HdeA is a 

chaperone-inactive, structured dimer,364 but upon going to low pH, HdeA dissociates into 

disordered monomers that are chaperone-active.363,365,366 The dimer interface is stabilized 

by not only hydrophobic interactions but also electrostatic attraction of oppositely charged 

residues.363,364 Evidently, at low pH, protonation of Asp and Glu residues leads to lost 

electrostatic attraction with basic residues both within and between monomers, leading to 

not only the breakup of the dimer but also an order-to-disorder transition of the resulting 

monomers. By neutralizing two Asp residues (at positions 20 and 51) using Ala mutations, 

Foit et al.367 produced a mutant that was mainly monomeric, partially unfolded, and 

chaperone-active at neutral pH.

4.2. Charge Mutations

As discussed in section 2.7, PB-based predictions of electrostatic contributions to folding 

stability are highly dependent on the choice of the boundary between the protein low 

dielectric and the solvent high dielectric. Choosing the SE surface as the dielectric boundary 

led to the conclusion that electrostatic interactions make marginal net contributions to 

folding stability or are destabilizing.130,131 This view still persists due to the popularity of 

the SE protocol. In contrast, we have advocated the vdW protocol, in part because it 

consistently leads to better predictions for the effects of charge mutations.129,134,139 For 

example, experimentally, neutralizing a semiburied salt bridge in T4 lysozyme by the double 

mutation H31N/D70N resulted in approximately 2.5 kcal/mol decrease in stability.368 The 

SE protocol predicted a 1.3 kcal/mol increase in stability, but the vdW protocol predicted a 

decrease of 1.6 kcal/mol in stability, in much better agreement with the experimental result.
134,369 Experimental data of Perl et al.370,371 showed that the stability gap of a mesophilic–

thermophilic pair of cold shock proteins was closed two-thirds of the way by a single charge 

reversal, R3E, in their sequences and also significantly diminished by adding salts, strongly 

hinting at an electrostatic origin. Indeed, vdW-based PB calculations on R3E and other 

charge and polar mutations at different ionic strengths and temperatures matched well with 

experimental measurements.372

Enlarging εp in the SE protocol (for pKa predictions141) achieves similar effects of 

tempering the desolvation cost of buried charges as the vdW protocol. Schwehm et al.373 

found that this εp enlargement was necessary to achieve correlation between SE-based PB 

calculations and experimental data for the effects of neutralizing or reversing surface charges 

on Staphylococcal nuclease. Moreover, in agreement with other studies,129,134,135,137 the 

calculated results using the SE protocol with an enlarged εp were comparable to those using 

the vdW protocol with a normal, low εp.

Based on reviewing a large body of experimental data for the effects of mutations on folding 

stability, Pace10 presented compelling arguments that both hydrophobic interactions and 
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hydrogen bonds make large contributions. He estimated that a hydrogen bond on average 

increases stability by approximately 1 kcal/mol. Hydrogen bonds are predominantly 

electrostatic in nature. Electrostatic interactions, in contrast to hydrophobic interactions, can 

be both specific and longer ranged, and are highly dependent on the dielectric environment. 

The contributions of hydrogen bonds in particular and electrostatic interactions in general 

are therefore context dependent. Gao et al.374 found that hydrogen bonds can provide up to 

1.2 kcal/mol more stabilization when sequestered in nonpolar environments than when 

solvent exposed. Similarly, a computational study came to the conclusion that, while surface 

charges may not reliably contribute to protein stability, semiburied salt bridges can provide 

significant stabilization.134

A number of laboratories have now reported successes in modifying surface charges for 

stability enhancement.16,375–384 A simple strategy is to reduce charge repulsion, as for 

proteins that have a large net charge at neutral pH (corresponding to very low or high 

isoelectric point, pI)377 or have patches with concentrated like charges.16,376 However, these 

charges may be present for function, and therefore the enhanced stability may compromise 

function16,376 (see sections 5.1 and 6.2). Makhatadze and co-workers378,380,383 have 

developed a computational method, based on optimizing surface charge–charge interactions 

(as calculated by a modified Tanford–Kirkwood model), that has proven very effective.

4.3. Thermophilic and Halophilic Proteins

Thermophilic organisms have to survive temperatures near or above 100 °C. Sequence and 

structure comparisons of thermophilic proteins and their mesophilic homologues have 

suggested a variety of physical factors for thermostability, among which enrichment of ion 

pairs and hydrogen bonds has consistently been noted.29,109,370,385–390 As noted in section 

4.2, the contributions of ion pairs in a cold shock protein have been quantitatively 

measured370,371 and calculated.372 Recently, Porebski et al.391 used consensus sequence to 

design a protein that has a melting temperature exceeding 100 °C. Again, an extended ion 

pair network, along with an optimized hydrophobic core, was identified as a key feature of 

the design. Extrinsic factors, including macromolecular crowding,392 may also contribute to 

thermostability.

According to thermodynamics, the temperature dependence of the folding free energy is 

given by393,394

(43)

where Ts is a reference temperature and ΔCp is the change in heat capacity upon unfolding, 

assumed to be temperature independent. Unfolding of water-soluble proteins is characterized 

by a positive ΔCp. Corresponding to the positive ΔCp, the −ΔGfold vs T curve (known as the 

stability curve) has a downward, near-parabolic shape (Figure 11). Here we choose Ts to be 

the temperature at which −ΔGfold reaches the maximum. Thermophilic proteins must have a 

high melting temperature (Tm; the upper of the two temperatures at which ΔGfold = 0). This 

can be achieved by changing the three parameters in eq 43 independently and in 
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combination.395,396 That is, an increase in −ΔGfold(Ts), a decrease in ΔCp, and an increase in 

Ts, resulting in upward shift, flattening, and rightward shift of the stability curve, 

respectively, all lead to a higher Tm (Figure 11). In a stability comparison between 

thermophilic proteins and their mesophilic counterparts, Razvi and Scholtz396 found that a 

majority (18 out of 26) used decreases in ΔCp (either alone or in combination with increases 

in the other two parameters) for increased Tm.

It has long been known that the hydration heat capacities are positive for nonpolar groups 

and negative for charged and polar groups,8,397,398 a fact that serves as crucial evidence for 

hydrophobic effects as a driving force for folding stability. Evidently the positive sign of 

ΔCp is determined by the solvent exposure of nonpolar groups upon unfolding, although the 

solvent exposure of charged and polar groups modulates the magnitude of ΔCp.8 A number 

of workers have recognized that the decrease of the dielectric constant of water with 

increasing temperature (Figure 6b) can result in a more favorable electrostatic contribution 

( ) to folding stability.110–113,372 Zhou also noted that the resulting temperature 

dependence of , as illustrated in Figure 6c with an upward curvature, corresponds to 

a negative contribution to ΔCp. This negative contribution qualitatively explains the observed 

negative hydration heat capacities of charged and polar groups. He further suggested that the 

enrichment of ion pairs and hydrogen bonds in thermophilic proteins can result in decreases 

in ΔCp. Therefore, additional ion pairs and hydrogen bonds found in thermophilic proteins 

may both increase −ΔGfold(Ts) and decrease ΔCp. Charge mutation studies of a thermophilic 

protein by Wong and co-workers have provided support for this idea.399,400

Salt ions at low concentrations can increase the desolvation cost and screen charge–charge 

interactions of proteins in the folded state (sections 2.1 and 2.2). When the charge–charge 

interactions are mostly favorable, the net effect of salt ions is expected to be reduced folding 

stability.68,333,371,372,401–406 On the other hand, at higher salt concentrations, the salting-out 

effect (section 2.3) can dominate and lead to increased folding stability.
68,333,371,403–405,407–409 The latter consequence may be at play for cytoplasmic proteins in 

some halophilic organisms, where cytoplasmic KCl can reach 4 M.410,411 However, the 

salting-out effect can also lead to protein precipitation. This problem was solved by 

enrichment of acidic residues (and possible concomitant loss of Lys)412–418 (see section 

5.3.1). The potential destabilizing effect of the like charges (akin to acid denaturation) is 

mitigated by the screening of the concentrated salt ions,419 and may be one of the main 

reasons why these halophilic organisms cannot survive in low salt environments.

4.4. Transmembrane Proteins

Experimental data for the folding stability of a number of transmembrane proteins in lipid 

bilayers (not detergents) have been reported, after overcoming significant technical 

challenges. 420–422 As has been emphasized, interactions with the membrane environment 

are essential for the structural integrity and the stability of the natively folded state.254,423

The imprint of the membrane environment on the energetics of membrane proteins is 

recognizable in many ways. In particular, the scarcity of charged residues in the membrane 

hydrocarbon core is noted in section 3.3 (Figure 8c). Consequently, backbone hydrogen 
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bonds between amides and carbonyls and occasional backbone-side chain hydrogen bonds 

involving Ser and Thr residues are the predominant polar interactions in the membrane 

hydrocarbon core. Due to the low dielectric environment, these hydrogen bonds can be 

particularly strong. Indeed, relative to α-helices of water-soluble proteins, transmembrane 

α-helices are more regular, the peptide planes are closer to being parallel to the helical helix 

so the amides and carbonyls are more protected,424,425 and the backbone hydrogen bonds 

are shorter.424,426,427 The tertiary (and quaternary) structural stability of helical 

transmembrane proteins relies on close packing of transmembrane helices.254 The small size 

of Gly allows very close approach of helix backbones and thereby promotes the formation of 

interhelical CαH···OC hydrogen bonds and other interhelical polar and van der Waals 

interactions.263,428–431 Future folding studies of membrane proteins, e.g., through using 

mutations, will lead to better quantitative understanding of these stabilization factors.422

5. THERMODYNAMICS OF PROTEIN BINDING AND CONDENSATION

As discussed above, in the folded structures of proteins, charged residues are largely present 

on or near the surface. It is easy to imagine that these charges can be pre-positioned or even 

preorganized to either stabilize or disrupt the interactions of proteins with their partner 

molecules. These opposite effects are exemplified by electrostatic stabilization of the 

transition state in enzyme-catalyzed reactions and prevention of polymerization by the β 
subunit Glu6 residues of normal hemoglobin.

5.1. Transition-State Stabilization in Enzyme Catalysis

Enzyme-catalyzed reactions take place in pockets, or active sites, that are accessible to but 

often significantly shielded from solvent. In such a site, a relatively small number of residues 

interact with the substrate (and cofactors if present), and an even smaller number directly 

participate in the catalytic reaction. Holliday et al.432 curated the functional roles, as 

annotated in the literature, of the latter catalytic residues among many subclasses of 

enzymes. With a few exceptions, only the (nominally) charged side chains of Asp, Glu, Lys, 

and Arg and the polar side chains of Ser, Thr, His, Tyr, Trp, and Cys are chemically active to 

allow them to serve as catalytic residues. Two functional roles of these catalytic residues 

were predominantly annotated: stabilization of the transition state or other intermediates, 

generally through electrostatic interactions, and proton shuttling, through protonation and 

deprotonation. Of the 891 catalytic residues collected by Holliday et al., 40% were described 

by others as providing stabilization and 36% as for proton shuttling, with the remaining 24% 

spread among five other roles. These results show that, from a chemistry perspective, 

electrostatic effects dominate in the functional roles of catalytic residues. A related 

observation is that catalytic residues often have substantially perturbed pKa’s and remain 

partially protonated over an extended pH range (due to proximity of multiple ionizable 

groups).433,434

Warshel39 has been a strong proponent of the idea that catalytic activity mostly derives from 

electrostatic stabilization of the transition state. His group used electrostatic calculations to 

demonstrate that “enzyme active sites provide a preorganized polar environment that 

stabilizes the transition state much more than the corresponding environment in water.” The 
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essence of a preorganized electrostatic microenvironment can be easily illustrated by a 

nonenzymatic protein designed for Ca2+ binding, where a cluster of five Asp and Glu 

residues was engineered (Figure 12a).16 Prior to coordinating a Ca2+ ion (akin to the ground 

state), the acidic side chains repel each other, such that the designed protein is significantly 

destabilized relative to the original protein (ΔTm = −20 °C). Upon Ca2+ coordination (akin 

to the transition state), the short-distance charge–charge attraction confers strong 

stabilization of the complex (as shown by Ca2+-dependent increase in Tm). Charge 

neutralization increases the thermostability of the protein but also compromises its Ca2+-

binding affinity.

Of course the protein matrix of an enzyme is not static during the catalytic reaction. The 

movements of the participating moieties in the catalytic reactions are coupled, at least to 

some degree, to the motions of the protein matrix. Therefore, the free energy landscape of 

the protein matrix in conformational space can influence the energy barrier of the catalytic 

reaction. An efficient enzyme is one where the necessary motions of the protein matrix do 

not encounter a significant energy barrier and serve to optimize the electrostatic 

microenvironment, e.g., by properly positioning and orienting charged and polar groups of 

catalytic and nearby residues and by changing the solvent exposure of the active site, for 

shepherding the catalytic reaction. One of the enzymes for which the interplay of protein 

motions and electrostatics is well characterized is dihydrofolate reductase, where the 

influence of the protein matrix’s motions was demonstrated by effects of distal mutations on 

the catalytic rate.436 This influence may also be the basis of allosteric regulation of catalytic 

activity.437

When a catalytic reaction involves charge displacement or transfer, electrostatic stabilization 

of the transition state can be conferred by a strong local electric field. The electric fields can 

be measured based on the vibrational Stark effect, whereby the vibrational frequencies of 

certain bonds are shifted linearly by the electric fields experienced.438,439 This was done for 

a carbonyl bond of an inhibitor bound to the enzyme ketosteroid isomerase;438 the 

corresponding carbonyl bond in the substrate is transformed to an enolate (while a nearby 

proton is abstracted) during the first half of the catalytic reaction. The electric field 

experienced by the carbonyl bond is extremely strong, at 150 MV/cm, and shows little 

variability (as indicated by the narrow width of the vibrational band), suggesting that it is 

preorganized and largely fixed. As the dipole moment of the carbonyl bond in the substrate 

is increased in the transition state by the charge displacement during the catalytic reaction, 

the electric field likely accounts for a substantial portion of the decrease in reaction energy 

by the enzyme. Indeed, mutations of two proximal catalytic residues reduced the catalytic 

rate and the electric field in proportion to each other. Combined experimental and 

computational studies of vibrational Stark effects in dihydrofolate reductase also revealed a 

strong electric field along its hydride transfer route.436 We note in passing that the electric 

field calculated within a nonpolar cavity in the core of a protein was suggested to stabilize 

the presence of water, through interaction with the latter’s dipole.127

A recent highly successful artificial enzyme, HG3.17, optimized through directed evolution 

of a computational design, HG3,440 and reaching a kcat/KM of 2.3 × 105 M−1 s−1, highlights 

the critical importance of precise electrostatic stabilization.435 Structural comparison of 
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HG3.17 and HG3 in complex with a transition state analogue reveals the decisive factors for 

the high catalytic activity (Figure 12b). In a binding pocket that possesses extraordinary 

shape complementarity to the ligand and is almost totally secluded from bulk solvent, 

Asp127 forms a short hydrogen bond with the ligand and is precisely aligned for proton 

abstraction, and Gln50 is well positioned to stabilize the developing negative charge in the 

transition state. These are exactly the features noted for natural enzymes (see the first 

paragraph of the present section). Further optimization to raise kcat/KM to a level typical of 

“perfected” enzymes (~109 M−1 s−1; ref 441) may have to rely on long-range electrostatic 

attraction conferred by surface charges to speed up the bimolecular rate constant for binding 

to the active site442–445 (see also section 6.2).

5.2. Stability of Protein–Protein Complexes

As noted in section 3.4.2, protein–protein interfaces typically have nonpolar residues 

concentrated at the center and charged residues localized at the rim, suggesting that 

hydrophobic interactions are a driving force for binding (as for folding) but electrostatic 

interactions may contribute to the structural specificity and the thermodynamic stability of 

the complexes. Shape complementarity and electrostatic complementarity between subunits 

have long been recognized as twin hallmarks of protein interfaces.446,447 In a number of 

cases, it has been observed that coarse-grained energy functions select structural models that 

have an incorrect, flipped (i.e., 180° rotated) orientation between the subunits.448–450 An 

accurate treatment of the intersubunit electrostatic interactions may allow discrimination of 

the correct orientation from the flipped one.

On the net contribution to the thermodynamic stability of protein binding, the early view, 

arising from SE-based PB calculations, that electrostatics generally opposes binding still 

persists.249,451 As has been argued, the SE-based protocol likely overestimates the 

desolvation cost of charges upon binding; an alternative, i.e., the vdW-based protocol, 

predicts that, in most cases, the desolvation cost is more than compensated by favorable 

charge–charge interactions, resulting in net electrostatic stabilization (section 2.7).135,137,138 

The histogram of , the electrostatic component of the binding free energy, calculated 

for 132 protein–protein complexes is displayed in Figure 13a.452 The histogram peaks at 

−2.4 kcal/mol, with  being negative for 74% of the complexes. Also, protein binding 

can significantly shift pKa’s, which in turn result in pH dependence of binding stability.
46,135,453,454 The latter is governed by a relation analogous to eq 41.

Phosphorylation, like pH, can regulate protein–protein binding by modifying charges of 

residues. Indeed, phosphorylation is commonly stated to elicit inducible (i.e., turn on or off) 

protein–protein interactions.3 For example, phosphorylation can either generate a motif that 

interacts with a phospho-specific-binding domain such as SH2, or disrupt the interaction 

between two proteins via a phospho-dependent conformational transition or placing the 

doubly negatively charged phosphate group in the interface (akin to the Glu6 residue in the β 
subunits of normal hemoglobin). Often, disruption of the interaction with one (e.g., 

intramolecular) partner frees the phosphorylated protein to interact with another (e.g., 

intermolecular) partner; thereby phosphorylation serves as a precise trigger for the familiar 

regulatory mechanism of partner swap.455,456
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Instead of turning on or off a protein–protein interaction, phosphorylation at a single site is 

more likely to merely modulate the stability of the interaction.458 The on/off behavior of 

complex formation can be achieved by the accumulative effects of multisite phosphorylation 

on the binding stability, via phosphate-mediated specific or nonspecific interactions.459–462 

However, even if multisite phosphorylation can turn on or off a critical protein–protein 

interaction, the response of the signal transduction network is still graded instead of switch-

like, unless the level of phosphorylation also responds in a switch-like fashion to a graded 

kinase signal. In the cellular context, ultrasensitive switch-like responses may involve a 

variety of mechanisms, including processive or cooperative multisite phosphorylation, 

coordination among kinase, phosphatase, and other regulatory proteins, and positive or 

negative feedback.463–465 The physical basis of these mechanisms remains poorly 

understood. Moreover, the timing of the responses also has to be precise, but how that 

precision arises from the integration of individual protein–protein binding events is even less 

clear.

5.3. Solubility, Assembly, and Liquid–Liquid Phase Separation

The protein complexes discussed above are binary, stabilized by highly specific contacts 

between subunits. When each subunit can simultaneously engage in contacts with multiple 

partners, oligomeric complexes such as the ribosome can form. From a thermodynamic 

standpoint, these oligomeric complexes can be constituted by a finite number of binary 

steps. In this section we are interested in states that grow in size indefinitely when more 

monomers are supplied. The multimeric contacts that stabilize these condensed states can be 

solid-like in some cases (e.g., the crystalline phase in protein solubility) and liquid-like in 

other cases (e.g., the droplet phase in liquid–liquid phase separation, characterized by large, 

dynamic protein clusters466). Notably, the solvation environment of protein molecules in a 

crystalline lattice can be very different from that in a dilute solution. In particular, the 

effective dielectric constant and hydrophobicity may deviate significantly from the 

properties of bulk solvent.

5.3.1. Protein Solubility—As alluded to in section 2.3, our view is that favorable protein–

solvent interactions are the driving force for protein solubility. Below we first use this view 

to qualitatively rationalize a number of experimental observations, including the increase in 

solubility with increasing net charge, and then put this view to a quantitative test, by 

examining effects of pH and point mutations on solubility.

Protein solubility has a strong dependence on pH, which affects the protein net charge. The 

solubility usually reaches a minimum at a pH around the isoelectric point (where the net 

charge is zero; Figure 14a).467,468 Hence the higher the net charge, the higher the solubility. 

Solubility can also be increased by replacing exposed nonpolar residues with charged ones.
469 In fact, an important reason for the presence of charged residues in proteins is to ensure 

solubility and prevent aggregation. Proteins free of charged residues have been engineered 

(by mutation or in combination with pH titration and chemical modification), but with low 

solubility or a significant decrease in solubility from the parent protein.470–472 The increase 

in solubility with increasing net charge is usually attributed to repulsion between like-

charged protein molecules in the solid phase. However, we suggest that the primary cause 
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for the increase in solubility is the favorable interactions between the protein charges and the 

solvent in the solution phase.

To illustrate, let us model the protein molecule as a sphere with a radius R and a net charge q 
uniformly distributed on the surface. Equation 6 then gives the excess chemical potential in 

the solution (assuming absence of any mobile salts for now). A similar expression, with an 

effective dielectric constant εc for the crystalline phase replacing εs, applies to the free 

energy Ec. Equation 11 then leads to

(44a)

where S0 denotes the solubility at zero net charge. We expect εc < εs (see below) and hence 

predict an increase in solubility with increasing net charge. Thus highly charged proteins 

have high solubility for the same reason as simple salts, by favorably interacting with the 

solvent.

Kramer et al.473 determined the solubility of seven proteins and observed a correlation with 

the fraction of negatively charged surface area. In Figure 14b we plot their solubility data 

(extrapolated to zero salt) as a function of q2/R (where R is estimated from the molecular 

weight), as suggested by eq 44a. The data hint at a linear relation between ln S and q2/R, 

although the scatter is too much to be conclusive. Interestingly, the slope of 2.2 from a linear 

fit is very close to what is predicted by eq 44a with εs = 80 and εc = 50 (see below).

Organic solvents such as ethanol have much lower dielectric constants than water, and their 

water mixtures have intermediate dielectric constants commensurate with mixing ratios. 

Addition of organic solvents to water has long been known to reduce protein solubility.467 

The usual explanation is that the lower dielectric constant leads to stronger attraction in the 

solid phase—somehow like-charged protein molecules no longer repel each other! Again, 

we suggest that the primary reason lies in the solution phase, not in the solid phase. 

Compared to εs, εc is closer in value to the dielectric constants of organic solvents, and 

hence the latter are less likely to produce a significant reduction of dielectric constant in the 

solid phase. Moreover, in protein crystals formed in water mixtures of organic solvents, 

water molecules occupy most of the protein surface while organic molecules bind to a few 

positions.474 To a crude approximation we can thus assume εc is unaffected by organic 

solvents. If we further assume that the dielectric environment in the solution is modeled by 

the dielectric constant εm of the solvent mixture, then the organic solvent changes the 

solubility from S to Sm according to

(44b)
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In essence, the solubility decreases due to less favorable interactions of protein charges with 

the less polar solvent mixture.

Trevino et al.475 systematically studied how different types of amino acids modulate the 

solubility of ribonuclease Sa at 1.1 M (NH4)2SO4 by mutating the exposed residue Thr76 

into all of the other 19 amino acids. They found that, when the net charge is small, both 

acidic and basic residues modestly increase solubility. However, with higher net charges, 

acidic but not basic residues significantly increase solubility. The authors attributed the 

superior effects of Asp and Glu to their “water-binding” ability, which is distinct from 

hydrophilicity. However, it is unclear how this water-binding ability affects the free energy 

difference between the solution and solid phases. In this context, it is worth noting that, 

relative to Asp and Glu, Lys has a large nonpolar group in addition to the charged moiety. A 

loss of Lys residues in some halophilic proteins relative to their nonhalophilic homologues 

has been found to largely account for a reduction in the fraction of nonpolar surface area.418

The effects of pH and point mutations on solubility have been quantitatively computed,27 by 

combining constant-pH molecular dynamics simulations162 with modeling of the free energy 

change upon transferring a protein molecule from the crystalline phase to the solution phase. 

The latter was decomposed into two terms:

(45)

where the electrostatic component  was based on the PB model and the 

nonelectrostatic component  was based on solvent accessible surface area. Assuming 

that a pH change (from pH0 to pH) does not affect the nonelectrostatic component, then the 

corresponding change in solubility (from S0 to S) is given by

(46)

As the pH deviates from the pI in either direction, the net charge increases in magnitude and 

 becomes more and more negative due to favorable charge–solvent interactions 

in the solution phase (see eq 44a). Equation 46 thus provides a qualitative explanation for 

the observation that the solubility is usually minimal around the isoelectric point (Figure 

14a).

The foregoing discussion assumes that the solution phase is a much more polar dielectric 

environment than the crystalline phase; i.e., εs is much higher than εc. This observation is 

consistent with the experimental observation that the dielectric constant of dry protein 

powder is around 4 and increases with increasing hydration level.26 To determine the value 

of εc, Tjong and Zhou27 calculated the electrostatic solvation energy (see eq 9b) of a protein 

molecule in a crystalline lattice (with charges present only on the central protein molecule) 

using the PB model, with all the protein molecules on the crystalline lattice assigned a 

dielectric constant of 4 and the solvent regions assigned a dielectric constant of 78.5. The 
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solvation environment of the central protein molecule was then replaced by a uniform 

dielectric, with the dielectric constant εc varied to reproduce the solvation energy in the 

crystalline lattice. The resulting value for εc was 53.5. With this εc, the pH dependence of 

ribonuclease Sa solubility predicted by PB calculations for  on protein conformations 

sampled from constant-pH simulations is in good agreement with experiment468 (Figure 

14c).

To rationalize the variations in the ribonuclease Sa solubility when the exposed Thr76 was 

mutated into different amino acids,475 Tjong and Zhou27 modeled the nonelectrostatic 

component of the transfer free energy based on solvent accessible surface area.217,218 The 

surface area was divided into nonpolar and polar portions, and the change in the 

nonelectrostatic component upon a T → X mutation was

(47)

where ΔA denotes the change in (nonpolar or polar) surface area upon mutation, and bc→s 

denotes the corresponding change in the nonelectrostatic contribution per unit area. For 

transferring from a hydrocarbon solvent to water, the bnp value is around 25 cal/mol/

Å2.217,218 The crystalline environment should be less hydrophobic than a hydrocarbon 

solvent, so  is expected to be less than 25 cal/mol/Å2. Choosing values of 8.6 and 1.1 

cal/mol/Å2 for  and , respectively, and modeling the electrostatic component as 

described above, the measured solubility results at pH 4.25 for the Thr76 mutations are well 

reproduced (Figure 14d). At pH 7, the mutations of Thr76 to Asp, Lys, and Arg were 

calculated to change the solubility from 41 g/L to 196, 23, and 28 g/L, respectively; the 

latter are to be compared with experimental values of 160, 60, and 50 g/L. The much higher 

solubility of the Asp mutant relative to the Lys and Arg mutants comes from two sources: 

the acidic residue increases but the basic residues decrease the magnitude of the net charge 

by 1; the basic residues, but not the acidic Asp, have a significant portion of nonpolar 

surface area. These may be the same reasons that halophilic proteins choose acidic residues 

for mitigating low solubility due to salting out.

Finally, we mention that machine-learning programs have been developed to classify 

proteins as soluble and insoluble, highlighting the importance of acidic residues to protein 

solubility.476,477

5.3.2. Polymerization and Fibrillation—While protein crystals grow in all three 

directions, for some proteins, monomers are added along one direction to form linear 

polymers or filaments. For example, the eukaryotic cytoskeleton is made up of three types of 

filaments: actin filament, intermediate filament, and microtubule. Assembly of these 

filaments is influenced by electrostatic interactions, as illustrated by strong pH and salt 

effects on actin filament nucleation and elongation.478,479 However, hemoglobin remains the 

best example for the roles of electrostatics in polymer formation. Whereas sickle 

hemoglobin forms polymers that lead to deformation of red blood cells into a sickle shape 

and ultimately anemia, polymer formation is prevented for normal hemoglobin by a charged 
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residue, Glu6, in the two β subunits of the tetrameric protein. This charge would be buried in 

the interface between two neighboring tetramers in the polymer and thus incur a tremendous 

desolvation cost. This cost is eliminated when the charged residue is replaced by a nonpolar 

one, Val, as in sickle hemoglobin.

Amyloid fibrils are another form of polymers that have gained greater attention due to their 

connection with diseases, including Alzheimer’s and type 2 diabetes. These fibrils consist of 

a stack of two or more parallel β-sheets that grow indefinitely (Figure 15). For example, in 

fibrils formed by Alzheimer’s amyloid-β peptide Aβ40, the stacking is between two β-

strands within each subunit, which are bent into a “U” shape, with the bend stabilized by a 

salt bridge between Asp23 and Lys28 (Figure 15a).480 By cross-linking the two residues, the 

typical lag phase in the kinetics of the fibrillogenesis was eliminated, indicating that the 

nucleus for fibril formation can be stabilized by stabilizing the bend.481 In Aβ42 fibrils, each 

subunit forms three β-strands in an “S” shape; a salt bridge, between Lys28 and the C-

terminus, also makes an important contribution to fibril stability (Figure 15b).482–484 The 

37-residue islet amyloid polypeptide (IAPP, or amylin) associated with type 2 diabetes has 

three basic residues, Lys1, Arg11, and His18, all in the N-terminal half, and no acidic 

residues. Adding salts led to speedup of fiber formation, presumably by screening intra- and 

intersubunit electrostatic repulsion, but the extents of the speedup were different among 

different anions of the salts, indicating additional effects.485 The orders of the anions in the 

speedup were different at high and low salt concentrations. At a high salt concentration (600 

mM), the order followed the Hofmeister series, as expected for the Hofmeister effect 

(section 2.3). On the other hand, at a low salt concentration (20 mM), the order followed the 

electroselectivity series, suggesting anion-specific binding to clusters of basic residues on 

the nucleus and fibril (section 2.3). Anion-specific binding has also been implicated in 

speeding up the formation of other fibrils.486,487

As enlightened by the prevention of polymerization of normal hemoglobin, it is important to 

avoid burying charged residues at interfaces. This idea was apparently at play in building a 

structural model for an IAPP fibril (Figure 15c).485 It certainly was extremely helpful in 

reducing the number of possible structural models for the nanofiber formed by a 16-residue 

peptide termed RADA16 (Figure 15d).488 This peptide has a patterned sequence, RADA 

repeated four times, designed for β-strand propensity.489 In the resulting β-sheet, the 

nonpolar Ala residues project to one face while the charged Arg and Asp residues project to 

the opposite face. In theory there are eight classes of models,490 involving aligning strands 

in a β-sheet parallel or antiparallel to each other, orienting two β-sheets in a stack parallel or 

antiparallel to each other, and placing the nonpolar or charged face of each β-sheet in the 

interface. By requiring that the charged face of neither β-sheet was placed in the interface, 

five of the eight classes of models were eliminated. Distance restraints from solid-state 

NMR spectroscopy allowed the development of a structural model for the RADA16 

nanofiber, in which strands in each β-sheet aligned in parallel but had a registry shift, the 

two β-sheets stacked in a parallel fashion, and the charged faces of both β-sheets projected 

outward.

Zhou and Pang Page 50

Chem Rev. Author manuscript; available in PMC 2019 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



5.3.3. Liquid–Liquid Phase Separation

Protein solubility is determined by the equilibrium between the solution and solid phases. 

For simple molecules like water, the separation between two phases occurs when the 

molecules can achieve the same low free energy by adopting two distinct types of 

configurations, with different densities and different extents of intermolecular contacts. 

Typically the low free energy results from low enthalpy in one phase (e.g., solid) and high 

entropy in the other phase (e.g., liquid). A homogeneous mix of the two phases, with a 

density falling in the gap between the two phases, would have a higher free energy and 

hence only be metastable. The same principle applies to proteins (dissolved in solvent). 

Indeed, proteins can exist in three phases that are reminiscent of solid, liquid, and gas for 

simple molecules. The solution and solid phases discussed above correspond to solid and 

liquid, respectively. Under certain conditions (in particular, at temperatures below a 

“critical” value, Tc), the solution phase can further separate into a dilute phase and a 

concentrated phase, akin to the gas and liquid phases, respectively, of simple molecules. This 

process is known as liquid–liquid phase separation (LLPS), since the protein molecules are 

liquid-like in both of the phases. In the concentrated phase, protein molecules cluster into 

droplets, typically micrometers in size, that are detectable by various types of microscopes. 

The droplets scatter light, and consequently the protein sample appears cloudy to the naked 

eye (in the same way as we observe clouds in the sky).

For structured proteins, LLPS usually occurs within the gap between the solution and solid 

phases, and hence is metastable.491 Nevertheless LLPS has been observed for a number of 

proteins (e.g., when crystallization occurs very slowly),492 including γ-crystallins, which are 

a main protein component of the eye lens.493,494 At temperatures below Tc, protein droplets 

emerge in the lens and scatter light, leading to lens opacification, a phenomenon known as 

“cold cataract.”495 Interestingly, highly homologous γ-crystallins, e.g., γD and γF with 

83% sequence identity, can have critical temperatures that differ by over 30 °C.494 Indeed, a 

cataract-associated mutation, R14C, of γD-crystallin496 increased Tc by over 20 °C, 

apparently via disulfide-linked oligomerization.497 Also interestingly, a negatively charged 

globular protein, bovine serum albumin (BSA), was found to undergo LLPS upon adding the 

trivalent cation Y3+, but only between two critical concentrations of the salt. This “reentrant” 

condensation behavior was attributed to tight binding of Y3+ to acidic residues, resulting in 

charge neutralization across the first critical salt concentration and, with excess Y3+ binding, 

charge inversion at the second critical salt concentration.81 It has now become possible to 

compute subtle effects of point mutations and ion-specific binding on LLPS, by representing 

interprotein interactions at the atomic level.466 By computing the chemical potential of a 

protein over a range of concentrations, the coexistence curve of LLPS (the concentrations of 

the two phases versus temperature) can be constructed.

Recent years have seen renewed interest in LLPS,498–505 because it is thought to underlie 

the genesis of membraneless organelles inside cells.506–509 Recombinantly expressed 

components of these organelles have been shown to undergo LLPS.510–523 These proteins 

typically contain disordered regions and/or bind RNA. Presumably IDPs do not crystallize, 

and hence for them LLPS is thermodynamically stable (no competition from solution–solid 

phase separation) and easily observable. Indeed, the fragments of the disordered regions 
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alone often are sufficient for LLPS.510,511,513–516,518–520,522 RNA can reduce the protein 

concentration required for the onset of LLPS,513,514,520,521 but excessive RNA has the 

opposite effect,519,524 an observation reminiscent of Y3+-dependent reentrant condensation. 

The enrichment of charged residues in IDPs (see section 3.2) and the involvement of RNA 

make LLPS extremely susceptible to changes in salt concentration. Cells likely use this and 

other changes in solvent conditions such as pH and temperature, as well as posttranslational 

modifications and protein or RNA concentrations, to regulate LLPS.503 Droplet formation 

can facilitate the assembly of multicomponent complexes for biochemical processes, 
500,504,512,523 but the resulting condensation of disordered proteins is also inductive to 

fibrillation and degenerative diseases.500,503,513–515,517,519 Therefore, exquisite regulation of 

LLPS is crucial.

6. KINETICS OF PROTEIN FOLDING AND BINDING

Electrostatic interactions can (de)stabilize intermediates along kinetic pathways and 

accelerate (or impede) intramolecular and intermolecular relative diffusion, and are thus 

expected to modulate the magnitudes of folding and binding rate constants. Numerous 

studies have confirmed this basic expectation and have also revealed the myriad ways by 

which electrostatic interactions affect folding and binding mechanisms.

6.1. Protein Folding

Folding refers to the process where the protein chain rearranges to acquire the native 

structure. The simplest scenario of this process is a transition between two states, i.e., from 

the unfolded to the folded state. The rate constant of this transition, as a unimolecular 

reaction in solution, generally follows Kramers’ theory525

(48)

where ΔG‡ is the free energy barrier separating the unfolded and folded states, and the pre-

exponential factor kf0 depends on the shape of free energy surface and the effective diffusion 

constant along the reaction coordinate.

The pair of cold shock proteins where an electrostatic origin for the stability gap was 

implicated (see section 4.2) also serves to illustrate that folding kinetics can be significantly 

affected by electrostatic interactions. The folding and unfolding rates of the thermophilic 

protein were 10-fold higher and 20-fold lower, respectively, compared with the mesophilic 

counterpart.526 The R3E mutation of the thermophilic protein slowed the folding rate by 20-

fold and accelerated the unfolding rate by 3-fold, implicating strong electrostatic 

contributions to the differences in folding kinetics between the thermophilic and mesophilic 

homologues. These proteins form a five-stranded β-barrel, with the N-terminal three strands 

in one sheet and the C-terminal two strands in another. In the thermophilic protein, Arg3 on 

strand 1 is sandwiched between Glu21 on strand 2 and Glu46 on strand 4.527 An extensive 

mutational analysis (including Φ-value analysis528) by Perl et al.526 revealed that, in the 

transition state, the N-terminal two strands are formed, and the Arg3–Glu46 interaction is 
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present to provide tertiary stabilization. These features were largely confirmed in transition-

state conformations identified by high-temperature unfolding simulations. 529 The same 

conclusion was drawn from simulations based on a native-centric coarse-grained model that 

included electrostatic interactions.530

Tzul et al.383 examined how stabilizing mutations from redesigned surface charge–charge 

interactions (see section 4.2) affected folding kinetics. These mutations accelerated the 

folding rates while they left the unfolding rates largely unaffected, leading the authors to 

conclude that the transition state of folding was stabilized by the redesigned surface 

electrostatics. Halskau et al.531 compared the folding barriers of two homologous proteins, 

lysozyme and α-lactalbumin (38% sequence identity). The barriers were high (8.4 kcal/mol) 

for lysozyme but only marginal (1.3 kcal/mol) for α-lactalbumin. The latter result was 

attributed to electrostatic stabilization of the transition state.

When the surface of a protein is clustered with like charges (for binding partner proteins; see 

sections 5.1 and 6.2), adding salts can screen the expected charge–charge repulsion in the 

transition state and thereby accelerate the folding rate. This was precisely the result observed 

on the human peripheral subunit-binding domain (PSBD) of the pyruvate dehydrogenase 

multienzyme complex, which uses basic residues for binding catalytic subunits in shuttling 

prosthetic groups.532 For a bacterial PSBD, BBL, with less concentration of basic residues, 

adding salts still increased folding stability, as expected from screening of charge–charge 

repulsion in the folded state, but, paradoxically, decreased the folding rate (4-fold at 4 M 

LiCl).533 The latter result was explained by proposing that the folding of BBL was 

barrierless, a scenario first proposed on theoretical grounds, when the folding barrier 

disappeared due to extreme energetic bias toward the native state.534 Relaxation on the 

resulting single-well free energy surface can still have an approximately exponential time 

dependence, with the relaxation rate, analogous to the pre-exponential factor kf0 in eq 48, 

determined by the curvature of the surface and the effective diffusion constant. The 4-fold 

decrease in folding rate at 4 M salt was accounted for by a combination of (i) broadening of 

the free energy surface, which was corroborated by a broadened (i.e., less cooperative) 

equilibrium denaturation transition with high temperature, and (ii) an increase in solvent 

viscosity, which would slow down intramolecular relative diffusion. Whether the folding of 

BBL is barrierless and whether the particular experimental system is appropriate for 

invoking the native-bias scenario of the theoretical model are hotly contested.535 Removal of 

charges on two poorly solvated Lys residues in the fast-folding small protein villin headpiece 

introduced native bias, presumably by decreasing the desolvation cost and charge–charge 

repulsion, and was suggested to push the folding toward the barrierless scenario.536

Lastly, we note that nonnative electrostatic interactions, such as between sequentially 

neighboring charged residues as postulated in the Gaussian-chain model329–332 (see section 

4.1), can form in the unfolded state and persist in the transition state for folding. Cho et al.
537 mutated the exposed Lys12 in the N-terminal domain of the ribosomal protein L9 to Met, 

and found a 1.9 kcal/mol increase in folding stability. The authors presented several lines of 

evidence to suggest that the stabilization resulted not from native state effects but from 

elimination of repulsion of Lys12 by other basic residues in the unfolded state. Incidentally, 

the charge–charge interactions in the unfolded state of this protein are modeled well by the 
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Gaussian-chain model, as judged by a close match between predicted individual pKa’s and 

subsequently measured values in the unfolded state.323,330 Kinetic experiments of Cho et al.
537 further showed that the K12M mutation resulted in a 2.3-fold increase in folding rate and 

an 11-folding decrease in unfolding rate. The greater effect on the unfolding rate was 

interpreted as indicating the persistence of Lys12-mediated charge–charge repulsion in the 

transition state.

6.2. Protein–Protein Association

The measured rate constants of protein–protein association span approximately 10 orders of 

magnitude, from 1 to 1010 M−1 s−1 (Figure 16). Association involves the approach of two 

partner proteins (A and B), via translational and rotational diffusion, toward each other with 

appropriate relative orientations and further conformational change. Hence there are two 

potential rate-limiting mechanisms, which can be captured by Scheme 1,538 where A*B 

denotes the initial (or encounter) complex formed by diffusion, k1 and k−1, respectively, are 

the rate constants for the formation and disassembly of this intermediate, and k2 is the rate 

constant for conformational change leading to the native complex C. Below we will assign 

specific meanings to the intermediate A*B and the elementary rate constants in different 

contexts, but for now we keep things generic. It should be pointed out that Scheme 1 is only 

the simplest reaction scheme that possesses all the essential ingredients for protein 

association; more complex schemes may, e.g., contain more than one intermediate. Making 

the steady-state approximation for A*B, the overall association rate constant is given by

(49)

Note that k1 always serves as an upper bound for ka. If the conformational change is fast 

(i.e., k2 ≫ k−1), then the association is diffusion-limited and ka ≈ k1. Conversely, if the 

conformational change is slow (i.e., k2 ≫ k−1), then it becomes the rate-limiting mechanism, 

and the association rate constant is approximately (k2/k−1)k1 and much lower than k1.

It becomes apparent that the upper range of the ka spectrum is diffusion-limited whereas the 

lower range is conformational-change-limited.11,538 The dividing line between these two 

regimes falls in the interval between 104 and 106 M−1 s−1, where proteins form 

stereospecific complexes at the limit of unbiased diffusion.457,538 Rate constants that are 

higher than 106 M−1 s−1 are likely achieved through accelerated diffusion due to interprotein 

electrostatic attraction, which can be easily confirmed by complementary charge 

distributions across the binding interfaces of protein complexes, as exemplified by those 

between interleukin 4 and interleukin 4 binding protein,541 between barnase and barstar,540 

and between DNase E9 and immunity protein Im9.539 Incidentally, the accumulation of like 

charges on each partner protein, needed for across-interface charge complementarity, 

reduces folding stability.376 On the other hand, rate constants that are lower than 104 M−1 s
−1 implicate slow conformational change, as illustrated by the association between Ffh and 

FtsY GTPase domains.542,545,546 Work up to 2009, mostly in the diffusion-limited regime, 

was previously reviewed;11 another brief overview, focusing on the computational side, 
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appeared in 2013.547 Below we highlight recent advances in the association kinetics of 

structured proteins, in both the diffusion-limited and conformational-change-limited 

regimes, and of IDPs, which may have features of both regimes.

6.2.1. Automated Prediction of ka in the Diffusion-Limited Regime—The 

important physical factors in the diffusion-limited regime are well understood. Association 

becomes diffusion-limited when there are little differences between unbound and bound 

structures or when the change in conformation is rapid on the time scale of intermolecular 

relative diffusion. For this regime, the free energy surface in the six-dimensional space of 

relative translation and rotation is essentially barrierless, with a single deep well defining the 

bound state. Described in terms of Scheme 1, the A*B species represents the rim of the 

bound state and kc → ∞. The association rate constant is then determined by intermolecular 

diffusion, with the bound-state rim treated as absorbing. Electrostatic interactions between 

the partner proteins can have a significant effect on the speed to reach the bound-state rim 

and hence ka, especially when this rim is highly localized, as would be the case for 

stereospecific complex formation. A quantitative model for ka prediction requires the 

specification of the bound-state rim and efficient treatment of electrostatic interactions. 

These issues were solved in the transient-complex theory for protein–protein association,538 

and the resulting computational method called TransComp has been implemented as a web 

server (http://pipe.sc.fsu.edu/transcomp/).457

Alsallaq and Zhou538 used the term “transient complex” to designate the bound-state rim, to 

signify it as a late, on-pathway intermediate where the two partner proteins have near-native 

separation and relative orientation but have yet to form most of the stereospecific native 

contacts. The bound state features numerous contacts but is restricted in relative rotation. As 

the two partners start to separate, a sharp decrease in the number of (native and nonnative) 

contacts is accompanied by a sudden increase in the freedom of relative rotation. In 

TransComp, the midpoint of this transition was identified as the transient complex, where an 

absorbing boundary condition for calculating the diffusion-limited ka would be imposed.457 

In other studies, the location of the absorbing boundary was adjusted, often to reach 

agreement with experimental values for ka, thereby compromising the predictive power of 

computation. 548–550 Note that the transient complex does not correspond to a barrier in the 

free energy surface. In fact, it may be electrostatically stabilized to such an extent that the 

resulting (low) population becomes detectable by paramagnetic relaxation enhancement 

NMR spectroscopy.551,552

Once the location of the transient complex is specified, ka can be calculated from 

simulations of the translational and rotational diffusion of a pair of proteins. The costly 

treatment of electrostatic interactions in such Brownian dynamics simulations has 

necessitated approximations. Analytical theories have led to a remarkably simple 

formulation for the electrostatic contribution to the association rate constant:553,554

(50)
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where ka0 is the “basal” rate constant, calculated when electrostatic interactions are turned 

off, and ΔGel* is the electrostatic interaction energy in the transient complex. The validity of 

eq 50 relies on both the stereospecificity of the native complex and the long-range nature of 

electrostatic interactions. TransComp uses eq 50, with ΔGel* calculated from solving the PB 

model using the vdW-based protocol.555

The performance of TransComp is illustrated by results on a sample of 49 complexes, with 

experimental ka values spanning 5 orders of magnitude (from 2.1 × 104 to 1.3 × 109 M−1 s
−1) (Figure 17a). The predicted and experimental log ka values have a root-mean-square 

deviation of 0.73, corresponding to a 5-fold error in ka. These complexes encompass 

different biological functions and have different sizes and shapes (Figure 17b). Successes in 

ka modeling have also been achieved in other web servers,556,557 and with empirical 

correlations between ka and various structural and physical features.558–560

Equation 50 not only simplifies the calculation of ka but also provides better physical insight 

into how different physical factors differently dictate the magnitude of ka. Specifically, 

short-range interactions specify the location of the transient complex and hence the basal 

rate constant, whereas the effect of long-range electrostatic interactions is contained in 

ΔGel*. The latter appears in the exponent, and hence differences of a few kilocalories per 

mole in ΔGel* correspond to several orders of magnitude changes in ka. For example, four 4-

helix bundle cytokines associate with their receptors with rate constants spanning a 5000-

fold range.541,561–563 Calculations using eq 50 revealed that, with ka0 differing by no more 

than 3-fold, the vast span in ka arises mostly from the differences in ΔGel*, by as much as 

4.1 kcal/mol, due to the varying extents of charge complementarity across the binding 

interfaces.564 Values of ΔGel* calculated on 132 complexes ranged from less than −5 

kcal/mol to greater than 2 kcal/mol (Figure 13b).

Very recently Cohen-Khait and Schreiber565 used yeast surface display to select mutations 

of TEM1 β-lactamase that increased the association rate with the protein inhibitor BLIP. The 

selected clones were enriched in charge mutations proximal to the binding interface, and 

nearly all were predicted by TransComp to have increased ka. Moreover, seven of the clones 

were purified, and the measured ka values showed excellent agreement with TransComp 

predictions.

Lastly, we note that TransComp has been adapted to predict association rate constants under 

cell-like crowded conditions, by accounting for the effects of crowding on protein diffusion 

and interprotein interaction energy.566,567 Interestingly, the two effects of crowding oppose 

each other and nearly cancel, leaving ka nearly unaffected. The association rate constant of 

TEM1 and BLIP measured in the cytoplasm of HeLa cells was indeed close to the value in 

buffer.568

6.2.2. Characterization of Intermediates in the Conformational-Change-Limited 
Regime—In the conformational-change-limited regime, the partner proteins have at least 

one slow step of conformational change. The intermediate preceding the slow step may 

accumulate to become detectable experimentally, as illustrated by two protein complexes. 

When modeled with Scheme 1, the A*B species now represents the detectable intermediate.
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The association between the signal recognition particle and its receptor is a crucial step in 

delivering newly synthesized proteins from the cytoplasm to the appropriate membrane 

location. In E. coli, the signal recognition particle consists of a single protein, Ffh, and a 

small RNA referred as 4.5S, and the receptor is a protein called FtsY. The native complex is 

formed between the structurally homologous GTPase domains of Ffh and FtsY, stabilized by 

interactions mostly between the G subdomains of the two subunits, and involves significant 

conformational rearrangements, including bending between the G and N subdomains of each 

subunit.545,546 In the absence of the 4.5S RNA, the associate rate constant was very low, at 

180 M−1 s−1; the 4.5S RNA accelerated the rate substantially, to 5.7 × 104 M−1 s−1.542 A 

subsequent kinetic experiment revealed an intermediate, which could be trapped by 

removing nucleotides from the GTPase domains (but only in the presence of the 4.5S RNA).
569 In the presence of the 4.5S RNA, this intermediate formed at a rate constant (k1) of 5.6 × 

106 M−1 s−1 and disassembled at a rate (k−1) of 60 s−1, and proceeded to form the native 

complex at a rate (k2) of approximately 1 s−1. The acceleration of the 4.5S RNA was 

achieved by stabilizing the intermediate; the intermediate was too weak to be detectable, as 

indicated by the absence of any complexation between the nucleotide-free GTPase domains, 

without the 4.5S RNA. Using electron paramagnetic resonance and fluorescence resonance 

energy transfer, the binding interface of the intermediate was mapped to the N subdomains 

of the two subunits, with electrostatic attraction providing stabilization (Figure 16).543 This 

intermediate has been captured in a cryoelectron microscopy structure.544

The second example concerns the dimerization of the E-cadherin extracellular domains, a 

process central to cell adhesion. The native complex has a domain-swapped interface, 570 but 

an alternative, X-shaped dimer was formed by mutants incapable of domain swapping and 

was implicated as an on-pathway intermediate by an enormous decrease in dimerization rate 

when a salt bridge in the X-dimer interface was disrupted by a charge reversal mutation 

(K14E).571,572 The values of ka were 1.0 × 104 M−1 s−1 for the wild-type protein but only 

2.2 M−1 s−1 for the K14E mutant. NMR relaxation dispersion experiments detected the X-

dimer as a minor population, formed with a rate constant of 2.3 × 105 M−1 s−1 and 

disassembled at a rate of 1.8 × 103 s−1. Together with the overall ka value, a rate of 86 s−1 

for the transition from the Xdimer to the domain-swapped dimer could be deduced. With the 

K14E mutation, the intermediate was no longer detectable by NMR relaxation dispersion. 

Incidentally, this experimental technique has also been used to study the overall association 

between the H2A.Z-H2B histone dimer and the histone chaperone Chz1573 and between an 

SH3 domain and peptides with varying charges,574 implicating the potential for significant 

electrostatic ka enhancement in both cases.

6.2.3. Binding of IDPs to Structured Targets—When binding to structured targets 

such as partner proteins, many IDPs undergo a disorder-to-order transition. The 

conformations adopted on the target surfaces often are extended, with stabilization provided 

less by intramolecular and more by intermolecular interactions (see Figure 17b (#40 

complex) and Figure 18). Simultaneous formation of all these latter interactions upon 

approaching a target surface would severely restrict the association rate constant; a more 

likely scenario is sequential formation of the extended conformation.457 Specifically, it was 

proposed that the binding of an IDP follows a dock-and-coalesce mechanism, whereby one 
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segment of the IDP first docks to its subsite on the target surface and the remaining segments 

subsequently coalesce around their respective subsites (Figure 18). The docking segment 

approaches its subsite by translational and rotational diffusion, and at the same time 

undergoes rapid conformational exchange to reach a kinetic intermediate, referred to as a 

docked complex (the A*B species in Scheme 1), where the docking segment is natively 

bound but the remaining segment(s) of the IDP are still loose.575 The docking step likely is 

rate-limited by the diffusional approach, and the rate constant k1 can be calculated by the 

TransComp method. In the subsequent coalescing step, the remaining segments evolve 

toward their native conformations, with energy barriers determined by secondary structure 

propensities of the coalescing segments576,577 and their short-range intermolecular 

interactions with the target surface.578

According to eq 49, the docking rate constant k1 provides an upper bound for the overall 

association rate constant ka, but slow coalescing may result in a much lower ka in a given 

dock- and-coalesce pathway. Binding of the IDP can proceed along multiple pathways, each 

starting with the docking of some initial segment of the IDP and ending with the structural 

coalescence of some final segment on the target surface.457,579 However, it is quite possible 

that a single pathway has a ka much higher than all other alternatives, and hence becomes 

dominant. The most likely dominant pathway is the one where the docking step is rate-

enhanced by electrostatic attraction and is close to being rate-limiting for the overall ka of 

that pathway. By applying the TransComp method to different segments of an IDP, one can 

identify the docking segment of the dominant pathway and predict the rate constant of the 

docking step, thereby providing an upper bound for the rate constant of the overall binding 

process. This adaptive use of TransComp was first tested on the binding of the partially 

disordered hirudin to thrombin (#40 complex in Figure 17b), where the docking segment 

was identified as the highly acidic C-terminal tail.457 The predicted docking rate constant, 

1.3 × 108 M−1 s−1, closely approximated the experimental value, 7.5 × 107 M−1 s−1 for ka.
580 These and experimental and computational data on other proteins suggest that dock-and-

coalesce is a general mechanism for the binding of IDPs.579

With the adaptive use of TransComp, the rate constants of three IDPs, along with four 

structured proteins, that all bind to G-actin and regulate actin polymerization were 

calculated.581 These results showed that, for both IDPs and structured proteins, electrostatic 

attraction is the main determinant for the magnitudes of ka. For a phosphopeptide binding to 

two different SH2 domains, while the rate constants are electrostatically enhanced in both 

cases, as shown by decreased rates with increasing extents of dephosphorylation,582,583 the 

binding mechanisms were different, one forming the native complex all at once while the 

other involving dock-and-coalesce.584 Interestingly, for the binding of the disordered 

Wiskott–Aldrich syndrome protein (WASP) to the Cdc42 GTPase (Figure 18), when the 

docking step with one segment was slowed down substantially by charge mutations, docking 

with another segment came into play, so that multiple dock-and- coalesce pathways started 

to contribute to the overall binding process.575 Significant electrostatic rate enhancement has 

also been observed in the binding of other IDPs, again implicating a diffusion-limited 

docking step playing a major rate-determining role.585–587
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The coalescing step is likely to play a greater rate-determining role in the binding of many 

other IDPs. It is then of greater interest to trap and probe the docked complex as an 

intermediate (e.g., ref 588), analogous to the studies illustrated in section 6.2.2 for structured 

proteins. Given that the docking and coalescing steps are dictated by distinct physical 

factors, solvent conditions such as temperature can be used to differentially change the 

influences of these physical factors, therefore providing a way to dissect the docking and 

coalescing steps.585,589 Lastly, we note that, by tuning down electrostatic attraction in one 

segment and tuning up electrostatic attraction in another segment, it might be possible to 

alter the dominant dock-and-coalesce pathway.

6.3. Protein Binding to Specific Sites on DNA and to Cell Membranes

How transcription factors and other site-specific DNA-binding proteins achieve conflicting 

goals of specificity and speed when binding to a specific site on genomic DNA with up to 

billons of base pairs has attracted the attention of theoreticians and experimentalists for 

many decades. A seminal idea, proposed by Adam and Delbrück,590 is that nonspecific 

binding to the DNA surface, mediated, e.g., by electrostatic interactions between basic 

residues of a protein and acidic phosphates of DNA (see section 3.4.3), reduces the 

dimensionality of the search space, from three and one, and thereby enhances the binding 

rate constant for a specific site. Berg et al.591 proposed three phenomenological modes of 

translocation between nonspecific sites: continuous sliding along the DNA, hopping between 

near sites, and intersegmental transfer between far sites. Zhou and Szabo592 treated 

nonspecific binding in a physically transparent way, by introducing an attractive interaction 

potential between the protein and the entire DNA surface. A more recent idea is that proteins 

use conformational switch to help resolve the conflict between specific and speed: one 

conformation allows for fast scanning of many sites and another conformation allows for 

recognition of a specific site.593,594 Nonspecifically bound protein structures have been 

characterized experimentally and contrasted with specifically bound structures, revealing in 

particular that Arg side chains interact with DNA phosphates in the former but insert more 

deeply to interact with DNA bases in the latter.19,20 Zandarashvili et al.595 engineered 

protein–DNA and interdomain salt bridges to shift the balance between specificity and speed 

in a predictive manner.

Not only proteins but also DNA may undergo conformational switches upon specific 

binding. In particular, many proteins induce substantial DNA bending, and the driving force 

has been speculated and interrogated. Based on the observation that histones bind to 

nucleosomal DNA mostly from one face of the DNA double helix and thereby 

asymmetrically neutralize the phosphate charges, Mirzabekov and Rich596 proposed that 

electrostatic repulsion between phosphates on the opposite face of the DNA is part of the 

driving force for DNA bending. Asymmetric phosphate neutralization by methylation has 

indeed been found to induce DNA bending.597 EcoRV endonuclease bends its specific target 

sequence, GATATC, by 50° toward the major groove at the central TA step.598 Although an 

initial complex with unbent (or mildly bent) DNA is a likely intermediate toward forming 

the native complex, simultaneous monitoring of binding and bending indicated fast bending 

such that the overall process was rate-limited by the initial binding step, with a rate constant 

exceeding 108 M−1 s−1 (measured on a 14 base pair oligonucleotide).599 Hancock et al.600 
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presented data using charge neutralization on both EcoRV and a GATATC-containing 24 

base pair oligonucleotide to demonstrate that asymmetric phosphate neutralization makes a 

significant contribution to DNA bending. In particular, neutralization of two DNA-

contacting basic residues, Lys119 and Arg226, reduced the association rate constant by 11-

fold and 23-fold, respectively, which are in line with the magnitudes of effects found for 

charge neutralization on protein–protein association rates.575,579,584 In comparison, the 

effects of these mutations on the stability (and hence the dissociation rate constant) of the 

native complex with bent DNA were much more dramatic, with 6500-fold and 13000-fold 

decreases in the binding constant. These basic residues must experience a much more 

intense negative electrostatic potential from the phosphates brought closer by DNA bending.

On the other hand, Hancock et al.600 found that increasing salt concentration significantly 

decreased the association rate constant but only weakly affected the dissociation rate 

constant. These disparate salt effects conform to a pattern for electrostatically enhanced 

diffusion-limited protein–protein association, which was explained by suggesting that most 

of the electrostatic interactions subject to salt screening are already formed in a tight 

transient complex along the way to the native complex (cf. section 6.2.1).601 Vivas et al.602 

used salt dependences of the binding constant and the relaxation rate after temperature jump 

to dissect the initial binding step and subsequent DNA bending step of the integration host 

factor, a protein involved in DNA compaction. To reduce the number of fitting parameters, 

these authors assumed a linear dependence, on a log–log scale, of each elementary rate 

constant on salt concentration. They found that the rate constant most affected by salts was 

for the disassembly of the initial complex, in contrast to the results for EcoRV,602 and 

explained their finding by invoking a very loose transient complex for the initial binding.

Protein binding to membrane-bound receptors presents another case where a reduction in 

dimensionality of the search space, now from three to two, can enhance the rate constant. As 

an example, the activation of protein kinase C starts with the targeting of its C2 domain to 

the membrane-bound ligand, phosphatidylinositol-4,5-bisphosphate. We are not aware of 

any study on the binding kinetics of the C2 domain to the membrane-bound ligand, but a 

study on the binding to the whole surface of an anionic lipid vesicle is quite interesting.603 

Mutations of both (positively) charged and hydrophobic residues in the protein–membrane 

interface had greater effects on the dissociation rate constant than on the association rate 

constant. This trend, opposite to that of salt effects on stereospecific association between 

proteins,601 has been predicted by rate calculations using the theoretical model of Zhou and 

Szabo.592,604 For binding to a specific site on a membrane, the effect of a surface potential 

on the binding constant nearly all resides with accelerating the association rate constant. In 

contrast, for binding to the whole membrane surface, the effects of the surface potential 

become modest on the association rate constant but significant on the dissociation rate 

constant.

7. CHARGE MODIFICATIONS LINKED TO DISEASES

Here we showcase the importance of electrostatic interactions in protein structure and 

function by highlighting a number of charge modifications, either through gene mutation or 

attained posttranslationally, that can be linked to the pathogenesis of human diseases. Once 
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again, the β subunit Glu6 → Val mutation of sickle hemoglobin serves as a prime example. 

Like sickle cell anemia and Alzheimer’s disease, cataract is a protein condensation disease, 

where light scattering by protein aggregates leads to lens opacification.605 The 

cataractogenic R14C mutation of γD-crystallin significantly expands the temperature range 

where LLPS occurs and promotes aggregation, likely via disulfide-linked oligomeriztion.497 

Two other cataractogenic mutations of γD-crystallin also involve charge neutralization of 

Arg residues, R36S606 and R58H.607 These mutations led to significant solubility decreases 

and rapid crystallization.608 In fact, crystallization of the R36S mutant was observed in situ 

and believed to be the mechanism for cataractogenesis.606 One more cataract-associated 

mutation, E107A,609 involves neutralization of an acidic residue. The mutation did not affect 

the LLPS coexistence curve of pure γD-crystallin, but dramatically changed the protein 

compositions of the two phases for mixtures of γD-crystallin and α-crystallin (another main 

protein component of the eye lens).610 For mixtures of α-crystallin and wild-type γD-

crystallin, the concentrated phase was mostly γD-crystallin whereas the dilute phase was 

mostly α-crystallin. With the mutation, the compositions for both phases were more evenly 

split between the two protein types. The change in phase behavior upon mutation, attributed 

to more favorable interactions between the two protein types, resulted in stronger light 

scattering, which was suggested to contribute to cataractogenesis.

There are numerous other reports of charge mutations altering intra- or intermolecular 

interactions and thereby contributing to pathogenesis. For example, a number of charge 

mutations in GPCRs have been found to increase constitutive activity by disrupting 

interactions that stabilize an inactive form.611,612 In rhodopsin, the GPCR for vision, the 

inverse agonist 11-cis-retinal is covalently linked to the ε-amino group of Lys296 and 

thereby inhibits the basal activity. Absorption of light switches the inverse agonist to an all-

trans conformation and activates the receptor. Mutations of Lys296 prevent the covalent 

linkage of 11-cis-retinal and cause autosomal dominant retinitis pigmentosa, by keeping the 

protein in an apo, constitutively active form and ultimately leading to retinal degeneration. 

In addition to covalently linking 11-cis-retinal, Lys296 also forms a salt bridge with Glu113 

that helps keep the basal activity in check. This salt bridge is interfered by G90D and A292E 

mutations, by providing alternative partners to Lys296; the resulting constitutive activation 

leads to congenital night blindness. Similarly, in many rhodopsin-like GPCRs, an “ionic 

lock” between Arg(3.50) and Asp(6.30) suppresses basal activity, and a number of disease-

associated mutations of Asp(6.30) have been identified. Protein–protein interfaces are also 

hot spots for disease-causing mutations, often by disrupting electrostatic interactions 

between proteins.613,614

Posttranslational modifications can also change the charges on side chains, and 

dysregulation of these modifications has been linked to many diseases. In particular, many 

cancer-associated mutations either inactivate or activate kinases, leading to hypo- or 

hyperphosphorylation of substrate proteins.615 As an example, the R776H mutation of the 

epidermal growth factor kinase results in constitutive activity, by disrupting an 

autoinhibitory interaction involving Arg766.616 Mutations may also destroy phosphorylation 

sites or generate new ones (see section 3.5).615 We note that intracellular pHs are elevated by 

approximately 0.4 unit in cancer cells relative to normal cells, which can alter the charges of 

ionizable groups and potentially affect structure and function of many proteins.617 Arg to 
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His mutations, as exemplified by the aforementioned R776H, are enriched in cancer 

mutations.618 The new His residues could increase sensitivity to changes in intracellular pH.

Aberrant profiles of histone modifications, in particular Lys acetylation, are closely linked to 

cancer.309 Erroneous histone acetylation may result in anomalous recruitment of chromatin-

associated factors (see section 3.5) and hence deregulated expression of oncogenes and 

tumor repressors. Changes in histone modifications may also impair genomic stability and 

thereby increase the risk of developing cancer.

Deimination of Arg residues in myelin basic protein (MBP) has been implicated in the 

pathogenesis of multiple sclerosis.619–621 MBP is a major component of the myelin 

membrane protecting nerve axons. Interactions between basic residues of MBP and anionic 

phospholipids (see section 3.4.1) help maintain a compact myelin sheath. These interactions 

are weakened when the positive charges on Arg residues in MBP are lost upon deimination, 

leading to a more open myelin sheath. The degree of deimination correlated well with the 

severity of the disease.

8. CONCLUDING REMARKS

In this review, we have emphasized a basic, unified framework for understanding protein 

electrostatic effects, and used only the simplest theoretical models, in particular the PB 

model, to illustrate basic ideas. In reality, protein electrostatics is complex and there is much 

ongoing work addressing these complexities, including the many effects of salt ions. 

Certainly there is ample room for developments of both models and methodologies in the 

future. Moreover, compared to our cumulative knowledge on protein folding and binding, 

our understanding of electrostatic effects in more complex processes involving protein 

clusters (as in various protein condensation phenomena) and networks (as in signal 

transduction and many human diseases) is lagging. These problems will present challenges 

to theoreticians and experimentalists alike.

Continuum electrostatic models such as the PB model have greatly advanced our physical 

understanding of proteins. For example, one can easily rationalize why charged residues are 

generally found on the surface of structured proteins and why disordered proteins tend to 

have a higher content of charged residues. Similarly, the pKa shifts of many ionizable groups 

can be explained in terms of desolvation cost and interactions with neighboring charged and 

polar groups. At the same time, these models have severe limitations. For example, the PB 

model would totally miss the mitigation of desolvation cost by transient opening of a deeply 

buried site. In addition, salt ions have many facets that are beyond the mean-field treatment 

of the PB model. These include finite ion size, ion–ion correlation, ion hydration, and ion 

dielectric image. Models that account for them have yet to be widely disseminated to the 

protein community. As a result, preferential binding of chaotropic ions to protein backbone 

amides, preferential accumulation of anions around basic residues, and tight binding of 

polyvalent ions to proteins and nucleic acids are still not as well understood as ion screening 

of protein charge–charge interactions. Testing the accuracy of advanced electrostatic models 

and developing computationally efficient implementations for realistic applications to 

proteins will be a fruitful direction for future studies.

Zhou and Pang Page 62

Chem Rev. Author manuscript; available in PMC 2019 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Most implicit-solvent models have treated electrostatic effects in isolation from 

nonelectrostatic effects, assuming additivity of their combined effects. This assumption is 

intuitively appealing and has sometimes met with remarkable successes, as in modeling 

diffusion-limited protein–protein association. Here the physical factors for the association 

rate constant can be teased out, with short-range interactions specifying the location of the 

transient complex and hence the basal rate constant while long-range electrostatic forces 

controlling the speed to reach the transient complex and hence the magnitude of the overall 

rate constant.538 However, there are many examples where electrostatic and nonelectrostatic 

effects are coupled. In particular, salt ions can strengthen hydrophobic interactions in 

proteins.66,68 The use of total free energy functionals that include both electrostatic and 

nonelectrostatic terms offers one way to account for their coupling.170,171 Unique benefits of 

explicitly treating electrostatic and nonelectrostatic coupling have yet to be fully explored 

for proteins.

There likely will always be limits to what implicit-solvent models can achieve, regardless of 

their levels of sophistication. In many cases, discrete microscopic effects of solvent 

molecules can be important for both correct physical understanding and for numerical 

accuracy of computed energetics. A promising approach that incorporates details of 

solvation response from the physics of an explicit solvent and yet is computationally fast is 

semiexplicit assembly, where solvation properties of water precomputed in explicit-solvent 

simulations of simple spheres are assembled to predict solvation free energies of arbitrary 

solutes.622 So far this approach has only been applied to small solute molecules, and it will 

be interesting to investigate possible adaptation for use on protein molecules. Although in 

theory very powerful, explicit-solvent simulations of proteins require careful attention to 

convergence of computed thermodynamic and kinetic properties (and hence the associated 

computational cost). This is especially true for problems with slow events such as transient 

opening of a deeply buried site. Unfortunately, the computational challenge is confounded 

by persistent concerns for inaccuracy of force-field parameters. In any event, it is always 

important that those who carry out simulations are diligent in uncovering mechanistic insight 

from their simulations, so that physical understanding improves along with numerical 

accuracy.

While electrostatic modeling for protein folding and binding, which involve a single or a few 

protein molecules, has been detailed and extensive, similar efforts for condensed states such 

as the solid phase in solubility and the droplet phase in liquid–liquid phase separation are 

lagging. Advanced methods for fast calculations of interaction energies in large systems 

(e.g., ref 623) will be valuable. In contrast to the situation for protein binding that leads to 

stereospecific binary complexes, for liquid–liquid phase separation and other situations with 

highly concentrated macromolecules, such as found in cellular environments, nonspecific 

interprotein interactions become central players, leading to large, dynamic clusters.466,624 

The interaction sites therein are neither stereospecific nor random, but preferential, resulting 

from favorable superposition of many weak interatomic interactions.504 Capturing and 

characterizing these protein clusters experimentally will require novel approaches.

Modulation of side chain charges by pH has been intensively studied, both experimentally 

and computationally. Experimental studies that specifically target charge modifications by 
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posttranslational modifications such as phosphorylation at the molecular level are relatively 

sparse, and computational studies are even fewer (e.g., on phosphorylation-induced 

conformational changes625 and on the kinetics of phosphopeptide-SH2 binding584). More 

such studies and, even more importantly, studies into how these “local” effects are integrated 

to achieve ultrasensitive, precisely timed responses in signal transduction networks will be 

crucial to advance the physical understanding of biology in both health and disease.

Sickle cell anemia, the first disease characterized at the molecular level, has its root cause at 

a single charge mutation.4,5 The double-helix model of DNA was correctly built only after 

placing the negatively charged phosphate groups on the surface.626 These examples remind 

us to never underestimate the power of electrostatics.
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Figure 1. 
The ever presence of electrostatic interactions in various proteins that participate in a wide 

range of biochemical processes at different subcellular localizations (cytoplasm, nucleus, 

and cell membrane). Folding, binding to different targets (other proteins, nucleic acids, and 

cell membrane), and two different forms of condensation (fibrillation and droplet formation) 

are illustrated.
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Figure 2. 
(a) Solvation energy (purple curve) of a unit charge and interaction energy (green curve) 

between two unit charges inside a spherical protein. The two charges have opposite signs 

and are at the same radial distance (r) with a distance of 4 Å between them. (b) Effect of salt 

ions on the electrostatic energy of a charge distribution in a spherical protein. There are 46 

charges of ±1, randomly distributed at 2 Å below the protein surface. The common 

parameters are εp = 4, εs = 80, and R = 16 Å. For (a), κ = 0; for (b), R′ = 18 Å and κ = 

I1/2/3.04 Å−1. Energies are in units of kcal/mol.
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Figure 3. 
(a) Dehydration cost for bringing a single ion to the surface of a spherical protein in the 

presence of 1 M 1:1 salt (parameters are as given in Figure 2b; kBT = 0.59 kcal/mol). r is the 

final radial distance of the ion. (b) Ionic strength dependences of the dehydration cost WK 

for an equilibrium distribution of ions around the protein and the protein solubility. The 

latter is calculated from the WK term shown and the ΔGDH term shown in Figure 2b. (c) 

Dependence of hemoglobin solubility on concentrations of various salts; curves are fits to an 

empirical formula that has the same form as eq 12 but with simplified expressions for ΔGDH 

and WK. Panel c reprinted with permission from ref 70. Copyright 1932 American Society 

for Biochemistry and Molecular Biology.
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Figure 4. 
(a) Difference (ΔΔGel) in the electrostatic energies for creating a charge q1 in a model 

compound (small sphere) and in a protein (large sphere). The model compound becomes 

buried in the protein, resulting in the desolvation cost ΔΔGsolv. Interaction with a preexisting 

protein charge q0 contributes an additional energy Gint. This model can also be adopted for 

reduction potential and for protein folding. In those cases, the model compound becomes the 

redox center or a charged group of the protein. (b) Differences in electrostatic energies 

among the eight protonation states of a protein with three protonation sites. Solid and open 

circles represent charged and neutral sites, respectively. In the former case the net charge at 

each site can be either positive or negative. The situation for protonation inside the protein is 

shown. For the counterpart in the model compounds, there are no interactions among the 

three sites.
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Figure 5. 
(a) Reduction of A in aqueous solution and its connection with the corresponding reaction in 

gas phase. (b) Reduction in the hydrogen electrode and hypothetical intermediate steps of 

proton dehydration and hydrogen atom formation.
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Figure 6. 
(a) Model for protein folding. (b) Dielectric constant of water in the temperature range 0–

100 °C. (c) Temperature dependences of the electrostatic energy (ΔGel) for forming 10 ion 

pairs upon folding a protein, the solvation cost (ΔΔGsolv), and the interaction energy (Gint). 

Each ion pair is modeled as two point charges +e and −e at a distance of 3 Å. The ion pairs 

are assumed not to interact with each other. Energies are given in kcal/mol and are relative to 

those at 25 °C.
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Figure 7. 
(a) Two different dielectric boundaries. The vdW protocol defines the gray shaded region as 

the solute dielectric; the SE protocol adds the crevices, shaded in green, not accessible to a 

spherical solvent probe to the solute dielectric. (b) Smoothed vdW dielectric boundary. From 

left to right, the first, third, and fourth vertical dashed lines indicate the start, midpoint, and 

end of the dielectric transition region; the second vertical dashed line indicates the location 

of the original atomic surface.
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Figure 8. 
Spatial distributions and compositions of residues in different types of proteins and 

interfaces. (a) Relative densities of residues along the radial distance in water-soluble 

proteins. (left) Basic and acidic residues are displayed as blue and red spheres, respectively; 

a spherical shell used for defining relative density is shown. (right) r dependences of relative 

densities of nonpolar, Gly, and charged residues. (b) Separation of intrinsically disordered 

proteins from structured proteins according to hydrophobicity and net charge, by the line q̄ = 

2.785h̄ − 1.151. Adapted with permission from ref 221. Copyright 2000 John Wiley & Sons 

Ltd. (c) Relative densities of residues along the membrane normal in α-helical 

transmembrane proteins. (left) Basic and acidic residues are displayed as blue and red 

spheres, respectively; shaded region indicates the membrane hydrophobic core. (right) z 
dependences of relative densities of nonpolar, Gly, and charged residues. (d) Relative 

densities of residues along the two-dimensional radial distance ρ in protein–membrane 

interfaces. (left) Interfacial side chains are displayed as sticks, with tip atoms of basic, 

acidic, nonpolar, and other residues displayed as blue, red, green, and gray spheres, 

respectively; the membrane hydrocarbon boundary plane (as calculated in the OPM 

database222) is represented by red dots. (right) ρ dependences of relative densities of 

nonpolar, Gly, and charged residues. (e) Similar results for protein–nucleic acid interfaces.
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Figure 9. 
pH-dependent conformational transition of hemagglutinin. (a) In the prefusion form (Protein 

Data Bank entry 1JSD), HA2 Asp112 forms an ion pair with the N-terminal amino group, 

and HA2 Glu69 forms a salt bridge with HA1 Arg102. (b) In the postfusion form (PDB 

entry 1HTM), the N-terminus of the HA2 central helix extends from residue 74 to residue 

37, while residues 106–113 (in cyan) become a loop, allowing the C-terminal helical 

segment (in blue) to fold back. HA2 Asp112 is now exposed on the surface, and Glu69 

forms a pair with Glu74 of a neighboring chain.
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Figure 10. 
Acid activation and proton conductance of the influenza A M2 protein. (a) Structure in the 

closed state (PDB entry 2L0J). (left) Structure embedded in the membrane; concentration of 

basic residues in the inner leaflet is in line with the positive-inside rule. (right) His37 and 

other key pore-lining residues. Reprinted with permission from ref 362. Copyright 2010 

American Association for the Advancement of Science. (b) External proton attack of a 

His37 imidazole–imidazolium hydrogen-bonded dimer may end with a proton returned to 

the same aqueous compartment (futile cycle) or transferred to the internally exposed 

compartment (conductance cycle). Reprinted with permission from ref 361. Copyright 2015 

Elsevier.
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Figure 11. 
Temperature dependence of the unfolding free energy −ΔGfold. The melting temperature 

increases with increasing −ΔGfold(Ts), decreasing ΔCp, and increasing Ts, as illustrated by 

the green, blue, and red curves, respectively.
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Figure 12. 
Designed and evolved binding sites. (a) Nonenzyme protein with a site designed to bind 

Ca2+. Reprinted with permission from ref 16. Copyright 2009 BioMed Central Ltd. http://

creativecommons.org/licenses/by/2.0. (b) Artificial enzyme, HG3.17, obtained through 

directed evolution, shown bound with a transition state analogue. In the substrate, the NH 

moiety forming a short hydrogen bond with Asp127 is replaced by a scissile CH, and the 

nitrogen atom hydrogen bonded to Gln50 is replaced by oxygen. Reprinted with permission 

from ref 435. Copyright 2013 Macmillan Publishers Ltd.
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Figure 13. 
Electrostatic contributions to protein–protein binding stability and rate constants. (a) 

Electrostatic components, , of the interaction energies in 132 protein–protein native 

complexes. (b) Electrostatic interaction energies, ΔGel*, in the transient complexes of the 

132 protein pairs. Reprinted with permission from ref 452. Copyright 2013 John Wiley & 

Sons Ltd.
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Figure 14. 
Effects of pH, net charges, and mutations on protein solubility. (a) Dependence of solubility 

on pH for wild-type ribonuclease Sa and two charge mutants with very different isoelectric 

points (pI values; indicated by arrows). Reprinted with permission from ref 468. Copyright 

2001 John Wiley & Sons Ltd. (b) Solubility data for seven proteins,473 linearly correlated 

with q2/R, according to eq 44a. Net charge q from ref 473; radius R estimated as 0.89MW1/3 

Å, where MW denotes molecular weight in daltons. (c) Calculated pH dependence of wild-

type ribonuclease Sa solubility. (d) Calculated results for ribonuclease Sa solubility when 

Thr76 is mutated into the other 19 types of amino acids. Panels c and d reprinted with 

permission from ref 27. Copyright 2008 Elsevier.
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Figure 15. 
Influence of charged residues on fibril structures of self-assembling peptides. (a) Aβ40 

fibril, where a salt bridge between Asp23 and Lys28 (indicated by arrows) stabilizes a bend 

between two β-strands within each subunit. Reprinted with permission from ref 480. 

Copyright 2002 National Academy of Sciences. (b) Aβ42 fibril, stabilized by an intrasubunit 

salt bridge between Lys28 and the C-terminus. Reprinted with permission from ref 482. 

Copyright 2015 Macmillan Publishers Ltd. (c) Model of an IAPP fibril, where charged 

residues project outward. A dot between two subunits indicates that the direction of the fibril 

axis is perpendicular to the page. Reprinted from ref 485. Copyright 2012 American 

Chemical Society. (d) Model of an RADA16 nanofiber. (top) β-Strand formed by a single 

subunit, with charged Arg and Asp projecting to one face and nonpolar Ala to the other face. 

(middle) Three classes of model for stacking two β-sheets where the charged residues are all 

projected outward. (bottom) Two views of the nanofiber molecular model. Reprinted from 

ref 488. Copyright 2013 American Chemical Society.
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Figure 16. 
Wide spectrum of values for the rate constants (ka) of protein–protein association. Four pairs 

of proteins are illustrated by their electrostatic surfaces; in each pair, the partner proteins are 

separated and rotated just enough to expose the binding interface. Red vertical lines indicate 

experimental ka values (at low ionic strengths when data available) for DNase E9 and 

Im9,539 barnase and barstar,540 interleukin 4 (IL4) and IL4 binding protein (IL4BP),541 and 

FtsY and Ffh (in the absence of RNA).542 Significant charge complementarity is present in 

the first three protein pairs. For FtsY and Ffh, charge complementarity is present to some 

degree between the N subdomains (toward the left), which were implicated in forming the 

interface of a kinetic intermediate,543,544 but absent between the G subdomains (to the 

right), which form the interface in the native complex.545,546

Zhou and Pang Page 110

Chem Rev. Author manuscript; available in PMC 2019 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 17. 
Sample results from the TransComp web server. (a) Comparison between predicted and 

experimental ka values for 49 protein complexes. Ionic strengths were chosen to be close to 

a physiological value (i.e., 0.15 M) when possible. Reprinted with permission from ref 457. 

Copyright 2011 Elsevier. (b) Collage of structures for a subset of the 49 protein complexes. 

Protein structures were modified in two cases before TransComp calculations: for 40 

(hirudin and thrombin), only the docking segment (shown in green ribbon) of hirudin was 

used; for 46 (ribonuclease A and inhibitor protein), the cleft of the inhibitor protein (red 

surface) was widened by a normal-mode analysis based on an elastic network model.
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Figure 18. 
Dock-and-coalesce mechanism, illustrated on the binding of a WASP disordered region to 

Cdc42. WASP is shown as a ribbon, with different colors for three segments, and Cdc42 is 

shown by its electrostatic surface. Reprinted with permission from ref 589. Copyright 2017 

John Wiley & Sons Ltd.
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Scheme 1. 
Major Rate-Limiting Mechanisms in Protein Association
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