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Abstract

Objective—To evaluate the accuracy of single-source dual-energy CT (ssDECT) in iodine 

quantification using various segmentation methods in an ex-vivo model.

Methods—Ten sausages, injected with variable quantities of iodinated contrast, were inserted 

into two livers and scanned with ssDECT. Material density iodine (MDI) images were 

reconstructed. Three radiologists segmented each sausage. Iodine concentration, volume and 

absolute quantity were measured. Agreement between the measured and injected iodine was 

assessed with the concordance correlation coefficient (CCC). Intra-reader agreement was assessed 

using the intraclass correlation coefficient (ICC).

Results—Air bubbles were observed in sausage (IX). Sausage (X) was within the same view as 

hyper-attenuating markers used for localization. With IX and X excluded, CCC and ICC were > 

0.98 and > 0.88. When included, CCC and ICC were > 0.94 and > 0.79.

Conclusions—Iodine quantification was reproducible and precise. However, accuracy reduced 

in sausages consisting of air filled cavities and within the same view as hyper-attenuating markers.
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Introduction

The feasibility of material characterization from dual energy computed tomography (DECT) 

datasets was first made available commercially with a dual-source dual energy CT 

(dsDECT) scanner (SOMATOM Definition, Siemens Medical Solutions, Forcheim, 

Germany) (1). The dsDECT system is equipped with two X-ray tubes that are oriented at an 

angular displacement of approximately 90°. Each tube operates at a low and high tube 

voltage (80/100 kVp and 140 kVp) (1, 2). Current dsDECT systems use a three-material 

decomposition algorithm to generate material density images, from which one may obtain 

mass density, effective atomic number, or concentration of specific materials (2, 3). This 

additional information provides for a mechanism to further characterize abnormalities and in 

the case of oncologic imaging, a means to evaluate treatment response by measuring 

changes of iodinated contrast uptake within tumors (4–9). However, any value and 

practicality of derived objective metrics from DECT scans is largely dependent on the 

accuracy with which these metrics can be extracted (10). As such, DECT derived measures 

must be found to be precise under conditions that might be expected during clinical practice 

(11).

Due to its prevalent use in medical imaging, the quantification of the absolute or relative 

concentration of iodinated contrast within malignant lesions may offer an objective means to 

characterize disease response to treatments. Recent investigations with dsDECT systems 

have found errors on the order of ± 13.5% between the measured and actual iodine 

concentration in the phantom inserts (5, 12–16). Although experiments continue to 

demonstrate iodine quantification accuracy with dsDECT systems, there is a need for 

experimental data to quantify the accuracy of the single-source dual energy CT (ssDECT) 

(17).

The ssDECT uses a rapid kVp switching method with specialized detectors that have the 

capability of registering both the low- and high-energy polychromatic X-ray spectra 

simultaneously (GemStone Detector, Discovery CT750HD, GE Healthcare, Milwaukee, WI, 

U.S.) (18). Using a two basis material decomposition algorithm, material density images, 

which display concentration of the material being displayed, and synthesized 

monochromatic images, ranging in energy from 40 to 140 keV, can be generated (19, 20).

Several investigations have reported on the accuracy of concentrations measured from 

material density images and HU values measured on monochromatic images (5, 12–17). 

While these experiments demonstrate concordance between measurements and the ground 

truth, they represent idealized scenarios not encountered in clinical imaging. The importance 

of characterizing DECT with tissue-like properties was demonstrated by Goodsitt et al., who 

showed that HU values measured on monochromatic images are inaccurate when measured 

in phantoms of varying sizes and tissue compositions (21). Furthermore, investigators have 

primarily focused on the accuracy of equipment hardware or software. In clinical practice, 

neoplastic lesions have irregular shapes and inhomogeneous iodine distributions, which 

require identification and contouring by experienced, expert radiologists. Hence, any reports 

characterizing the robustness of DECT systems may be limited by not assessing inter-user 

variations when segmenting lesions (6, 8, 9). Therefore, the use of realistic phantoms, either 
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anthropomorphic, or phantoms derived from animal-based models, may provide the most 

relevant information about procedural, quantitative, and system accuracy found in clinical 

settings.

The purpose of this investigation was to use an ex vivo calf liver, with iodine filled lesions 

inserted, to determine the accuracy of iodine quantification with a ssDECT platform. We 

also sought to determine the intra-reader agreement when trying to quantify the amount of 

iodine while using three different vendor provided volumetric segmentation methods: 

manual segmentation, fixed threshold, and semi-automatic segmentation.

Materials and Methods

Experimental Model

Two calf livers weighting approximately 6.5 kg each, and ten chicken sausages, 3.1 ± 0.5 cm 

in diameter, were used in this study (Figure 1). Varying amounts of iodinated contrast 

material (Iohexol 300 mg[I]/mL, Omnipaque 300, GE Healthcare, Cork, Ireland) were 

injected into each sausage by a radiologist who used a graduated syringe, with a scale 

sensitivity of 0.1 mL (Table 1). The actual volume of contrast material injected (mL) in each 

sausage was recorded. Using a surgical scalpel, five incisions were made in each liver. The 

sausages were placed into each incision and then the calf livers were stored in polybutylene 

succinate (PBS) plastic containers. The livers were refrigerated with ice bars. The two 

containers were labelled with hyper-attenuating markers (two U.S. cents: 97.5% zinc and 

2.5% copper) to allow for spatial orientation and lesion identification on CT images (Figure 

3). Other than the radiologist injecting the iodine, three other radiologists involved in this 

experiment were blinded to the sausage positions and amount of injected iodine. Only the 

radiologists blinded to the study performed segmentations and quantitative measurements.

Image Acquisition

Both livers were scanned with the same ssDECT scanner (Discovery CT750 HD, GE 

Healthcare, Milwaukee, WI, U.S.). The scans were acquired in the rapid 80 to 140 kVp 

switching mode by using the gemstone spectral imaging protocol (GSI) preset 9. A large 

body scan field of view, 40 mm beam collimation, 0.7 s rotation time, and 0.984:1 helical 

pitch, and tube current of 260 mA was used.

Image Post-processing

All image data was processed on an Advantage Workstation Volume Share 5 (GE 

Healthcare, Milwaukee, WI, U.S.). Material density iodine (iodine (-water) ) and virtual 

monochromatic images (VMI) at 70 keV were generated using a two basis material 

decomposition model (couple materials: iodine and water) (19). The VM 70 keV axial 

images were used to segment sausages. Segmentation was performed using three different 

methods: manual contouring, fixed threshold, and semi-automatic segmentation.

The iodine (-water) images were used to measure the volume (cm3) and the iodine 

concentration (x102μg/cm3) for each segmented sausage. With the manual segmentation 

method (Figure 2a and 2b), the boundaries of the sausages were manually outlined by each 
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radiologist on each slice of the VMIs. Contours were converted into 3D ROIs with the 

vendor provided software. The 3D ROIs were then propagated onto the material density 

(MD) Iodine images, which allowed for concentration measurements to be completed.

The fixed threshold method extracts those voxels with HU values between a predefined 

maximum and minimum HU (see Figure 2c, d). The method overlays a colored mask onto 

the VMI. This color mask corresponds to HU values found between the pre-defined max and 

min. Each radiologist subjectively determined the threshold HU values using the color mask. 

Within each liver, a single threshold was sufficient in capturing the boundaries of all 

sausages (Table 1). The mask was then propagated to the MD iodine image, where the 

sausages were extracted. Sausage volume (cm3) and iodine concentrations (x102μg/cm3) 

were measured by positioning a spherical 3D ROI over each segmented sausage (Figure 2c 

and 2d).

The semi-automatic segmentation method uses an algorithm that grows a 3D ROI starting 

from a seeding point (Figure 2e and 2f). The seeding point was identified by each radiologist 

for each sausage.

Measurements comparison and statistical analysis

To better characterize variability, the segmentation was repeated three times by each 

radiologist. In addition, each repeat was conducted in a separate session, which was held 

within a week of the previous session. The amount of time taken for each segmentation and 

session was recorded from initiating the study to closing the study. Iodine quantity (mg) for 

each sausage was estimated by taking the product of the measured volume (cm3, average of 

three measurements) and iodine concentration (mg/ml, average of three measurements).

The Lilliefors normality test was used to test for normality. For non-normal distributions, 

non-parametric tests were used. Absolute and percentage errors for estimations of iodine 

quantities were calculated as estimated – injected values and as 100x (estimated – injected)/
injected values. All results were averaged across the three separate sessions. Percentage 

errors were rendered with Bland-Altman statistics, where the injected iodine quantity was 

considered as the reference standard (22).

The agreement of iodine quantification with ssDECT was determined with a linear 

regression model and with the concordance correlation coefficient (CCC), classifying the 

strength of agreement as almost perfect (CCC > 0.99), substantial (0.95 < CCC < 0.99), 

moderate (0.90 < CCC < 0.95), and poor (CCC < 0.90). Intra-reader agreement for the three 

segmentation methods was tested with intra class correlation coefficient (ICC) considering 

the average of three measurements for each segmentation method. Statistical analysis was 

performed with SPSS v22 (IBM, Armonk, N Y, U.S.), and p values < 0.05 were considered 

significant.

Results

Contrast material leakage was noted for two sausages while preparing the liver model 

(sausages IV and VI): these were excluded from further assessment. While processing and 
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segmenting images, it was found that sausage X was in the same view as the hyper-

attenuating markers positioned on the box (Figure 3a). Additionally, sausage IX had 

macroscopic air bubbles within it (Figure 3a, b). To better understand the impact of 

clinically relevant artifacts on quantitative measures in a controlled phantom study, these 

sausages were included in this study.

Table 1 shows the estimated volume, iodine concentration, and iodine quantity for each 

sausage and segmentation method. The ssDECT estimates of sausage volume, iodine 

concentration, and calculated iodine quantity are shown as mean and standard deviation for 

three measurements. For the fixed threshold method, the threshold applied had a mean HU 

of 172 ± 3.06 HU for the first liver and 162 ± 10.58 HU for the second (Table 1). The mean 

processing time needed to complete segmentations for the manual method was 57:00 ± 1:40 

min, 13:00 ± 1:30 min for the fixed threshold method, and 23:00 ± 1:10 min for semi-

automatic segmentation.

Table 2 reports the absolute and relative percentage errors between the measured/calculated 

and injected iodine quantity, and Figure 4 shows the Bland-Altman analysis for each 

method. For the manual segmentation method, the average percent error was −2.73% (95% 

CI, −17.3% to +11.8%), for the fixed threshold method, the average percent error was 

−2.67% (95% CI, −17.8% to +12.5%), and for the semi-automatic method, the average 

percent error was −3.27% (95% CI, −18.2% to 11.7%), see Figure 4. The calculated iodine 

quantity was overestimated in sausage IX and was underestimated in sausage X for each 

method, see Table 2. Excluding sausages IX and X from the error analysis, the manual 

segmentation method showed a mean error of −0.07 mg (+0.11%; 95% CI: −7.08% to 

+7.30%), fixed threshold method showed a mean error of 0.02 mg (+0.17%; 95% CI: 

−7.87% to +8.21%), and semi-automatic segmentation showed a mean error of −1.06 mg 

(−0.33%; 95% CI: −6.62% to +5.96%).

Figure 5 shows linear regressions analysis comparing the injected iodine quantity to the 

calculated amount with ssDECT. For the manual segmentation method, the correlation 

coefficient (R2) was 0.911 (p < 0.001), 0.902 (p < 0.001) for fixed threshold, and 0.910 (p < 

0.001) for semi-automatic segmentation. When excluding sausages IX and X, R2 

coefficients of linear regression increased to 0.956 (p = 0.001) for manual segmentation, 

0.947 (p = 0.001) with fixed threshold, and to 0.965 (p < 0.001) for semi-automatic 

segmentation. For all three segmentation methods, the CCC between the calculated iodine 

concentration amount and true quantity was greater than 0.94 (p < 0.001), see Table 3. 

Excluding sausages IX and X, the CCC value for all three segmentation methods were 

higher than 0.97 (p < 0.002) implying a strong correlation, Table 3.

The intra-reader agreement analysis performed with the intraclass correlation coefficient 

(ICC) was > 0.92 for the estimated lesion volume, > 0.87 for iodine concentration, and > 

0.99 for iodine quantity, see Table 4. The analysis on 6 sausages (excluding sausages IX and 

X), provided ICC > 0.88 for estimation of lesion volume, > 0.79 for iodine concentration, 

and > 0.99 for iodine quantity, see Table 4.
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Discussion

Quantification of iodine within malignant lesions pre- and post-treatment may enable a more 

objective method to determine treatment response. However, for consistent results across 

multiple DECT vendors, the accuracy of the algorithms used to separate materials of interest 

should be determined with realistic phantoms. The phantom used in this study consisted of 

materials that are more representative of human tissue than blocks or cylinders of acrylic. 

While assessing the current ssDECT system with an idealized, but clinically relevant liver 

phantom, we demonstrated that the iodine quantity administered into a lesion may be 

determined by material separation algorithms with a high degree of precision, when no 

artifacts are present. In addition, we were able to demonstrate the impact of clinically 

relevant findings such as air/organ boundaries and artifacts from hyper-attenuating regions 

on quantitative measures derived from ssDECT. In the former case, the iodine concentration 

was found to be overestimated and in the latter the concentration was underestimated.

To quantify iodine within heterogenous tumors, the approach used to contour or segment 

will introduce undesirable uncertainty into any measurements. As noted in this experiment, 

moderate agreement between the calculated and true iodine quantity was observed with all 

three segmentation methods when sausages IX and X were included. Agreement increased 

when IX and X were excluded (table 3). A high ICC was observed for all segmentation 

methods with and without sausages IX and X (table 4). The result implies that while actual 

iodine quantity was in moderate agreement with the actual, administered amount, all 

radiologists performed consistently in their assessment over multiple measurement sessions. 

The presence of the macroscopic air bubbles in sausage X and associated reduction in the 

CCC highlights another clinically important observation. Surfaces within the abdomen that 

border air filled cavities or lesions with inhomogeneous or necrotic centers may cause the 

material separation algorithm performance to decrease (23). The incomplete or inaccurate 

separation of materials with ssDECT algorithms highlights the need for further validation of 

any quantitative methods in realistic phantoms with components that simulate clinical 

imaging scenarios. Results from studies depicting a high degree of accuracy between true 

and measured iodine quantities from DECT images should be carefully validated and 

cautiously interpreted.

Processing time is an important aspect in clinical workflow. As expected, manual 

segmentation required the longest processing time (approximately 57 min for all 8 sausages 

equal to approximately 5 min 40 s per sausage) whereas fixed threshold and semi-automatic 

segmentation required a minimal amount of time: between 13 and 23 min equal to 

approximately 1 min 20 s to approximately 2 min 20 s for each lesion. Thus, fixed threshold 

and semi-automatic segmentation were the most time-sparing techniques (Table 1).

This study has some limitations. The liver model used in this study was not perfused with 

iodinated blood as in “in vivo studies”. Also, the impact of variable acquisition parameters, 

patient sizes, and reconstruction settings were not taken into consideration. The depth of the 

lesions relative to the surface of the calf liver was approximately 5 cm, which is superficial. 

This factor is important to consider because as noted by (21), HU values measured on 

synthesized VMIs of varying sized phantoms, especially lower energy VMIs, may be very 
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inaccurate (21). These inaccuracies may arise because of increased scatter with larger sized 

patients (21). Such errors are expected to propagate to any quantitative measurements of 

iodine quantity, concentration or volume. Although our experiment did not incorporate 

different sized phantoms, we observed the impact of attenuating markers on the accuracy of 

iodine concentration quantification. Future experiments should include assessments of 

clinically relevant artifacts on any quantitative descriptors.

In conclusion, we have determined that within this phantom model, iodine concentration 

may be precisely and reliably determined using ssDECT hardware and software. The semi-

automatic segmentation and fixed-threshold methods are more suitable for segmentation of 

hyper-attenuating lesions in clinical practice because of the shorter processing time. 

However, the presence of image artifacts or air filled cavities may falsely increase or 

decrease any quantitative measurements.
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Fig. 1. Animal model
Ten chicken sausages (upper left corner) were manually injected with variable quantities of 

Iohexol 300 mg[I]/mL and inserted in two calf livers, five sausage in each calf liver (black 
arrows).
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Fig. 2. Segmentation methods
a, c, e: axial monochromatic 70 keV images. b, d, f: axial iodine (-water) images. a, b: 
manual segmentation. In a, sausage boundaries are manually outlined on each 

monochromatic axial slice to obtain a 3D ROI of the sausage. The ROI is propagated on 

iodine (-water) images, and the software calculated the sausage volume (b, in cm3) and 

iodine concentration (b: Av, 102 μg/cm3). c, d: fixed threshold. Each radiologist fitted the 

green mask (c) to all sausages of the scanned liver by adjusting the minimum attenuation 

value (fixed threshold for each liver, in HU). The software extracts the voxels with HU 

values between the thresholds; sausage volume (d, in cm3) and iodine concentration (d: Av, 

102μg/cm3) are calculated with a spherical 3D ROI (d). e, f: semi-automatic segmentation. 

In e, after placing a seeding point within the sausage, a parallelepiped ROI includes the 

spatial region of the sausage whereas an irregular 3D ROI is grown along the sausage 

boundaries. Each radiologist visually corrected the boundaries of the inner ROI by scrolling 

a control bar. The sausage volume is extracted on the monochromatic images and on iodine 
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(-water) images. After placing a spherical ROI, the software calculated sausage volume (e, in 

cm3) and iodine concentration (f: Av, 102μg/cm3).
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Fig. 3. Scanned livers
a: fused iodine (-water) map on coronal monochromatic 70 keV image, maximum intensity 

projection. b: axial monochromatic 70 keV image. In a, sausages have been identified with 

Roman numerals on the two livers (see Tables 1 and 2). Arrows: metallic labels (cents) 

applied on the plastic boxes to maintain spatial orientation. Streak artifact is visible on the 

acquisition plane of sausage X, and close to sausage IX, on liver 2. In b, sausage IX has 

macroscopic air bubbles inside (*).
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Fig 4. Bland-Altman plots for percentage errors of estimated iodine quantities toward injected 
iodine
a: manual segmentation (circles). b: fixed threshold (triangles). c: semi-automatic 

segmentation (squares). 1.96 SD: lines showing ± 1.96 standard deviations (SD) from the 

average error. 95% CI: 95% confidence interval of the mean error. White dots: Sausage IX. 

Black dots: sausage X. Sausages IX and X with estimate errors higher than +17% and 

−40%, see also Tables 1 and 2.
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Fig. 5. Scatterplots and regression lines for injected iodine toward estimated iodine quantities
a: manual segmentation (circles). b: fixed threshold (triangles). c: semi-automatic 

segmentation (squares). Continuous lines: regression lines. Dotted lines: 95% confidence 

interval of regression line. Rsquare: coefficent of determination (R2). p: significance level 

of F test. White dots: Sausage IX. Black dots: sausage X. See also Tables 1 and 2.
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