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Abstract

The proton-coupled electron transfer (PCET) reaction catalyzed by soybean lipoxygenase has 

served as a prototype for understanding hydrogen tunneling in enzymes. Herein this PCET 

reaction is studied with mixed quantum mechanical/molecular mechanical (QM/MM) free energy 

simulations. The free energy surfaces are computed as functions of the proton donor-acceptor (C

—O) distance and the proton coordinate, and the potential of mean force is computed as a function 

of the C—O distance, inherently including anharmonicity. The simulation results are used to 

calculate the kinetic isotope effects for the wild-type enzyme (WT) and the L546A/L754A double 

mutant (DM), which have been measured experimentally to be ~80 and ~700, respectively. The 

PCET reaction is found to be exoergic for WT and slightly endoergic for the DM, and the 

equilibrium C—O distance for the reactant is found to be ~0.2 Å greater for the DM than for WT. 

The larger equilibrium distance for the DM, which is due mainly to less optimal substrate binding 

in the expanded binding cavity, is primarily responsible for its higher kinetic isotope effect. The 

calculated potentials of mean force are anharmonic and relatively soft at shorter C—O distances, 

allowing efficient thermal sampling of the shorter distances required for effective hydrogen 

tunneling. The primarily local electrostatic field at the transferring hydrogen is ~100 MV/cm in the 

direction to facilitate proton transfer and increases dramatically as the C—O distance decreases. 

These simulations suggest that the overall protein environment is important for conformational 

sampling of active substrate configurations aligned for proton transfer, but the PCET reaction is 

influenced primarily by local electrostatic effects that facilitate conformational sampling of shorter 

proton donor-acceptor distances required for effective hydrogen tunneling.

Graphical abstract

*Corresponding Author: sharon.hammes-schiffer@yale.edu. 

Supporting Information
The Supporting Information is available free of charge on the ACS Publications website.
Simulation details, data analysis details, force field parameters, convergence criteria, docking structures of the substrate, 
supplementary figures and tables (PDF)

Notes
The authors declare no competing financial interest.

HHS Public Access
Author manuscript
J Am Chem Soc. Author manuscript; available in PMC 2019 February 28.

Published in final edited form as:
J Am Chem Soc. 2018 February 28; 140(8): 3068–3076. doi:10.1021/jacs.7b13642.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



1. Introduction

Lipoxygenases are physiologically important enzymes that catalyze the dioxygenation of 

polyunsaturated fatty acids in mammals, invertebrates, plants, fungi, and bacteria.1-7 The 

products of this reaction play vital roles in various metabolic processes for these organisms.8 

Soybean lipoxygenase-1 (SLO) catalyzes the dioxygenation of linoleic acid and has been 

studied extensively with a variety of experimental methods.9-10 The rate-limiting step in the 

catalytic cycle above 32° is the proton-coupled electron transfer (PCET) reaction,9 in which 

the proton transfers from the C11 carbon of the linoleic acid substrate to the hydroxyl group 

that is coordinated to the iron of the cofactor, while the electron transfers from the π-

backbone of the linoleic acid to the iron (Figure 1).10-13 The PCET reaction in the wild-type 

(WT) SLO enzyme has an unusually high kinetic isotope effect (KIE) of ~80 at room 

temperature.10 Moreover, recently the L546A/L754A double mutant (DM) of SLO was 

found to have a catalytic rate constant that is decreased by ~104-fold relative to the WT 

value, along with a much higher KIE of 500−700 that exhibits a somewhat weaker 

temperature dependence.14-15

Due to its unusually high KIE, as well as the availability of extensive experimental data on 

mutants, SLO has served as a prototype for PCET reactions in enzymatic systems. A wide 

range of theoretical approaches has been used to model this PCET process.11-30 Our group 

has performed systematic studies of the PCET reaction catalyzed by SLO and its mutants 

using our general nonadiabatic PCET theory.13-15, 21, 25, 27-28, 31 Our initial work was based 

on a multistate continuum theory,13 but subsequent studies treated the enzyme and solvent 

explicitly using classical molecular dynamics (MD) simulations to compute the probability 

flux correlation functions.21 These studies highlighted the importance of the proton donor-

acceptor distance32 (i.e., the C—O distance) and its corresponding vibrational frequency in 

determining the magnitude and temperature dependence of the KIE. For the studies of 

mutants,14-15, 25, 31 the equilibrium C—O distance and frequency were parameterized to 

reproduce experimental data due to the challenges associated with determining these 

properties from classical MD simulations. Moreover, for simplicity the proton donor-

acceptor vibrational motion was often assumed to be harmonic, although clearly anharmonic 

effects become important at short distances. In a recent study utilizing similar nonadiabatic 

rate constant expressions,30 WT and DM SLO were modeled by representing the potential 

energy surface dictating the proton donor-acceptor motion as the sum of a gas phase 

quantum mechanically inspired potential, an empirical harmonic potential representing the 

non-electrostatic influence of the environment, and an electrostatic field chosen to compress 
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the donor-acceptor mode.30 This work highlighted the importance of anharmonic effects at 

the proton transfer interface but still utilized empirical functional forms to model both this 

interface and the environmental effects.

To elucidate the fundamental physical principles underlying this enzymatic process, herein 

we calculate the three-dimensional free energy surfaces associated with the PCET reaction 

for WT and DM SLO using a mixed quantum mechanical/molecular mechanical (QM/MM) 

approach that treats the active site with density functional theory (DFT) and includes the 

effects of the entire solvated enzyme. The reaction free energies and free energy barriers for 

the PCET reaction on the electronic ground state are obtained from these simulations. In 

addition, the free energy profiles as a function of the proton donor-acceptor distance are 

determined. These results are used in the nonadiabatic rate constant expression without any 

assumptions of a specific form for the potential energy surface associated with the proton 

donor-acceptor mode, thereby naturally incorporating anharmonic effects. The resulting 

KIEs, as well as their temperature dependencies, are compared to experimental data for the 

WT and DM SLO systems. The role of electrostatics in facilitating the proton transfer from 

C11 to the hydroxyl group is also illustrated by these QM/MM simulations. This study 

provides fundamental insights into the significant roles of local quantum mechanical effects 

and electrostatics in enzyme catalysis and specifically their impact on gating motions 

relevant to proton transfer, hydride transfer, and PCET.

2. Methods

The PDB entries 3PZW33 and 4WHA14 were used to prepare the initial structures of the WT 

and DM systems, respectively. The Jackal package was utilized to add missing heavy atoms 

and refine the structures.34 Autodock Vina35 and AutodockTools36 were employed to dock 

the linoleic acid, assuming the carboxylate-in orientation.37 The enzyme was solvated in 

explicit water with 0.15 M NaCl added to approximate reasonable experimental conditions. 

The TIP3P water model38 was used to simulate the explicit water molecules, and the van der 

Waals parameters for Na+ and Cl− ions were obtained from the hydration free energy (HFE) 

parameter set for TIP3P from Ref 39. For the equilibration procedure, the AMBER ff14SB 

force field40 with extensions for the linoleic acid substrate and iron cofactor was used to 

describe the system using the AMBER software package.41-42 The details of the system 

preparation and equilibration procedure are provided in the Supporting Information (SI).

We used a QM/MM potential energy surface for the free energy simulations. As shown in 

Figure 2, the sidechains of His499, His504, His690, and Asn694, together with the carbonyl 

group of Ser838, as well as the iron atom, hydroxyl group, linoleic acid, and Ile839 were 

included in the QM region. The QM region has a total charge of zero and spin multiplicity of 

six, corresponding to the high spin Fe(III) ion in the reactant state and the high-spin Fe(II) 

ion, as well as the linoleic acid radical, in the product state. The B3LYP density functional43 

with the 6-31G** basis set was used to treat the QM region, while the AMBER ff14SB force 

field40 was used to describe the MM region. Hydrogen link atoms were used to cap the cut 

bonds at the QM/MM interface. The CHARMM software package,44-45 with an interface to 

Q-Chem46 for the QM calculations, was used to perform the QM/MM free energy 

simulations.
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The finite temperature string method47-49 with umbrella sampling was used to calculate the 

multi-dimensional free energy surfaces corresponding to PCET in WT and DM SLO. Three 

reaction coordinates, RCH, ROH, and RCO, were chosen to represent the PCET process, as 

depicted with double-headed arrows in Figure 2. The string associated with PCET is 

represented by a series of images that are each defined by specific values of these three 

reaction coordinates. An initial string was generated by quadratic interpolation between the 

optimized reactant, transition state, and product structures. After equilibration of each image 

with restraints imposed on the reaction coordinates, the average values of the reaction 

coordinates were determined for each image. A new string was generated based on these 

average reaction coordinates, followed by data collection with the corresponding new 

restraints imposed on the reaction coordinates. After this first iteration, the average values of 

the reaction coordinates were determined for each image, and another string was generated 

from these values. This procedure was continued for subsequent iterations until the string 

and free energy profile along the string converged, as described in the SI and depicted in 

Figures S1 and S2 for the WT and DM systems, respectively. All of these simulations were 

performed at 300 K. Additional technical details are provided in the Supporting Information.

The final string represents the minimum free energy path (MFEP) for the PCET reaction. 

The WHAM50 approach was used to unbias the data from all of the iterations to compute the 

three-dimensional free energy surface, which was projected onto a two-dimensional surface 

depending on RCO and RCH−ROH. The resulting free energy along the final string represents 

the free energy profile associated with the PCET process. A similar unbiasing procedure was 

used to generate the free energy along the proton donor-acceptor distance, also denoted the 

potential of mean force (PMF).

3. Results and discussion

3.1. QM/MM minimum free energy paths

We calculated the two-dimensional free energy surfaces, as well as the free energies along 

the MFEPs, for WT and DM SLO using the QM/MM free energy simulation approach 

described above (Figure 3). The free energies along these MFEPs with statistical error bars 

are shown in Figure S3. Our results indicate that the reaction free energy for WT SLO is 

−5.8 kcal/mol. This value agrees well with the value of −5.4 kcal/mol determined 

previously13 from the experimental redox potential of WT SLO in the absence of substrate,
51 assuming that the reduction is proton-coupled, and the experimental bond dissociation 

energy of the pentadienyl CH bond of linoleic acid.52 Interestingly, our results indicate that 

the reaction free energy of the DM is 3.9 kcal/mol, suggesting that mutation of only two 

residues in the binding pocket increases the reaction free energy by ~10 kcal/mol. To 

investigate whether this result is reproducible, we performed an independent QM/MM free 

energy simulation starting from a different structure obtained by mutating the WT SLO 

crystal structure PDB 3PZW. As shown in Figure S4, the results from this independent 

simulation indicate the same trend in the reaction free energy. This difference in reaction 

free energy for the DM compared to WT SLO could arise from environmental effects of the 

protein that were not considered in the experimental estimate of the reaction free energy for 

WT SLO.
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The QM/MM free energy simulations indicate that the free energy barriers for PCET on the 

electronic ground state are 21 kcal/mol and 27 kcal/mol for WT and DM SLO, respectively. 

Utilizing the standard adiabatic transition state theory rate constant with a prefactor of 

kBT/h, assuming that the transmission coefficient is unity, leads to a rate constant of 

3.1×10−3 s−1 at 300 K for WT SLO, which is much smaller than the experimentally 

determined catalytic rate constant kcat of 297 s−1.11 The analogous adiabatic transition state 

theory rate constant for the DM is 1.3×10−7 s−1, which is much smaller than the 

experimentally determined kcat of 0.0225 s−1.15 These discrepancies obtained with an 

adiabatic treatment are consistent with our previous diagnostic calculations indicating that 

the PCET reaction in SLO is nonadiabatic.27 A similarly high free energy barrier (18.6 kcal/

mol) was obtained for the PCET reaction in the 15-LOX-2 system using a different but 

related QM/MM method.53

3.2. Free energy along CO distance

The probability distribution function associated with the proton donor-acceptor distance 

plays an important role in determining the rate constants and KIEs of PCET reactions. We 

obtained the free energy profiles along RCO for the reactant state by generating the 2D free 

energy surface as a function of RCO and RCH and evaluating the slice along RCO for which 

RCH = 1.09 Å (Figure 4). These PMFs indicate that the equilibrium RCO value is Req ~ 3.3 Å 

for WT SLO and ~3.5 Å for the DM. The former value is similar to the sum of the van der 

Waals radii of the donor and acceptor atoms (i.e., the van der Waals radii were determined54 

to be 1.77 and 1.50 Å for C and O, respectively). It is also consistent with recent work that 

estimated the equilibrium RCO value to be Req ~ 3.1±0.2 Å in the active conformer of WT 

SLO based on classical MD simulations with experimentally determined ENDOR restraints 

on the metal-C10 and metal-C11 distances.37 The equilibrium distance Req is considerably 

larger for the DM, which is consistent with the observation that the rate constant is smaller 

and the KIE is higher for the DM than for WT SLO. Note that these equilibrium distances 

are somewhat larger than those obtained in most previous modeling studies of the PCET 

reaction in SLO,14, 21, 30-31 although the trend between WT and the DM is the same as in 

previous studies (see Table S1).

Previous modeling studies often assumed that the PMF along RCO is harmonic, whereas the 

curves in Figure 4 indicate a significant degree of anharmonicity. In particular, the PMF 

obtained from the QM/MM free energy simulations is significantly softer at shorter 

distances compared to the harmonic potentials used in previous modeling (Table S1). For 

example, a decrease in RCO from ~3.3 Å to ~2.7 Å is associated with only ~8 kcal/mol 

increase in free energy for WT SLO. As mentioned above, the sum of the van der Waals 

radii for C and O is ~3.27 Å, which has occasionally been interpreted to imply a highly 

repulsive potential at shorter distances. As depicted in Figure S5, however, the van der Waals 

interaction between a C and O atom using the parameters from the AMBER force field 

indicates an energy penalty of only 3 kcal/mol for a decrease in RCO from ~3.3 Å to ~2.7 Å, 

which is even softer than the PMFs for WT and DM SLO. The electrostatic interaction 

between the positively charged carbon and negatively charged oxygen would decrease this 

energy even further as the distance decreases. However, separating interactions into 
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electrostatic and van der Waals terms is not rigorous, and QM calculations are required to 

fully understand these interactions.

To clarify the interactions at the proton transfer interface, we performed energy scans of a 

gas phase cluster model for the SLO-substrate complex shown in Figure 5. The transition 

state geometry for this model system was optimized previously at the B3LYP/6-31G** level 

of theory.27 The rigid energy scans depicted in Figure 5 were obtained by starting at this 

transition state geometry and increasing and decreasing RCO, while retaining the rigid 

geometries of the substrate and iron complex components. The energies were obtained with 

both a fully QM method at the B3LYP/6-31G** level of theory and the MM force field 

described above. For comparison, the PMF for the WT SLO obtained with QM/MM free 

energy simulations is also depicted. Note that this curve corresponds to free energy rather 

than energy, so the comparison assumes that the entropy is not changing significantly along 

this distance, which is a reasonable assumption for this type of analysis.

Figure 5 illustrates that the QM energy for the gas phase model is qualitatively similar to the 

QM/MM PMF. This similarity suggests that the energy changes as RCO decreases are 

influenced mainly by local effects within the active site rather than long-range interactions 

with the enzyme. In contrast, the MM force field is much more repulsive at shorter 

distances, implying that a MM force field is insufficient to describe this PCET interface. 

Decomposition of the terms in the force field reveals that these repulsive interactions are due 

mainly to the van der Waals interaction between the hydrogen and the oxygen at the CH—O 

interface (Figure S8). As discussed above and shown in Figures S5 and S8, the van der 

Waals interaction between the carbon and oxygen is not as repulsive at these distances. We 

also performed the QM energy calculations at different levels of theory (i.e., B3LYP/6-311+

+G**, M06/6-31G**, M06-2X/6-31G**, B3P86/6-31G**) and observed qualitatively 

similar energy profiles (Figure S6). These results indicate that the qualitative trends are not 

sensitive to the specific level of QM theory used in the QM/MM free energy simulations. In 

addition, we performed QM energy scans for smaller gas phase models with C3H8 or CH4 

instead of C7H12 as the substrate. Our results illustrate that these smaller models, which do 

not contain double bonds, lead to more repulsive potentials at shorter distances (Figure S7) 

and therefore are not representative of the SLO system.

Previously Champion and coworkers30 proposed that both a strong electrostatic field and 

non-electrostatic interactions with the protein environment are crucial for describing the 

changes in the potential energy along the C—O distance. They used a gas phase QM model 

consisting of methane as the proton donor and [OH]δ− as the proton acceptor, treating the 

charge δ as a parameter to generate the “bare” potential. To reproduce the experimental data, 

they added a protein compressive force consisting of a harmonic conformational potential, 

where the force constant and equilibrium distance may be treated as parameters, and a strong 

electrostatic field along the C—O axis, where the magnitude of the field may be treated as 

another parameter. Alternatively, the protein compressive force could be treated as a single 

parameter that represents the sum of these two effects. We emphasize that our results rely 

solely on the QM/MM free energy simulations and do not require any parameters related to 

the PCET interface. Most importantly, our results indicate that the interactions dictating the 

potential energy along the C—O distance are predominantly local and do not require any 
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long-range protein compressive force due to a strong electric field or non-electrostatic 

conformational forces. Instead, the QM/MM free energy simulations indicate that the free 

energy along RCO is relatively soft at short C—O distances because of short-range QM 

interactions. The gas phase QM model used by Champion and coworkers (i.e., methane and 

[OH]δ−) was too small to fully describe the interface between the substrate, which has a π 
backbone, and the iron cofactor (Figure S7). When a sufficiently large gas phase model (i.e., 

the model shown in Figure 5) is utilized, the potential energy along RCO is relatively soft 

and does not need to be “dressed” by a protein compressive force.

To investigate the structural differences between the substrate-bound active sites of WT and 

DM SLO, we compared representative structures of WT and DM for the reactant state 

(Figure 6). This comparison illustrates that the double mutation (L546A and L754A) creates 

a larger cavity for binding the substrate than found in WT SLO, allowing the π backbone of 

the linoleic acid to adopt a different conformation. Thus, the substrate is not bound as tightly 

for the DM, allowing it to sample greater conformational space within the binding pocket 

and resulting in less optimal orientation of the CH—O interface. These differences in the 

substrate binding configurations for WT and DM SLO may be the physical basis for the 

larger equilibrium RCO distance for the DM and the different free energy profiles depicted in 

Figure 4. Previous work suggested a rigidification of the active site for the DM SLO,15 

whereas these current simulations suggest an expanded binding pocket that does not bind the 

substrate in an optimal orientation. As discussed above in the context of the PMFs (Figure 

4), however, the less optimal substrate binding leads to a lower probability of sampling the 

shorter C—O distances for the DM SLO, which can be interpreted as a type of rigidification.

Note that these simulations assume that the substrate is bound in the direction with the 

negatively charged carboxylate group pointed toward Arg707. This orientation has not been 

confirmed experimentally because of the lack of a crystal structure for SLO-1 with bound 

substrate. However, previous docking simulations and classical MD simulations using the 

ENDOR restraints suggest that this orientation is preferred.37 Although the quantitative 

aspects of the QM/MM simulations presented herein depend on this choice of orientation 

and on the initial docking of the substrate to the WT and DM SLO, the qualitative results are 

not expected to be sensitive to these aspects.

3.3. Role of electrostatics

Although our calculations suggest that a protein compressive force is not required to 

qualitatively model the proton donor-acceptor motion (i.e., the free energy along RCO), our 

calculations still highlight the importance of electrostatics in this PCET reaction. In 

particular, the shapes of the free energy profiles depicted in Figure 4 are determined 

predominantly from the fundamental Coulombic interactions between nuclei and electrons 

in the QM region. However, separating the electrostatic and non-electrostatic interactions, 

such as van der Waals interactions, within a QM calculation is not a well-defined or 

meaningful procedure.56

Although we cannot separate out the electrostatic contributions to the free energy along 

RCO, we are able to calculate the conformationally averaged electrostatic field on the H atom 

projected along a vector parallel to the C—O axis (Figure 7A). This electrostatic field was 
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calculated using CHELPG partial atomic charges57 for the QM region and the standard 

AMBER ff14SB force field partial atomic charges for the MM region. Moreover, these fields 

were computed in a manner that included only electrostatic interactions consistent with the 

AMBER force field and were averaged over 18 ps sampling. For both WT and DM SLO, we 

found that this electrostatic field is ~100 MV/cm and is oriented in the direction to facilitate 

the transfer of a positively charged proton from the carbon to the oxygen. Moreover, this 

electrostatic field is due mainly to the active site atoms (Figure 7B) and increases 

dramatically as RCO decreases. In addition to facilitating proton transfer, these local 

electrostatic interactions within the active site are at least partially responsible for the 

relatively soft free energy profile along RCO observed in Figure 4, as supported by the 

comparisons depicted in Figure 5 and Figure S8.

3.4. Theoretical modeling of the kinetic properties

We calculated the rate constants for both H and D transfer in WT and the DM SLO using the 

following nonadiabatic PCET rate constant expressions:31, 58-60

(1)

(2)

Eq. (1) is the thermally averaged PCET rate constant, where W(R) is the PMF along RCO, as 

depicted in Figure 4, k(R) is the rate constant evaluated at a fixed distance RCO, and C is a 

constant with units of inverse length. In Eq. (2), the summations are over reactant and 

product electron-proton vibronic states,  is the Boltzmann population of reactant state μ, λ 
is the total reorganization energy,  is the reaction free energy for vibronic states μ and 

ν,  is the overlap integral between the hydrogen vibrational wavefunctions for states 

μ and ν at R, and  is the electronic coupling. The hydrogen vibrational wavefunctions 

were obtained by solving the one-dimensional Schrödinger equation for a hydrogen (or 

deuterium) moving in the reactant and product diabatic potentials shown in Figure S9, as 

obtained previously with constrained DFT for the model system depicted in Figure 5.27 The 

vibrational wavefunctions and energy levels were computed for each diabatic proton 

potential with the Fourier grid Hamiltonian method.61 The separation between the minima of 

these diabatic proton potentials was altered to calculate the overlap integrals for different 

values of RCO.

The reaction free energies were calculated as , where  and 

correspond to the proton vibrational state energy levels in the reactant and product diabatic 

potentials, respectively, and  was chosen to be the reaction free energy obtained from 

the QM/MM free energy simulations. Specifically, as indicated by Figure 3, = −5.8 

kcal/mol for WT SLO and  = 3.9 kcal/mol for the DM SLO. The reorganization energy 

Li et al. Page 8

J Am Chem Soc. Author manuscript; available in PMC 2019 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



λ was chosen to be 13.4 kcal/mol for both the WT and DM systems on the basis of previous 

studies,31 although the KIEs do not depend significantly on this parameter. The rate constant 

was found to be converged when three electron-proton vibronic states were included for both 

the reactant and product. The integral over R in Eq. (1) was performed numerically using the 

PMFs obtained from the QM/MM free energy simulations of the WT and DM SLO (i.e., the 

free energy profiles depicted in Figure 4) with a scaling factor discussed below.

As discussed previously,15 the experimentally measured rate constant can be expressed as

(3)

where  is associated with the stochastic sampling of different conformational states and 

is an equilibrium constant between the sets of inactive and active conformations (i.e., the 

fraction of active conformations among all possible conformations). The equilibrium 

constant  is much less than unity, indicating that the population of active conformations 

is much smaller than that of inactive conformations. Moreover, as shown by ENDOR 

experiments,37  is significantly smaller for the DM than for WT SLO, providing an 

explanation for the significantly lower rate constant for the DM compared to WT SLO.15 

Inclusion of  << 1 is necessary to obtain agreement between the calculated and 

experimentally measured absolute rate constants.31 For the present study, however, the 

prefactor  is expected to be the same for hydrogen and deuterium transfer and 

therefore does not impact the calculated KIEs.

The main difference between the KIEs calculated herein and previously calculated values is 

that the proton donor-acceptor vibrational motion is simulated based on the PMF obtained 

from QM/MM free energy simulations. As a result, the potential energy associated with the 

proton donor-acceptor vibrational mode is not assumed to be harmonic, and the equilibrium 

C—O distance and frequency associated with a harmonic oscillator are not fit to 

experimental data. In addition, the reaction free energy is also obtained from the QM/MM 

free energy simulations, rather than assumed to be the previously experimentally determined 

value for WT SLO for both systems. We found that the KIEs and their temperature 

dependencies are extremely sensitive to the shape of the PMF along RCO at shorter distances 

(i.e., at distances less than 3.2 Å), although they were found to be virtually independent of 

the PMF at larger distances, as indicated by the observation that the numerical integration in 

Eq. 1 is converged to five significant figures with an upper limit of 3.2 Å. When the raw 

PMFs from Figure 4 are used directly in the rate constant calculations, the qualitative trend 

between the WT and DM KIEs, where the KIE is larger for the DM, is reproduced, but the 

quantitative agreement with experiment is lacking (Figure S10). On the other hand, the 

experimental data can be reproduced using a multiplicative factor for the PMFs that is 0.95 

and 1.15 for WT and DM SLO, respectively.

Figure 8 depicts the resulting calculated KIEs in comparison to the experimental data. Note 

that the experimental error bars in the KIE for the DM are quite large because the reaction is 

so slow. Thus, the qualitative level of agreement is reasonable. The temperature dependence 
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of the KIE for WT SLO, which is over-estimated in the calculations, is very sensitive to the 

shape of the PMF. As shown previously,13-14, 21, 25, 31 this nonadiabatic PCET theory can 

describe the experimentally observed magnitude and temperature dependence of the KIEs 

more accurately if appropriate parameters are utilized. Moreover, minor modification of the 

PMF at shorter distances within the error of the QM/MM simulations due to the limitations 

discussed below would lead to weaker temperature dependence of the KIE. The purpose of 

the present paper, however, is to utilize the QM/MM free energy simulations as input to the 

rate constant expressions to provide deeper insights. For example, we found that the reaction 

free energy is exoergic for WT SLO but slightly endoergic for the DM. Moreover, we found 

that the equilibrium C—O distances are larger than in previous modeling studies because the 

PMF is anharmonic and much softer for shorter distances than assumed previously, thereby 

enabling effective sampling of shorter distances even when the equilibrium distance is larger. 

Specifically, the dominant C—O distances (i.e., the maximum of the integrand in Eq. 1) are 

2.69 Å and 2.76 Å for WT and DM SLO, respectively, even though the equilibrium 

distances are 3.3 Å and 3.5 Å, respectively.

As discussed above, the differences in the PMFs for WT and DM SLO are due mainly to 

differences in substrate binding within the active site (Figure 6). In particular, the double 

mutation leads to an expanded binding cavity, which results in a larger equilibrium C—O 

distance and therefore a larger KIE for the DM SLO. This trend is accurately reproduced by 

the QM/MM free energy simulations. Due to sampling limitations, however, we are unable 

to simulate all possible binding configurations for both WT and DM SLO. In particular, the 

substrate could adopt many different backbone conformations and could even sample 

different orientations (i.e., the substrate-out as well as the substrate-in orientation). In 

addition to sampling limitations, the simulations rely on several other approximations, 

including the one-dimensional quantum mechanical treatment of the transferring proton, the 

assumption that the shapes of the diabatic proton potentials are independent of RCO, and 

errors associated with DFT and the molecular mechanical force field. As a result of these 

approximations, the computed PMFs, which reflect the relative probabilities of sampling 

different C—O distances, are not quantitatively accurate, although they are qualitatively 

meaningful.

Figure 9 depicts the importance of conformational sampling (i.e., stochastic, thermal 

motions) in this enzyme reaction. The “reaction coordinate” associated with nonadiabatic 

PCET contains an environmental component and is analogous to the collective solvent 

coordinate used in Marcus theory. The “ensemble conformations” are not rigorously 

separable from the “reaction coordinate” but qualitatively correspond to thermal fluctuations 

converting inactive to active enzyme-substrate conformations versus thermal fluctuations 

leading to PCET along the reaction coordinate. Moreover, movement along the PCET 

reaction coordinate requires further conformational motion to sample the smaller C—O 

distances required for effective hydrogen tunneling. In addition, the potential energy surface 

associated with the active configurations (yellow basin in Figure 9) contains many local 

minima corresponding to different bound substrate conformations, connected by thermally 

accessible barriers, and the projected free energy surface is obtained by thermal averaging 

over these conformations.
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When the system originates in the region of conformational space corresponding to inactive 

configurations (red basin), it needs to sample conformational space in order to reach the 

region corresponding to active configurations (yellow basin). Based on ENDOR 

experiments, the DM has a smaller fraction of active configurations (i.e., a smaller 

equilibrium constant Keq between the inactive and active configurations). Moreover, based 

on the QM/MM free energy simulations conducted herein, the DM SLO samples active 

configurations with less optimal binding of the substrate, leading to a longer average C—O 

distance within the ensemble of active enzyme-substrate configurations (i.e., within the 

yellow basin). For both WT and DM SLO, the free energy profile along the C—O distance is 

anharmonic and relatively soft at shorter distances, enabling effective sampling of shorter C

—O distances, because of local electrostatic interactions within the active site.

4. Conclusions

This paper presents QM/MM free energy simulations of the PCET reaction catalyzed by 

both WT and DM SLO. Due to the absence of crystal structures with bound linoleic acid 

substrate, the specific binding mode of the substrate is unknown. Our initial structures were 

based on docking of the substrate to WT or DM SLO in the reactant state, followed by 

QM/MM molecular dynamics sampling. These simulations indicate that the slightly 

expanded binding cavity for DM, which was also observed crystallographically,14 allows 

greater conformational sampling, leading to less tightly bound substrate with diminished 

orientational specificity. Moreover, the reaction free energy was found to be exoergic for WT 

SLO (ΔG° = −5.8 kcal/mol) and endoergic for the DM SLO (ΔG° = 3.9 kcal/mol), further 

suggesting differences in substrate binding.

The PMF along RCO, which is the free energy projected along this coordinate, provides 

further insight into the PCET mechanism and the role of electrostatics. For both the WT and 

DM systems, the PMF is softer than expected for shorter distances based on the sum of the 

van der Waals radii for carbon and oxygen, which is ~3.3 Å. Specifically, decreasing RCO 

from 3.3 Å to 2.7 Å entails a free energy penalty of only ~8 kcal/mol, implying that the 

shorter distance of 2.7 Å is sampled effectively at room temperature during catalysis. The 

relatively soft PMFs at shorter distances are found to be a local effect of the active site based 

on similarities to interaction energies from fully QM calculations on gas phase cluster 

models. The electrostatic and non-electrostatic interactions cannot be rigorously separated 

within the free energy calculations, but the interactions dictating the PMFs at shorter 

distances clearly arise from a balance among Coulombic interactions between nuclei and 

electrons in the region of the active site near the proton transfer interface. To further analyze 

the role of electrostatics in this PCET reaction, the conformationally averaged electrostatic 

field on the transferring H atom projected along a vector parallel to the C—O axis was 

computed for both WT and DM SLO. For both systems, this electrostatic field was found to 

be ~100 MV/cm oriented in the direction to facilitate the proton transfer reaction and was 

determined to arise mainly from the active site. The dramatic increase in this electrostatic 

field as RCO decreases suggests that the relatively soft free energy profiles along RCO for 

shorter distances are due at least in part to local electrostatic interactions.
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The main difference between the PMFs for WT and DM SLO is that the equilibrium C—O 

distance in the reactant state is larger for DM, where Req = 3.3 Å for WT and Req = 3.5 Å 

for DM. Note that these distances are larger than those used in most previous modeling 

studies, mainly because these previous studies assumed more repulsive interactions at 

shorter distances within a harmonic treatment of the C—O mode, in contrast to the 

anharmonic behavior exhibited by the PMFs obtained from QM/MM simulations. The 

difference in the equilibrium distances for WT and DM is most likely due to the differences 

in substrate binding arising from the expanded binding cavity in the DM. Moreover, the 

larger equilibrium distance for the DM is primarily responsible for the experimentally 

observed colossal KIE of ~700 for the DM compared to the KIE of 80 for WT SLO. The 

magnitudes and temperature dependencies of the KIEs are found to be extremely sensitive to 

the shape of the PMF at shorter distances, which is challenging to determine quantitatively 

given limitations of sampling the many different possible substrate conformations and other 

approximations inherent to QM/MM simulations.

Our results indicate that the shorter C—O distances are sampled at room temperature via 

conventional thermal conformational sampling dictated predominantly by local electrostatic 

interactions near the proton transfer interface. The protein plays an important role in binding 

the substrate and maintaining a suitable orientation of the substrate relative to the iron 

cofactor. Moreover, conformational sampling of the entire system is essential for the 

conversion of inactive configurations to active configurations, where the substrate is aligned 

for the proton transfer reaction. Within the subspace of active configurations, further 

conformational sampling is necessary to sample the shorter C—O distances required for 

effective hydrogen tunneling. The higher KIE observed experimentally for the DM SLO is 

due to a larger average equilibrium C—O distance within the subspace of active 

configurations, and this larger average equilibrium distance is due mainly to less optimal 

substrate binding in the expanded binding cavity. This increased equilibrium C—O distance 

leads to a lower probability of sampling the shorter C—O distances for the DM compared to 

WT SLO. These observations are in contrast to previous studies30 suggesting that the protein 

environment must exert a compressive force on the carbon-oxygen distance to enable the 

sampling of shorter distances and that this compressive force is different for WT and DM 

SLO. Instead, our simulations imply that the main differences between WT and DM SLO 

are due to differences in substrate binding, and the overall protein environment plays a less 

specific role by providing the appropriate structural framework for conformational sampling. 

After the substrate is bound in an active configuration, the PCET reaction is dictated 

primarily by local effects within the active site.
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Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
The PCET reaction between the linoleic acid and the iron cofactor in SLO: the proton 

transfers from C11 of linoleic acid to the iron-coordinated hydroxyl group, and the electron 

transfers from the π-backbone of the linoleic acid to the ferric iron, reducing it to the ferrous 

state.
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Figure 2. 
Depiction of the QM region used in the QM/MM simulations. The QM region consists of a 

total of 122 atoms, including the 117 atoms depicted in red and five hydrogen link atoms at 

the marked cut bonds. The reaction coordinates used in the finite temperature string method 

to describe the PCET reaction are represented as double-headed arrows.
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Figure 3. 
The 2D free energy surface as a function of the RCO and RCH−ROH coordinates, as well as 

the converged string corresponding to the MFEP (in black) and the free energy along this 

MFEP (insert) for (A) WT SLO and (B) DM SLO. These surfaces were calculated using the 

QM/MM finite temperature string method with umbrella sampling at 300 K.
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Figure 4. 
The free energy along RCO for the reactant state, corresponding to a slice of the 2D free 

energy surface for which RCH = 1.09 Å, for WT (red circles) and DM (blue triangles) SLO. 

The red solid and blue dashed curves are fits to a fourth-order polynomial.
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Figure 5. 
Gas phase model (left) used to probe the energy along RCO with QM and MM methods 

(right). The energies were computed with a rigid body scan, starting with the transition state 

geometry for this complex and retaining the geometries of the individual substrate and Fe 

complex components as RCO is changed. The QM energy was obtained at the B3LYP/

6-31G** level of theory, and the MM energy was obtained with the AMBER force field with 

extensions (see SI). For comparison, the PMF, which corresponds to free energy, for the WT 

SLO obtained with QM/MM free energy simulations is also depicted in this figure. 

Additional rigid scans for the gas phase model obtained with different QM levels of theory 

at each value of RCO, as well as scans with smaller gas phase models, are provided in the SI 

(Figures S6 and S7). These QM calculations were performed using Gaussian 09, Revision D.

01.55
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Figure 6. 
Representative reactant state structures of the binding pocket and linoleic acid in (A) WT 

and (B) DM SLO. The Fe3+ ion is shown as a purple sphere, while linoleic acid, residue 546 

(upper left), residue 754 (lower right), and the iron-bound hydroxyl group are shown with 

ball and stick representations. Each structure was obtained from the last snapshot of the first 

image in the last cycle of the WT or DM SLO string simulations.
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Figure 7. 
(A) The electrostatic field at the H atom projected along a vector parallel to the C—O axis 

(i.e., from C to O) and (B) contributions from the QM and MM regions. These figures were 

generated for RCH = 1.09 Å.
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Figure 8. 
Experimentally measured (data points with error bars) and theoretically calculated (solid and 

dashed curves) KIEs for WT and DM SLO. The calculated curves were obtained by scaling 

the PMFs for WT and DM by 0.95 and 1.15, respectively. The experimental data were 

obtained from Ref. 11 for WT and Ref. 15 for DM SLO.
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Figure 9. 
Schematic depiction of the free energy landscape for soybean lipoxygenase. The axis labeled 

“Ensemble Conformations” corresponds to conformational sampling of the overall 

enzymatic system converting inactive enzyme-substrate configurations (red basin) to active 

enzyme-substrate configurations (yellow basin) that are aligned for proton transfer from C11 

of linoleic acid to the oxygen of the iron-coordinated hydroxide. The free energy of the basin 

associated with active configurations (yellow) is higher than that associated with inactive 

configurations (red), indicating an equilibrium constant that is significantly less than unity 

for the conversion from inactive to active configurations. The axis labeled “Reaction 

Coordinate” corresponds to the PCET reaction, which is thought to occur by a nonadiabatic 

PCET mechanism from an active configuration (yellow basin) to the product (orange basin). 

Figure modelled after figure in Ref. 15.
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