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Abstract

Novelty seeking refers to the tendency of humans and animals to explore novel and unfamiliar 

stimuli and environments. The idea that dopamine modulates novelty seeking is supported by 

evidence that novel stimuli excite dopamine neurons and activate brain regions receiving 

dopaminergic input. In addition, dopamine is shown to drive exploratory behavior in novel 

environments. It is not clear whether dopamine promotes novelty seeking when it is framed as the 

decision to explore novel options vs. the exploitation of familiar options. To test this hypothesis, 

we administered systemic injections of saline or GBR-12909, a selective dopamine transporter 

(DAT) inhibitor, to monkeys and assessed their novelty seeking behavior during a probabilistic 

decision making task. The task involved pseudorandom introductions of novel choice options. This 

allowed monkeys the opportunity to explore novel options or to exploit familiar options that they 

had already sampled. We found that DAT blockade increased the monkeys’ preference for novel 

options. A reinforcement learning (RL) model fit to the monkeys’ choice data showed that 

increased novelty seeking following DAT blockade was driven by an increase in the initial value 

the monkeys assigned to novel options. However, blocking DAT did not modulate the rate at which 

the monkeys learned which cues were most predictive of reward or their tendency to exploit that 

knowledge. These data demonstrate that dopamine enhances novelty-driven value and imply that 

excessive novelty seeking—characteristic of impulsivity and behavioral addictions—might be 

caused by increases in dopamine, stemming from less reuptake.
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Novelty seeking refers to the tendency of humans and animals to explore unfamiliar stimuli 

and environments (Reed, Mitchell, & Nokes, 1996; Wilson & Goldman-Rakic, 1994). 

Identifying the neural mechanisms mediating novelty seeking is an important question, as 

deviations in novelty seeking characterize various psychiatric and neurological disorders 

(Averbeck et al., 2013; Dalley, Everitt, & Robbins, 2011).
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Exploring novel stimuli reduces uncertainty about the environment, and is necessary for 

acquiring information to optimize choice behavior. The trade-off between exploring novel 

options and exploiting known options is important in environments where choice options are 

dynamically changing (Cohen, McClure, & Yu, 2007). By learning the statistics of the 

environment, one can strategically manage this trade-off and maximize reward totals 

(Averbeck et al., 2013). While optimal solutions exist (Gittins, 1979), a useful heuristic is to 

assign novel stimuli a high enough initial value to forego the exploitation of familiar reward 

options. This ensures exploration, but not necessarily optimal behavior, and has led to 

speculation that novel stimuli are intrinsically processed as if they were themselves 

rewarding (Hazy, Frank, & O’Reilly, 2010; Kakade & Dayan, 2002).

Dopamine signaling seemingly contributes to the optimistic valuation of novel stimuli. 

Novel stimuli are known to excite dopamine neurons (Bromberg-Martin, Matsumoto, & 

Hikosaka, 2010; Horvitz, 2000) as well as heighten hemodynamic signals in brain regions 

receiving dopaminergic input (Bunzeck, Dayan, Dolan, & Duzel, 2010; Bunzeck & Duzel, 

2006). Also, in humans, electroencephalographic markers of novelty detection are enhanced 

after receipt of the dopamine agonist apomorphine (Rangel-Gomez, Hickey, van 

Amelsvoort, Bet, & Meeter, 2013). While these studies show that dopamine regulates 

attentional orienting, they fail to link novelty detection to novelty seeking. Direct 

manipulations of the dopamine system in rodents are shown to alter the exploration of novel 

objects (Dulawa, Grandy, Low, Paulus, & Geyer, 1999; Zhuang et al., 2001). A caveat to 

these findings is that gross changes in dopaminergic status alter locomotor activity, which 

might bias novelty seeking behavior. So it remains unclear if dopamine mediates novelty 

processing beyond attentional orienting or increased motor output. One exception is a fMRI 

study (Wittmann, Daw, Seymour, & Dolan, 2008), which reported novelty-induced increases 

in reward prediction error signals in ventral striatum. If dopamine does control novelty 

seeking, enhancing dopaminergic transmission should bias choice preferences in favor of 

exploring novel choice opportunities. This bias should persist when motor activity is equated 

across decisions to explore vs. exploit. It should also persist when novel stimuli are salient 

due to their potential reward value, not simply because they are alerting (Bromberg-Martin 

et al., 2010).

To determine if dopamine enhances novelty seeking, we systemically inhibited the dopamine 

transporter (DAT) in monkeys and examined how this pharmacological manipulation 

affected novelty seeking during decision making. We manipulated dopamine by injecting the 

dopamine transporter (DAT) inhibitor, GBR-12909, or saline, before the animals performed 

a probabilistic three-arm bandit task where novel options were randomly introduced. DAT is 

specific to the cell membrane of dopamine neurons and controls reuptake of extracellular 

dopamine. Blocking DAT therefore increases extracelluar dopamine levels (Zhang, Doyon, 

Clark, Phillips, & Dani, 2009). To test if increasing extracellular dopamine heightened 

novelty seeking, we compared how often the monkeys chose novel vs. familiar options when 

dopamine levels were enhanced or not. Using a reinforcement learning (RL) model, we also 

examined if increased novelty seeking following DAT blockade was attributable to an 

increase in the value of novel options.
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Methods

Subjects

Three male rhesus monkeys (Macaca mulatta) aged 5–6 years with weights ranging from 

6.5–9.3 kg, were studied. Each animal was pair housed and had access to food ad libitum. 

On testing days the monkeys earned their fluid through performance on the task, while on 

non-testing days they were given free access to water. Experimental procedures for all 

monkeys were performed in accordance with the National Institutes of Health Guide for the 

Care and Use of Laboratory Animals and were approved by the Animal Care and Use 

Committee of the National Institute of Mental Health.

Pharmacology

Prior to the start of the drug testing schedule, the monkeys were first habituated for several 

days to intramuscular injections of sterile saline (pH 7.4, 0.1 ml/kg) into their hind limb. 

After this habituation period, the monkeys calmly extended their leg to receive an injection. 

During experimental sessions, the monkeys received intramuscular injections of the 

dopamine transporter blocker, GBR-12909 (Sigma-Aldrich, St. Louis, MO) or saline. 

Following the injection, the animals waited 30 minutes inside the testing box before starting 

the task. The length of the post-injection waiting period was based on pharmacokinetic 

evidence in monkeys that intramuscular injections of GBR-12909 first elevate extracelluar 

dopamine levels significantly above baseline after 30 minutes.

GBR-12909 was dissolved by sonication in sterile water and stored at −4C for use within the 

week. On drug injection days, aliquots were thawed and re-sonicated. Aliquot concentrations 

were determined to keep the total injection volume under 1.5 mL when administering a 1.3 

mg/kg dose. Pharmacokinetic studies of GBR-12909 in monkeys have tested doses between 

0.5–5.0 mg/kg and measured via microdialysis, significant elevations in striatal dopamine 

levels (160–630%) as early as 30–45 minutes post injection (Czoty, Justice, & Howell, 2000; 

Tsukada, Harada, Nishiyama, Ohba, & Kakiuchi, 2000). Within this dose range, the effects 

of GBR-12909 typically last for 2–5 hours depending on the route of administration, with 

DAT occupancies ranging between 23–76% (1–10 mg/kg; (Eriksson, Langstrom, & 

Josephsson, 2011; Villemagne et al., 1999). We chose to use doses at the lower end of this 

range since a similar dose of GBR-12909 (1.7 mg/kg) selectively blocked cocaine-

maintained responding while having little to no effect on food maintained-responding 

(Glowa, Wojnicki, Matecka, Rice, & Rothman, 1995). The chosen dose also approximated a 

well-tolerated single dose of GBR-12909 (~1.4 mg/kg) in healthy human subjects (Sogaard 

et al., 1990). In humans, higher doses of GBR-12909 (~ 2.8 or 4.3 mg/kg) are shown to have 

dose-related side effects including heart palpitations, asthenia, difficulties concentrating, and 

sedation (Sogaard et al., 1990). Injection volumes ranged between 0.7 mL to 1.5 mL, 

depending on the weight of the monkey. Saline injection volumes were matched to the 

volume of the most recent drug injection. For monkey M an escalating dose schedule was 

used after the initial session, as the initial dose caused undesirable side effects related to 

drug tolerance (i.e. increased agitation followed by drowsiness).
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The monkeys completed a minimum of 6 sessions on GBR-12909. Monkey E completed 6 

sessions for a total of 25 blocks, monkey G completed 6 sessions for a total of 30 blocks, 

and monkey M completed 7 sessions (1.3, 0.65, 0.95, 1.0, 1.0. 1.05, 1.05 mg/kg) comprising 

35 total blocks. GBR-12909 sessions were spaced a minimum of 7 days apart. Saline 

sessions were run interleaved with drug sessions and occurred at a minimum 2 days after 

each drug session, to account for turnover in the dopamine transporter protein (Kahlig & 

Galli, 2003).

Experimental Setup

Stimulus presentation and behavioral monitoring were controlled by a PC computer running 

the MonkeyLogic (version 1.1) MATLAB-based behavioral control program (Asaad & 

Eskandar, 2008). Eye movements were monitored using an Arrington Viewpoint eye 

tracking system (Arrington Research, Scottsdale, AZ), low pass filtered at 350 Hz and 

sampled at 1 kHz. Stimuli were displayed on a LCD monitor situated 40 cm from the 

monkey’s eyes. On rewarded trials 0.17 mL of apple juice was delivered through a 

pressurized plastic tube gated by a computer controlled solenoid valve (Mitz, 2005).

Task Design and Stimuli

Monkeys completed up to 6 blocks per session of a three-arm bandit choice task (Figure 1). 

The task was based on a similar multi-arm bandit task previously used in human studies of 

novelty seeking (Averbeck et al., 2013; Djamshidian, O’Sullivan, Wittmann, Lees, & 

Averbeck, 2011; Wittmann et al., 2008). Each block consisted of 650 trials where the 

monkey had to choose among three images that were probabilistically associated with juice 

reward. On each trial, the monkey had to first acquire and hold a central fixation point for a 

variable length of time (250–750 ms). After holding fixation, three peripheral choice targets 

were presented at the vertices of a triangle. The main vertex of the triangle could either point 

up or down on each trial (i.e. either an upright or inverted triangle), and the locations of the 

three stimuli were randomized from trial-to-trial. The animal was required to saccade to and 

maintain fixation on one of the peripheral choice targets for 500 ms. We excluded trials on 

which the monkey attempted to saccade to more than one choice target (< 1% of all trials). 

After this response, a juice reward was delivered probabilistically. Within a single block of 

650 trials, 32 novel stimuli were introduced. When a novel stimulus was introduced it 

replaced one of the existing choice options. The interval between the introduction of two 

novel stimuli was restricted to be greater than or equal to 10 trials and less than or equal to 

30 trials, but was otherwise random.

The stimuli were naturalistic scenes downloaded from the website Flickr. Each day, we 

downloaded the 200–500 Creative Commons licensed photos from the website Flicker using 

the web application Bulkr (http://clipyourphotos.com/bulkr). The downloaded images were 

the top images on Flickr that day, ranked in terms of the website’s interestingness metric. 

Offline, the downloaded image sets were screened for image quality, discriminability, 

uniqueness, size, and color to obtain a final daily set of 210 images (35 images per block). 

To avoid novelty driven choices due to perceptual pop out, choice options were normalized 

in terms of spatial frequency and luminance using functions adapted from the SHINE 

toolbox for MATLAB (Willenbockel et al., 2010). To control spatial frequency, each image 
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was converted to a gray scale image and subjected to a 2-D FFT. The amplitude at each 

spatial frequency was summed across the two picture dimensions and then averaged across 

pictures to obtain a target amplitude spectrum. All images were then normalized to have this 

amplitude spectrum. Luminance histogram matching was used to normalize the luminance 

histogram of each color channel in each image, so that it matched the mean luminance 

histogram of the corresponding color channel, averaged across all 186 images. Luminance 

histogram matching always followed spatial frequency normalization. Images were 

manually screened each day before and after preprocessing to verify image integrity. Images 

deemed unrecognizable after post-processing were replaced with images that held up better 

to image processing (e.g. typically higher resolution images).

At the start of a block the three initial choice options were randomly assigned a reward 

probability. Novel choice options were pesudorandomly assigned a reward probability when 

they were introduced. Reward probabilities always remained fixed for each image. The only 

constraint was that all three options could not have the same reward probability. In each case 

the assigned reward probabilities were always drawn from a symmetric reward schedule, 

with low and high reward probabilities centered around an intermediate reward probability 

of pm = 0.5. The reward schedule was occasionally adjusted to maintain motivation and task 

performance of the monkeys. However, the schedule was never varied within a daily session. 

High probability options varied from ph = 0.8 to ph = 0.7 and low probability options were 

always 1 - ph (i.e. 0.2 to 0.3). The reward schedule was adjusted once for Monkey E from ph 

= 0.8 to 0.75, once for Monkey G from ph = 0.7 to 0.75, and three times for Monkey M from 

ph = 0.75 to 0.8, then to 0.78 and then back to 0.8. Across monkeys, 51.12% of the data was 

collected with ph = 0.75, 40.09% was collected with ph = 0.8, 7.77% was collected with ph = 

0.7, and 1% was collected ph = 0.78%. Thus, the most common schedule was 0.75/0.5/0.25. 

Schedule use did not differ by drug conditions (F(1, 75) = 1.75, p = 0.19). Analyses that 

included the reward schedule ph as a session level covariate yielded highly similar results.

Data analysis

Choice behavior—We quantified choice behavior as the fraction of times the monkey 

chose either the novel choice option or the best alternative option on the first trial in which 

the novel option was presented. The best alternative option was defined as the remaining 

option with the highest assigned reward probability. In cases where the remaining options 

were assigned equal probabilities (these occurred < 20% of the time), the best alternative 

was defined as the option reinforced more often over the previous ten trials. All choice 

estimates were arcsine transformed prior to their use in ANOVA analyses.

Saccade reaction times—Saccadic reaction times were measured from the presentation 

onset of the choice options to the onset of the saccade that targeted a choice option. Before 

statistical analysis, reaction times were log transformed to correct for positive skew.

Reinforcement learning model—We fit a RL model to the choice behavior of the 

monkeys to estimate learning rates, inverse temperature and the value of novel stimuli. The 

model was fit separately to the choice behavior from each block of trials within a session. 
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The model updates the value, v, of a chosen option, i, based on reward feedback, r in trial t 
as:

Thus, the updated value of an option is given by its old value, vi(t−1) plus a change based on 

the reward prediction error (r(t)−vi(t−1)), multiplied by the learning rate parameter, α. When 

a novel stimulus is introduced in trial t′, there is no reward history. The initial values of 

novel options, when they were introduced were fit as 3 free parameters in the model, vk
0. 

The subscript k indexes the value of the option that was replaced i.e. k ∈ {pH, pM, pL}. 

Therefore, we parameterized separate initial values for novel options that replaced high, 

medium or low valued options. Thus, whenever we introduced a novel option (independent 

of its value), we substituted the appropriate vk
0 into the model, depending on the reward 

value of the option that was replaced, and updated this value on subsequent trials following 

feedback. The relative propensity of the monkeys to pick the novel option when it was 

introduced allowed us to estimate the value of that option relative to the other available 

options. The more often they picked the novel option when it was introduced, the higher the 

value of novel options. This is particularly true if the novel option is chosen when the other 

available options are of high value. The free parameters (the initial value of novel options, 

vi
0, the learning rate parameter, α and the inverse temperature, β, which estimates how 

consistently animals choose the highest valued option), were fit by maximizing the 

likelihood of the choice behavior of the participants, given the model parameters. 

Specifically, we calculated the choice probability di(t) using:

And then calculated the log-likelihood as:

Where ck(t)=1 when the subject chooses option k in trial t and ck(t)=0 for all unchosen 

options. In other words, the model maximizes the choice probability (dk(t)) of the actual 

choices the participants made. T is the total number of trials in the block for each monkey, 

usually 650. Parameters were maximized using standard techniques (Djamshidian et al., 

2010). To avoid local minima, initial value and learning rate parameters were drawn from a 

normal distribution with a mean of 0.5 and a standard deviation of 3. The inverse 

temperature parameter was drawn from a normal distribution with a mean of 1 and a 

standard deviation of 5. Model fits were repeated 100 times to avoid local minima and the fit 

with the minimum log-likelihood was selected as the best fit (Table 1). No constraints were 

placed on the estimated parameters. Likelihood ratio tests were used to compare the fit 

between the estimated model and a null model that assigned novel options a fixed value of 
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0.5 (e.g. their empirical average reward expectation). Model fit was significantly improved 

relative to the null model in 92% of cases (χ2 (1) = 78.86, p < .001).

Statistical analyses—Each dependent variable was entered into a full factorial, mixed 

effects ANOVA model implemented in MATLAB. For analyses involving choice behavior or 

reaction times, the model included the following fixed effects: drug (GBR-12909/ saline), 

choice option (novel/ best alternative), paired reward probability of the best alternative and 

worst alternative (pLL/pLM/pMM/pLH/pMH/pHH), reward probability of the cue replaced by 

the novel option (pL/pM/pH) and reward receipt on the previous trial (reward/non-reward). 

Monkey identity and testing session were specified as random factors, with testing session 

hierarchically nested under monkey identity and drug condition. The Welch-Satterthwaite 

equation was used to calculate the effective denominator degrees of freedom in determining 

statistical significance (Neter, Wasserman, & Kutner, 1990).

ANOVA analyses of RL model parameters utilized a similar mixed effects framework but 

specified fewer fixed effects. This is because several choice-related factors are subsumed in 

fitting the RL model. Analyses of the learning rate and inverse temperature parameters only 

specified drug condition as a fixed effect. When comparing initial value estimates for novel 

options to the learned value of the best alternative option, we first averaged the model 

derived value estimates for the novel and best alternative options conditioned on the 

assigned reward probability of the cue replaced by the novel option. We then analyzed 

option value by specifying fixed effects of drug, choice option, and reward probability of the 

replaced cue. Post-hoc analyses of significant main effects used Fisher’s least significant 

difference test to correct for multiple comparisons (Levin, Serlin, & Seaman, 1994). Post-

hoc tests of significant interactions consisted of computing univariate ANOVAs for 

component effects and similarly correcting for multiple comparisons.

Results

Dopamine Modulates Novelty Driven Choice Behavior

We first examined how often the monkeys chose the novel option when it was introduced, 

relative to how often they chose the better of the two remaining alternative options (Figure 

2A). The monkeys had an overall novelty preference, selecting the novel option more often 

than the best alternative option (Option, F(1, 97) = 487.87, p < .001, d = 1.06). This novelty 

preference was evident during both drug (F(1, 20) = 29.82, p < .001, d = 2.44) and saline 

sessions (F(1, 72) = 66.23, p < .001, d = 1.91). Furthermore, blocking dopamine reuptake 

increased the monkeys’ novelty preference (Drug x Option, F(1, 94) = 6.47, p = .012, d = .

52). Following GBR-12909 administration, the monkeys chose a greater proportion of the 

novel options than they did in saline sessions (F(1, 90) = 4.02, p = .048, d = .42). In addition, 

the monkeys were marginally less prone to choose the best alternative option during drug 

versus saline sessions (F(1, 90) = 3.54, p = .063, d = .39). Thus, the mean difference in how 

often the monkeys chose the novel or best alternative option was heightened by blocking 

DAT.

Since novelty seeking necessarily constitutes a switch in behavior, we also contrasted the 

likelihood of choosing the novel option with the likelihood of a switch in the animals’ choice 
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when deciding between a stable set of options. On average and when choosing between 

options they had already seen, the monkeys switched their choice on 49.6% of trials. The 

likelihood of switching increased when the prior choice was unrewarded. However, animals 

on GBR-12909 showed no increased likelihood to switch after either reward or non-reward 

(Drug x Juice, F(1, 79) < 1, p = .871). We also tested if the likelihood that the monkeys 

would choose a novel option differed from the likelihood that they would switch their 

choice. The fraction of novel options chosen exceeded the fraction of trials on which the 

monkeys switched their choices during both drug (M = 55.8%; F(1, 19) = 5.05, p = .035, d = 

1.03) and saline (M = 60.1%; F(1, 72) = 9.04, p = .003, d = .72) sessions. Moreover, 

heightened novelty seeking on GBR-12909 was evident even when the fraction of novel 

options selected was normalized by the fraction of switch trials (F(1, 87) = 3.99, p = .048, d 
= .42).

Next, we fit a RL model to the monkeys’ choice behavior. We used this model to infer the 

initial value of novel options. This was done by parameterizing the initial value of novel 

options and optimizing these parameters to predict choice behavior. If the animals valued 

novel options more than the two alternative options they had already observed, the average 

initial value of novel options should exceed that of the best alternative option. Consistent 

with their choice behavior, the algorithm showed that, on average, monkeys did value novel 

options more than the best alternative option (Figure 2B; Option, F(1, 85) = 4.88, p = .029, d 
= .15). This effect was evident during GBR-12909 sessions (F(1, 20) = 12.7, p < .001, d = .

29) and was marginally present in saline sessions (F(1, 79) = 3.39, p = .069, d = .0.1). 

Blocking dopamine reuptake potentiated the initial value assigned to novel stimuli (Drug x 

Option, F(1, 375) = 5.92, p = .015, d = .25). The monkeys assigned a higher initial value to 

novel cues on GBR-12909 compared to saline (F(1, 94) = 5.33, p = .023, d = .47). DAT 

blockade did not significantly decrease the mean value of the best remaining option, 

compared to saline (F(1, 81) < 1, p = .81). Although we conditioned the estimated initial 

value estimates on the reward probability of the cue replaced by the novel option (Table 1), 

the reward rate of the replaced cue did not significantly influence the initial value assigned 

to novel options (Replaced Cue Probability x Option, F(2, 375) < 1, p = .477). There were 

no other significant main effects or interactions on value estimates.

Choice Consistency and Exploration

Use of the RL model allowed us to additionally estimate an inverse temperature parameter, 

β. This parameter quantifies how consistently the animals chose the highest value option for 

a given distribution of values across the three choices. As β increases, choice behavior is 

increasingly invariant. Therefore β is often described as representing the balance between 

exploration and exploitation. However, exploration suggests an intentional process, and an 

unmotivated animal, because it is not optimizing its decisions, may also make choices 

inconsistent with value estimates. Furthermore, if average total reward is being maximized, 

greedy policies that have minimal exploration are optimal when only a small number of 

choices are available and the animal is familiar with the distribution of reward probabilities 

from which the stimuli are drawn (Averbeck et al., 2013). Despite the effects of DAT 

blockade on novelty seeking behavior, there were no drug related differences on the inverse 

temperature parameter (Figure 2C; Drug, F(1,134)= 1.15, p = .285, d = .18).
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We also calculated the entropy in the monkeys’ choice behavior. Entropy is mathematically 

related to the inverse temperature and measures variability in the probability distribution 

describing how often the monkey chose the best, intermediate, or worst available option. 

Low entropy implies a peak in the probability distribution and the frequent selection of one 

of the options relative to the others. High entropy implies that choice behavior is more 

uniformly distributed. This can correspond to increased exploration or decreased learning. 

Choice entropy was highest on trials proximal to experiencing a novel option, and decreased 

as the monkeys became familiar with a set of options (Trials, F(1,94) = 8.39, p < .001, d = .

59; Figure 2D). This is consistent with the animals learning to select the best available 

option in the array. Choice entropy did not differ between drug and saline sessions, overall 

(Drug, F(1,87) = 1.24, p =.267, d = 0.23), or in time (Drug x Trials, F(1,94) < 1, p = .678). 

Thus, based on the inverse temperature parameter and choice entropy, animals tended to 

sample sub-optimal choice options equally often, both on and off drug.

Additional Reward Related Effects on Novelty Seeking

Returning to the analysis of novelty driven choice behavior, we found that the monkeys’ 

overall novelty preference scaled with three additional factors: the opportunity costs 

associated with declining the two remaining options, the reward probability of the cue 

replaced by the novel option, and the choice outcome on the previous trial (Figure 3). None 

of these reward related effects were altered by inhibiting DAT (i.e. all interactions involving 

drug condition were non-significant at p > .43).

Opportunity costs—As the reward probability of the best alternative option increased, 

there was a progressive decline in the monkeys’ novelty preference (Reward Environment x 

Option, F(5, 419) = 10.14, p < .001, d = .31). There was a greater likelihood that the 

monkeys would select the novel option when the two remaining alternatives were rewarded 

at a low rate, compared to when they were both rewarded at a high rate (Figure 3A). 

Selection of the best alternative option mirrored this trend. The animals showed a consistent 

novelty preference when we analyzed the difference in the likelihood of choosing either the 

novel or best alternative option (all p ≤ .002). The animals were biased to select the novel 

option even when both alternative options were rewarded at the maximal rate and the novel 

option, due to task constraints, had to be of lesser value (F(1, 81) = 8.19, p=.002, d = .63). In 

other words novelty seeking scaled with the cost of declining the best alternative option even 

when monkeys became more novelty prone as a result of DAT inhibition.

Replaced cue probability—The monkeys were more likely to select the novel option 

when it replaced a high or medium probability reward cue compared to when it replaced a 

low probability cue (Replaced Cue Probability x Option, F(2, 177) = 8.77, p < .001, d = .44; 

Figure 3B). Likewise the monkeys chose the best alternative option more often when it 

replaced a low versus a high or medium probability cue. Again, this effect was consistent 

across drug and saline sessions.

Prior choice outcome—The monkeys were more likely to select the novel option if their 

choice on the previous trial went unrewarded (Juice x Option, F(1, 101) = 6.03, p = .015, d 
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= .48; Figure 3C), whereas reward receipt on the previous trials increased the likelihood that 

the monkeys chose the best alternative option.

Learning and Value Updating

We compared model derived learning rate parameters across drug conditions, to test whether 

blocking dopamine reuptake altered the rate at which the monkeys updated the value of each 

choice option. Overall the learning rate parameter was positive (M = .157, SE = 0.018) and 

differed significantly from zero (t(81) = 8.78, p < .001, d = 1.95). This indicated the 

monkeys had learned to discriminate between high and low value options. There were no 

differences in the learning rate parameter between the two drug conditions (Figure 4A; 

Drug, F(1,115) < 1, p = .577). Thus, DAT blockade with GBR-12909 did not affect the rate 

at which the animals learned to select the best valued option, compared to saline injections.

To further examine learning, we also compared the fraction of times the monkeys continued 

to choose a novel option based on its assigned reward probability, up to 20 trials from its 

initial presentation (Figure 4B). As the monkeys gained experience with a novel option their 

continued selection of that option reflected its assigned reward probability (Reward 

Probability x Trial, F(2, 210) = 40.42, p < .001, d = .88). On average across drug and saline 

conditions, the monkeys learned to select high probability options more often than they 

chose medium probability cues (t(442) = 3.96, p < .001, d = .37), and to choose medium 

probability cues more often than low probability cues (t(185) = 2.75, p = .007, d = .41). 

There were no drug related differences in the ability of the monkeys to discriminate between 

the high, medium or low probability options (Drug x Reward Probability, F(2,69) < 1, p = .

986; Drug x Reward Probability x Trial, F(2,69) < 1, p = .995).

We also compared the average amount of reward earned per block for each drug conditions. 

Equivalent amounts of juice reward were earned on GBR-12909 (M = 68.68 mL SE = 1.65) 

and saline (M = 69.83 mL SE = 1.62; Drug, F(1,97) = 2.38, p = .134).

Psychostimulant and Reaction Time Effects

We did not find drug related differences in task performance in terms of the number of errors 

made initiating a trial, holding baseline fixation, or holding choice selection (all p > .45). 

Overall the monkeys’ saccadic choice reactions were faster on GBR-12909 versus saline 

(Drug, F(1,29) = 12.86, p = .001, d = 1.33). When we separately analyzed trials on which a 

novel option was introduced, choice reactions times were similarly faster on GBR-12909 

(MRT = 165.68 ms, SE = 3.76) than on saline (MRT = 176.26 ms, SE = 3.92; F(1,29) = 8.57, 

p = .006, d = 1.09). Otherwise there were no additional effects on the monkeys’ reaction 

times (all p > .15).

Discussion

To determine if dopamine enhances novelty seeking, we systemically inhibited the dopamine 

transporter (DAT) in monkeys and examined how this pharmacological manipulation 

affected the monkeys’ novelty preference. We found that DAT blockade increased the initial 

value monkeys assigned to novel options, biasing them to select novel over familiar choice 

options. This dopamine dependent increase in novelty seeking behavior did not reflect 
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differences in the rate at which monkeys learned to select cues predictive of reward or their 

tendency to exploit that knowledge, measured by the inverse temperature and choice entropy.

Dopaminergic and Novelty Driven Decision Making

The present study was motivated by prior work showing that Parkinson’s disease patients 

that develop behavioral addictions following treatment with dopamine agonists, are more 

prone to select novel choice options in a closely matched decision making task (Averbeck et 

al., 2013; Djamshidian et al., 2011). Pharmacological imaging data in these patients suggests 

that they have low levels of DAT in their ventral striatum (Cilia et al., 2010), compared to 

Parkinson’s patients without behavioral addictions. Related studies with non-Parkinsonian 

patients diagnosed with behavioral addictions similarly report lower levels of DAT in the 

striatum (Chang, Alicata, Ernst, & Volkow, 2007; Leroy et al., 2012), and elevated 

questionnaire based reports of novelty and sensation seeking (Kreek, Nielsen, Butelman, & 

LaForge, 2005; Wills, Vaccaro, & McNamara, 1994). Here we explicitly demonstrate that 

reduced dopamine reuptake enhances novelty-based choice behavior during reinforcement 

learning in monkeys. This result, viewed together with prior clinical evidence, suggests 

dopamine reuptake capacity may contribute to excessive novelty seeking.

Evidence that blocking DAT heightens the reward value of novel images and therefore 

promotes exploration also provides direct support for the theory that novelty is intrinsically 

valued despite choice uncertainty (Hazy et al., 2010; Kakade & Dayan, 2002; Wittmann et 

al., 2008). Until now, this view has only received indirect support from studies that 

operationalized novelty seeking as a non-decision process. Instead, past studies generally 

investigated novelty processing in terms of heightened attention to passive encounters with 

rare or deviant stimuli (Bromberg-Martin et al., 2010), or the active exploration of singular 

novel objects placed in an open field (Dulawa et al., 1999; Zhuang et al., 2001). In an fMRI 

study that did examine novelty seeking as a decision process (Wittmann et al., 2008)—using 

a version of the current task—activation in ventral striatum encoded both standard reward 

prediction errors and enhanced reward prediction errors during novelty driven exploration. 

However, the assumption that such signals are dopamine related relies on the inference that 

striatal BOLD activity has a dopaminergic basis.

We manipulated dopamine signaling by injecting GBR-12909, a selective inhibitor of DAT. 

DAT inhibition with GBR-12909 is known to increase tonic dopamine levels in the striatum 

by slowing reuptake (Zhang et al., 2009). Since we chose to block systemically we cannot 

say where critical dopaminergic changes occurred in the brain. A likely candidate is the 

ventral striatum, considering prior evidence of reduced DAT in the striatum of novelty prone 

patients (Cilia et al., 2010), and enhanced encoding of novelty driven prediction errors in the 

ventral striatum (Wittmann et al., 2008). Yet a single dose of cocaine—which similarly 

blocks the action of the dopamine transporter—is shown to alter glucose metabolism in the 

ventral striatum, orbitofrontal cortex, entorhinal cortex, and hippocampus (Lyons, Friedman, 

Nader, & Porrino, 1996). DAT is also present in most axons containing tyrosine hydroxylase 

in the cortex of primates (Lewis et al., 2001). Future studies involving microdialysis, 

voltammetry, or single unit recordings paired with systemic DAT blockade may aid in 
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clarifying exactly which features of dopamine transmission contribute to increases in novelty 

seeking.

In conjunction with DAT, catechol-o-methyltransferase (COMT) also regulates dopamine 

metabolism. It is plausible that reducing COMT might similarly heighten novelty-based 

choice behavior, as seen here. For example, infusion of the COMT inhibitor tolcapone into 

the dorsal hippocampus of rats increases their exploration of novel arms in a spatial novelty 

preference task (Laatikainen, Sharp, Bannerman, Harrison, & Tunbridge, 2012). Also, 

novelty seeking personality traits are associated with genetic polymorphisms of both DAT 

and COMT (Golimbet, Alfimova, Gritsenko, & Ebstein, 2007).

Dopamine and Behavioral Exploration

Besides examining how dopamine biased novelty driven exploration, we also examined if 

blocking DAT caused animals to sample sub-optimal stimuli more often, quantified by the 

inverse temperature parameter, β in the RL algorithm. In a previous experiment comparing 

transgenic and wild type mice, DAT knockdown mice showed increased exploration of an 

infrequently rewarded option. This behavior caused a decrease in β when RL models were 

fit to the animals’ choice behavior (Beeler, Daw, Frazier, & Zhuang, 2010). We did not find 

a significant reduction in the inverse temperature parameter during drug sessions. While 

there was an average decrease in the inverse temperature in all three monkeys, this result 

should not be over interpreted since related measures of exploration were not modulated by 

DAT blockade. Monkeys were equally likely to switch their choice from the previous trial on 

GBR-12909 or saline. Choice entropy was also equivalent on and off drug. Together these 

results suggest blocking DAT had no effect on how consistently the monkeys chose to 

exploit learned values. Instead, greater exploration following DAT blockade was restricted to 

the monkeys’ initial encounters with novelty.

Dopamine, Novelty Seeking and Foraging

Novelty seeking relies on predictions about the relative value of available resources in order 

to select among novel and familiar items. This closely resembles descriptions of foraging 

behavior. Foraging relies on the optimization of exploratory behavior in order to maximize 

the long-term rate of return, taking into account the cost of foraging and resource availability 

(Stephens & Krebs, 1986). Previous studies of foraging behavior in humans and monkeys 

have identified several brain regions, including anterior cingulate cortex (ACC), that encode 

the average value of the reward environment as well as the cost of foraging (Hayden, 

Pearson, & Platt, 2011; Kolling, Behrens, Mars, & Rushworth, 2012; Sugrue, Corrado, & 

Newsome, 2004). Dopamine is thought to contribute to foraging behavior based on its role 

in feeding and goal-directed behavior (Hills, 2006). Computational models of instrumental 

behavior following dopaminergic manipulations also posit that tonic dopamine in the 

striatum encodes the average reward rate to regulate opportunity costs and response vigor 

(Niv, Daw, Joel, & Dayan, 2007)

This could lead to the prediction that heightened novelty seeking on GBR-12909 results 

from altered sensitivity to task parameters relevant to novelty seeking. However, opportunity 

costs, and priors for the reward history of the replaced cue and immediately preceding 
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choice, all influenced novelty seeking in the same way, on and off drug. So DAT blockade 

apparently increases novelty seeking independent of contextual factors. For example, in the 

present study, one of our animals (Monkey G), on average, avoided choosing the novel 

option unless the opportunity costs were low (e.g. the best alternative was rewarded at a low 

or medium rate). Even in this animal GBR-12909 generally enhanced the selection and 

valuation of novel options.

One preliminary interpretation is that dopamine modulates neuronal thresholds in circuits 

regulating value based decision making. For example, in a patch foraging task neurons in 

ACC gradually increase their firing rate over repeated decisions to harvest a patch with 

diminishing returns (Hayden et al., 2011). Decisions to seek out a new patch are predicted 

by a threshold crossing in the firing rate of these cells, and this threshold is influenced by 

foraging costs. Dopamine might similarly influence threshold computations related to 

novelty seeking, possibly by modulating the excitability of neurons (Seamans & Yang, 2004) 

forming circuits that regulate exploration based on current biological needs (Murray & 

Rudebeck, 2013). Excessive novelty seeking may then occur when dopamine overwhelms 

the ability of relevant circuits to optimize exploratory behavior.

Dopamine and Learning

Considering that dopamine manipulations can modulate reinforcement learning 

(Djamshidian et al., 2010; Frank, Seeberger, & O’Reilly R, 2004; Pessiglione, Seymour, 

Flandin, Dolan, & Frith, 2006), it is important to point out that DAT blockade did not affect 

the ability of the monkeys to discriminate high, medium, and low value options, their 

learning rates, or the total amount of reward they earned per block. Thus, dopamine related 

increases in novelty preference could not be attributed to differences in the value updating 

processes that drive learning. Modulation of dopaminergic tone through genetic knockdown 

of DAT (Beeler et al., 2010) or tyrosine hydroxylase similarly have no impact on learning 

ability (Robinson, Sandstrom, Denenberg, & Palmiter, 2005). Also, Parkinson’s disease 

patients that were novelty prone in a version of the current task, learn at the same rate as 

healthy controls, both on and off their dopamine medication (Averbeck et al., 2013; 

Djamshidian et al., 2011; Housden, O’Sullivan, Joyce, Lees, & Roiser, 2010). These results 

suggest that equivalent learning rates on and off GBR-12909 might be attributable to the 

manipulation of tonic rather than phasic dopamine signaling.

Conclusion

We found that monkeys show a preference for novel vs. familiar choice options during a 

probabilistic decision making task. Systemic blockade of the dopamine transporter with 

GBR-12909 caused monkeys to become more novelty prone. When novel options were first 

encountered, DAT blockade led monkeys to optimistically value and over select novel 

options relative to the best alternative and familiar option. These findings demonstrate that 

increases in extracellular dopamine levels underlie the positive valuation of novel stimuli in 

order to promote exploratory behavior. They also suggest that alterations in dopamine 

reuptake may contribute to excessive novelty seeking and impulsivity.
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Figure 1. Task design
A) Sequence of events on a single trial. Following an initial fixation period, the choice 

options were presented and the animals made a saccade to one of the options to indicate 

their choice. A juice reward was then delivered probabilistically based on the assigned 

reward probability of the chosen cue. B) Novelty manipulation. A set of options was 

repeatedly presented for 10–30 trials, after which one of the existing options was replaced 

with a novel option. The novel option was randomly assigned its own reward probability. 

Novel options were introduced 32 times in a block of 650 trials. Trial Ni,j refers to the 

number of times, j, a particular set of choice options, i, was seen.
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Figure 2. DAT blockade increases novelty seeking behavior and the initial value of novel options
A) Mean fraction of times each option was chosen. B) Mean initial value (vi

0) of novel 

options and the mean value of the best alternative when the novel option was introduced, as 

estimated by the RL model for drug and saline sessions. C and D) The inverse temperature 

parameter β and choice entropy H—which summarize the overall balance in explore/exploit 

behavior—did not differ between the drug and saline conditions.
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Figure 3. Reward related effects on novelty seeking
A) Fraction of times the novel option or best alternative option was selected broken out by 

A) the combined reward probabilities of the two alternative options, B) the reward 

probability of the cue replaced by the novel option, and C) reward receipt on the 

immediately preceding trial.
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Figure 4. Dopamine does not affect learning rates
A) Learning rate parameter fit to blocks completed on GBR-12909 or saline. B) Fraction of 

times a novel option, with an assigned reward probability, was selected on GBR-12909 or 

saline up to 20 trials after its initial presentation. Choice data were smoothed with a 6 trial 

moving average kernel.
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Table 1

Mean parameter estimates for reinforcement learning models fit to choice behavior for drug and saline 

sessions

GBR-12909 Saline

vi
0 pL 1.41 (0.19) 0.75 (0.19)

vi
0 pM 1.78 (0.25) 0.82 (0.18)

vi
0 pH 1.86 (0.44) 0.91 (0.18)

α 0.159 (0.06) 0.165 (0.05)

β 3.34 (0.36) 4.03 (0.38)

H 1.33 (0.10) 1.36 (0.10)

χ2 (3)a 63.73 (6.43) 58.86 (5.61)

a
Candidate model was tested for improved fit against a nested null model that fixed vi0 at 0.5 using a critical value χ2 (3) = 7.81, p < .05. The 

number of blocks showing a significant improvement in fit (85.3%) did not differ by drug (χ2 (1) = 0.68, p = .406).
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