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Transcellular retrograde signaling from the postsynaptic target cell
to the presynaptic neuron plays critical roles in the formation,
maturation, and plasticity of synaptic connections. We here review
recent progress in our understanding of the retrograde signaling at
developing central synapses. Three forms of potential retrograde
signals—membrane-permeant factors, membrane-bound factors,
and secreted factors—have been implicated at both developing
and mature synapses. Although many of these signals may be
active constitutively, retrograde factors produced in association
with activity-dependent synaptic plasticity, e.g., long-term poten-
tiation and long-term depression, are of particular interest, be-
cause they may induce modification of neuronal excitability and
synaptic transmission, functions directly related to the processing
and storage of information in the nervous system.

Neural information coded by the action potential is trans-
mitted through a chemical synapse in the anterograde

direction by release of neurotransmitters, neuropeptides, and
other protein factors from the presynaptic terminal. These
molecules produce immediate changes in the membrane poten-
tial as well as long-term structural and metabolic changes in the
postsynaptic cell. Over the past several decades, it has become
increasingly clear that information exchange at the synapse is
bidirectional: the postsynaptic cell also provides a variety of
retrograde signals to the presynaptic neuron. This reciprocal
interaction is crucial for the differentiation and maintenance of
the presynaptic cell as well as the formation and maturation of
the synapse. The general notion of retrograde signaling involves
postsynaptic production of a signal, either constitutively or
triggered by synaptic activity, that acts on the presynaptic neuron
through the following mechanisms. First, the retrograde signal
can be carried by a membrane-permeant molecule that diffuses
across the plasma membranes from the postsynaptic cell directly
into the presynaptic nerve terminal. Second, membrane-
impermeant but soluble factors can be packaged and secreted via
exocytotic vesicles by the postsynaptic cell and exert the retro-
grade action by binding and activation of receptors on the
presynaptic membrane. Third, direct signaling through the syn-
aptic cleft may be accomplished through mediation of physically
coupled pre- and postsynaptic membrane-bound proteins, in-
cluding transmembrane proteins as well as those secreted and
immobilized in the extracellular matrix within the synaptic cleft.
This review will summarize recent progress in the study of
retrograde regulation at central synapses, with a focus on the role
of retrograde interaction in the formation and activity-
dependent plasticity of synapses. Some aspects of this subject
have been more extensively reviewed elsewhere (1). An excellent
review of signaling at developing neuromuscular junctions
(NMJs) has also appeared recently (2).

Retrograde Signaling During Synaptogenesis
Our present understanding of the process of synaptogenesis is
based largely on studies of developing NMJs (2, 3). For central
nervous system neurons, the mechanisms governing synapse
formation and the signaling molecules involved in this process
are still poorly understood. As the elementary unit for infor-

mation processing and storage in the brain, the central synapse
must be formed and regulated under appropriate control. Syn-
apses are formed only between specific pre- and postsynaptic
partners and stabilized at specific locations on the dendrite.
Synapse formation is accompanied by a coordinated develop-
ment of pre- and postsynaptic molecular and structural special-
izations, which requires exchanges of information between pre-
and postsynaptic cells at all stages of synapse development, via
anterograde as well as retrograde signaling.

(i) Signaling Before Synaptic Contact. After long-range axon path-
finding, growth cones approach their target cell, and the process
of synapse formation begins. It is likely that navigation of the
growth cone is stalled and axon differentiation begins in re-
sponse to factors secreted from the target cell. A potential
candidate for such a stalling or ‘‘synaptogenic’’ signal is WNT-7a,
which is secreted by granule cells in the cerebellum and found to
induce axon and growth cone remodeling in mossy fibers via
presynaptic Frizzled receptors (4). The latter activates an intra-
cellular signaling cascade that represses the activity of glycogen
synthase 3b kinase, an enzyme known to regulate the microtu-
bule cytoskeleton, and produces stable loop-like microtubules in
the stalled growth cone. The loop-like conformation of micro-
tubules is similar to that adopted during synapse formation (5,
6). At the same time, synapsin I, known to be involved in synapse
formation, maturation, and synaptic vesicle transport (7, 8), was
found to be clustered at the remodeled areas of the mossy fiber.
Other potential ‘‘synaptogenic’’ factors include molecules that
serve for the guidance of the axon. For example, a target-
secreted neurotrophin, brain-derived neurotrophic factor
(BDNF), is not only a chemotropic factor for axon growth in
culture (9) and in vivo (10) but also a factor that promotes
presynaptic transmitter secretion (11, 12).

(ii) Signaling During Initial Cell–Cell Contact and Recognition. Before
synaptogenesis and formation of postsynaptic spines, motile
filopodia extending from the developing dendrites may increase
the probability of encounters between the dendrite and ap-
proaching axon (13). The interaction between specific pre- and
postsynaptic membrane components will lead to selective adhe-
sion and physical stabilization of the contact. In addition,
downstream signaling may be triggered in both pre- and postsyn-
aptic cytoplasm, resulting in structural differentiation and
changes in local subcellular activities.

It is generally assumed that the selective formation of synapses
among the large variety of neuronal types (14, 15) depends on
specific recognition molecules on the neuronal surface. Several
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groups of candidates have now been proposed. One is the
cadherin family of adhesion molecules (16, 17), which are
localized at synapses and have sufficient molecular diversity.
Cadherins display homophilic binding preferences and exhibit
synapse specificity. For example, different cadherins have been
found to segregate into different synapses on the same neuron,
and specific cadherin expression patterns are correlated with
neuronal connection patterns in the brain (18). Interfering with
cadherin function in vitro leads to the reduction of long-term
potentiation (LTP) (19), suggesting a role of cadherin in synapse
remodeling that may underlie LTP. In olfactory systems, tar-
geting of the olfactory neuron axons to the specific glomerulus
in the olfactory bulb may be accomplished through the cell-
specific odorant receptors expressed by the olfactory neurons
(20). On the basis of potential molecular diversity (21), the family
of neurexins and their ligands neuroligins may serve as pre- and
postsynaptic markers for central neurons. Many variants of
neurexin exhibit differential expression patterns in the brain,
leading to the suggestion that a given neuronal subpopulation
expresses a unique set of neurexins that contribute to the
specificity of neuronal contacts (22). Similarly, Drosophila
Dscam, a family of putative axon guidance receptors with
extraordinary molecular diversity, may also contribute to the
specificity of neuronal connectivity (23). Finally, it remains a
distinct possibility that the set of transmitter receptors and ion
channels, which often uniquely identify a specific neuronal type,
may serve in a combinatorial manner as cell-type-specific mark-
ers for cell–cell recognition via extracellular domains of these
membrane proteins (24).

At NMJs, muscle contact can induce an immediate increase of
Ca21-dependent neurotransmitter release from the growth cone
(25, 26). In neuron–neuron contact, the interaction between pre-
and postsynaptic membrane components may also trigger exo-
cytosis in both pre- and postsynaptic cells, resulting in secretion
of transmitters and other factors, as well as insertion of synaptic
membrane components. It was found in vitro that the preas-
sembled complex of synaptic vesicle proteins, calcium channels,
endocytotic proteins, and large dense-core synaptic vesicles is
transported as a unit within the axon at a speed close to that
predicted for kinesin-mediated microtubule-based transport
(27). Physical contact between an axon and a dendrite stops the
movement of the packets and induces the assembly of the
presynaptic active zone, suggesting that adhesion between the
pre- and postsynaptic cells may trigger the insertion of presyn-
aptic membrane components and associated fusion machinery
into the plasma membrane (28). Adhesion and membrane
insertion thus may be linked events, as shown by the finding in
epithelial cells that the site of cell–cell adhesion also becomes a
site of exocytosis (29).

(iii) Signals for Synaptic Differentiation and Maturation. After the
initial stabilization of synaptic contact via binding of specific pre-
and postsynaptic membrane components, further signaling
events are required for subsequent differentiation of synaptic
specializations involving recruitment and clustering of synaptic
vesicles, neurotransmitter receptors, and ion channels. As dis-
cussed above, physical interaction between pre- and postsynaptic
membrane proteins may directly trigger intracellular signaling
that leads to synaptic differentiation. Recently, membrane
protein-mediated signaling pathways have been shown to take
part in the formation of central synapses. Scheiffele et al. (30)
demonstrated that contact-mediated intercellular signaling via
neuroligin–neurexin interaction is sufficient to drive presynaptic
terminal differentiation in vitro. In this study, contact with
cocultured nonneuronal cells expressing neuroligin-1 was found
to trigger clustering of synaptic vesicles in the pontine axons, and
those contact sites exhibit functional and morphological prop-
erties of neuron–neuron synapses. This neuroligin activity re-

quires the extracellular domain of the protein and can be
inhibited by addition of soluble b-neurexin (neuroligin-1 recep-
tor). Although the presynaptic localization of neurexins remains
to be demonstrated, neuroligin-1 has been clearly shown to
localize to the postsynaptic compartment at excitatory synapses
(31). Neuroligin–neurexin interaction at the cell–cell contact
may nucleate the assembly of transmitter release machinery
through a presynaptic protein scaffold (32–35).

Protein–protein interactions across the synaptic junction
could simultaneously induce retrograde as well as anterograde
signaling. In cultured cortical neurons, Dalva et al. (36) found
that ephrinB1 binding to the EphB receptor induces an inter-
action of EphB with the NMDA subtype of glutamate receptors
through extracellular domains of these proteins, leading to
synaptic recruitment of NMDA receptors. Treatment of eph-
rinB1 for several days increases the number of NMDA receptor-
containing postsynaptic specializations as well as that of presyn-
aptic release sites. The kinase activity of EphB is involved in the
formation of NMDA receptor-containing postsynaptic special-
izations, although it is not required for the initial interaction of
EphB and NMDA receptors. The localization of ephrinB and
EphB was not examined in the latter study, although it has been
shown that during early development, EphB is present on axons
and ephrinB is localized on target cells (37), and that EphB is
localized on the postsynaptic cell in the adult hippocampus (38).
It is possible that EphByNMDA receptor complex forms at
postsynaptic sites, and a signal is transmitted to the nascent
presynaptic site through ephrinB, because the ephrinByEphB
complex is capable of reciprocal signaling (39). In addition to
membrane proteins, secreted factor Narp (neuronal-activity-
regulated pentraxin) is known to induce AMPA receptor clus-
tering in spinal cord neurons (40). Similar to the action of agrin
at NMJs (2), Narp may serve as a nerve terminal-derived
anterograde factor for triggering clustering of postsynaptic trans-
mitter receptors.

Real-time imaging of the trafficking of synaptic vesicle pro-
teins suggests that individual synaptic connections may form
relatively quickly (27, 41). In hippocampal cultures, stimulation-
driven recycling of synaptic vesicle has been observed as soon as
30 min after the initial axodendritic contact, whereas the re-
cruitment of glutamate receptors, presumably to the postsynap-
tic membrane, appears to be delayed by another 40 min (41). This
finding suggests that the timing of each differentiation event is
controlled in a coordinated manner. It is unclear whether a
postsynaptic retrograde signal is continuously required during
the assembly of presynaptic terminal and whether the efficacy of
assembly is regulated by the retrograde signal(s). The delayed
postsynaptic differentiation is consistent with the idea that
presynaptic differentiation and release of anterograde signals
are required before postsynaptic differentiation can proceed.

Maturation of synapses involves acquisition of the full com-
plement of pre- and postsynaptic components required for stable
synaptic transmission with characteristic physiological and bio-
chemical phenotype. Much of this process must depend on gene
regulation and new protein synthesis. For example, developing
sympathetic neurons switch their neurotransmitter phenotype
from noradrenergic to cholinergic and peptidergic after inner-
vation of the sweat gland and periosteum (42, 43), a process
induced by target-derived retrograde factors. Although the
switching of transmitter type requires the expression of a set of
new enzymes for transmitter metabolism, possibly affecting the
entire presynaptic neuron, retrograde determination of other
more subtle presynaptic phenotypes can be restricted only to a
subset of presynaptic nerve terminals. In the cricket central
nervous system, synaptic terminals of a single neuron can exhibit
synaptic facilitation on one target neuron but synaptic depres-
sion on another (44). Similarly, in rat neocortical slices, evoked
postsynaptic currents from a single pyramidal neuron can un-

11010 u www.pnas.orgycgiydoiy10.1073ypnas.191351698 Tao and Poo



dergo short-term facilitation or depression, depending on
whether the type of the target interneuron is bitufted or multi-
polar (45). Thus a target-dependent retrograde signal can pro-
duce a local synapse-specific differentiation of the presynaptic
nerve terminals. It remains largely unclear how the neuron
produces a persistent synapse-specific modification that requires
a specific set of proteins. One interesting possibility is local
protein synthesis at the pre- and postsynaptic sites triggered by
localized retrograde and anterograde signals (46).

One family of protein factors that may play a significant role
in retrograde signaling is neurotrophin. Nerve growth factor
(NGF), the first member in the neurotrophin family, is known to
be a target-derived factor that promotes the survival and dif-
ferentiation of presynaptic sympathetic and sensory neurons
(47). Secreted NGF is internalized by the nerve terminal and
transported retrogradely to the cell body to exert its trophic
effects (48, 49). Other members of neurotrophins, including
BDNF, neurotrophin 3 (NT-3), and neurotrophins 4y5 (NT-4y
5), have all been shown to promote survival of specific popula-
tions of neurons (50). Neurotrophins also promote synaptic
maturation, as shown by accelerated maturation of quantal
secretion of transmitters (51, 52) and enhanced expression of
neuropeptides (53) and transmitter receptors (54). Moreover,
synapse density is increased in the superior cervical ganglia of
transgenic mice overexpressing BDNF and decreased in BDNF
knockout mice (55). Mice lacking the neurotrophin receptors
TrkB and TrkC showed decreased density of synaptic vesicles, as
well as reduced axonal arborization and synaptic density (56).
BDNF knockout mice also showed presynaptic structural defects
(57). All these presynaptic effects can be regarded as long-term
global trophic effects of neurotrophins, which may be released by
the postsynaptic target neuron in a constitutive manner. As
discussed below, there is good evidence that neurotrophin may
also be involved in the acute synapse-specific modulation of the
presynaptic neuron induced by repetitive synaptic activity.

Retrograde Signaling in Activity-Dependent Synaptic Plasticity
(i) Developmental Refinement. The function of the nervous system
relies on precise synaptic circuits. Those circuits, initially formed
by the guidance of molecular cues, establish an adult pattern
through synaptic rearrangement that involves weakening and
eliminating inappropriate inputs and strengthening and elabo-
rating connections at appropriate locations. It has been known
that in many parts of the nervous system, neuronal activities play
an important role in this developmental process (2, 58, 59). A
cellular mechanism for activity-dependent refinement of synap-
tic connections is based on the Hebb’s postulate, which states
that correlated activities of pre- and postsynaptic cells are
directly responsible for the synaptic modification (60). Indeed,
repetitive correlated pre- and postsynaptic activities have been
shown to induce persistent functional modifications of synapses,
i.e., LTP and long-term depression (LTD), in many developing
nervous systems (61–67). Whether these functional modifica-
tions are causally related to the activity-dependent structural
refinement of synaptic connections remains to be established
(68, 69).

An attractive hypothesis for activity-dependent refinement is
based on activity-dependent postsynaptic secretion and retro-
grade action of neurotrophins (70). Correlated activity deter-
mines the level of their release by the postsynaptic cell and may
also regulate their actions on the presynaptic neuron. Neuro-
trophins are known to exert acute effects on synaptic func-
tion—in promoting transmitter secretion (11, 71, 72) or altering
postsynaptic responses (73, 74)—as well as on the dendritic and
axonal morphology (75–77). Neural activities up-regulate the
expression of neurotrophins (50, 70, 78–80), and synaptic activ-
ity can trigger the secretion of neurotrophins (74). Most inter-
estingly, the acute action of neurotrophin is likely to be spatially

restricted, because it binds tightly to the cell surface or extra-
cellular matrix after secretion (81). Consistent with this idea,
synaptic potentiation induced by postsynaptically secreted NT-4
at developing NMJs in culture is localized only to the activated
synapse, with other synapses made by the same presynaptic
neuron unaffected (82). Moreover, the synaptic potentiation by
BDNF is greatly enhanced if the presynaptic cell is active during
the time of BDNF presentation (83). The spatial and temporal
specificity of neurotrophin action makes neurotrophin an attrac-
tive candidate molecule for activity-dependent synaptic modu-
lation. In the mammalian visual cortex, neurotrophins have been
shown to be essential for the development of ocular dominance
columns (78, 84). Local infusion of BDNF or NT-4y5 (85) or
removal of endogenous BDNF or NT-4y5 by local infusion of
TrkB-IgG (86) delayed or prevented the eye-specific segregation
of thalamocortical afferents. These results strongly support a
role of neurotrophins in activity-dependent development of
neural circuits.

(ii) Short-Term Plasticity of GABAergic Inputs. In the hippocampus
and cerebellum, a brief period of membrane depolarization of
pyramidal or granule cells induces a transient decrease of
inhibitory transmission onto the depolarized cells. Such depo-
larization-induced suppression of inhibition (DSI) requires volt-
age-dependent Ca21 influx into the postsynaptic cell (87). How-
ever, the expression of DSI is presynaptic, because DSI does not
affect the sensitivity of the postsynaptic membrane to inoto-
phoresed GABA or quantal size of miniature GABAergic events
(88, 89). Thus DSI is mediated by retrograde signals initiated by
Ca21 influx into the postsynaptic cell. Recent studies suggest that
cannabinoids can be such a signal (90–92). In hippocampal slices,
antagonist of cannabinoid receptor-1 (CB1), which is localized
on GABAergic axon terminals, blocks DSI. A synthetic CB1
agonist or natural CB1 ligand can acutely depress basal
GABAergic transmission. In addition, postsynaptic Ca21 uncag-
ing alone mimics DSI, and this effect can be blocked by the CB1
antagonist. Thus endogenous cannabinoids released by the
depolarized pyramidal neurons can mediate a transient down-
regulation of GABAergic transmission.

(iii) Retrograde Signals Associated with Induction of LTPyLTD. Re-
petitive synaptic activity can induce persistent increase or de-
crease of synaptic efficacy, known as LTP or LTD, respectively.
In many parts of the nervous system, induction of LTPyLTD
depends on the activation of the postsynaptic cell. For example,
in the CA1 region of the hippocampus, NMDA receptor-
mediated Ca21 influx is critical for the induction of LTPyLTD.
The NMDA receptor can be opened only when there is gluta-
mate binding and sufficient depolarization of the membrane
potential to remove the Mg21 block. Although there is general
agreement for the postsynaptic locus for the induction of LTPy
LTD, whether the cellular change underlying synaptic modifi-
cation occurs in the pre- or postsynaptic cell has been a long-
lasting debate. Recent studies have shown that AMPA receptors
are inserted into or removed from the postsynaptic membrane
after induction of LTP or LTD, respectively (93–95), and that
blocking exocytosis or endocytosis in the postsynaptic cell pre-
vents generation of LTP or LTD (96–98), suggesting that
receptor redistribution can account for synaptic modification.
However, a presynaptic expression mechanism cannot be fully
excluded. By studying single excitatory synapses between hip-
pocampal neurons, it was found that glutamate receptors (in-
cluding AMPA and NMDA receptors) are not saturated by
glutamate released from a single vesicle (99, 100). The above
result suggests that synaptic strength may be significantly influ-
enced by the cleft neurotransmitter concentration, which can be
regulated by a presynaptic mechanism, e.g., through regulating
the size of fusion pore of the synaptic vesicle (101, 102). The LTP
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phenomenon is always associated with an increased frequency of
miniature synaptic currents mediated by AMPA receptors. This
increase can be explained by an increased presynaptic release
probability or a pure postsynaptic mechanism through which
initial ‘‘silent’’ synapses (composed only of NMDA receptors)
are switched to functional synapses after insertion of AMPA
receptors (103). Indeed, there is much evidence suggesting that
silent synapses acquire AMPA-type responses after induction of
LTP (104–106). Interestingly, Liu and colleagues (102) found
that in cultured hippocampal neurons, silent synapses actually
contained functional AMPA receptors, revealed by focal gluta-
mate application. Interference of presynaptic vesicle fusion can
revert functional to silent transmission. The result can be ex-
plained by different binding kinetics of NMDA and AMPA
receptors. NMDA receptors are less sensitive to glutamate when
it is present for only a very short time than when it is present for
a longer time. Thus, a prolonged pulse of glutamate leads to high
occupancy of NMDA receptors but low occupancy of AMPA
receptors, whereas a much briefer but high concentration pulse
leads to more activation of AMPA receptors (107). Liu and
colleagues’ result implies that maturation of silent synapses
involves changes of presynaptic secretion through SNARE-
mediated fusion. If the expression of LTP indeed involves a
presynaptic locus, then a retrograde signal from the postsynaptic
cell is needed to induce those presynaptic changes. On the other
hand, another potential mechanism underlying LTP is the
formation of new synapses (97). Insertion of new receptors at the
postsynaptic membrane can be interpreted as reflecting early
events of a process that leads to the splitting or budding of spines
(108, 109). Eventually, the presynaptic terminal will undergo a
concomitant split, so that a new synapse will be formed. This
structural change again needs retrograde communication from
the postsynaptic cell. Here, we summarize three forms of po-
tential retrograde signaling associated with induction of LTP:
signaling by membrane permeable factors, by membrane-bound
adhesion proteins, and by secreted protein factors.

Nitric oxide. Membrane-permeant factors, including arachi-
donic acid, platelet-activating factor, nitric monoxide (NO), or
carbon monoxide (CO), have been suggested as the potential
retrograde messenger associated with synaptic modification (1,
110). For example, NO is released in a Ca21-dependent manner
on activation of NMDA receptors (111, 112). Exogenously
applied NO enhances transmitter release in an activity-
dependent (pairing with weak tetanus), NMDA receptor-
independent manner (113), whereas extracellular application of
a membrane-impermeant NO scavenger inhibits the induction of
LTP (114, 115). In mutant mice lacking both neuronal and
endothelial isoforms of NO synthase, LTP is significantly re-
duced (116). Consistent with the role of retrograde messenger,
postsynaptic injection of the NO synthase inhibitor blocks in-
duction of LTP (115). Photolytic release of NO from postsyn-
aptically injected NO donor, paired with weak tetanus, causes
rapid potentiation that is blocked by an extracellular NO scav-
enger. In contrast, potentiation induced by NO released from
presynaptically injected donor is not blocked by the scavenger
(117). These results support the notion that NO is produced
postsynaptically, travels through the extracellular space, and acts
directly in the presynaptic neuron to produce LTP.

Adhesion molecules. Membrane-bound factors at the synapse
have been implicated to be involved in LTP (118). In mice
lacking neural cell adhesion molecule (NCAM), LTP is abol-
ished in both the CA1 and CA3 areas (119, 120). Application of
functional blocking antibodies to NCAM inhibits induction of
CA1 LTP (121). Similarly, blocking of cadherin function with
antibodies or a peptide significantly reduced LTP, without
affecting basal transmission or short-term plasticity (19). Inter-
estingly, disruption of cadherin binding is effective in reducing
LTP only when it occurs during induction, suggesting that

cadherin plays a signaling role in synaptic plasticity (122).
Transsynaptic signaling through cadherin–cadherin complex
could result in direct structural rearrangement of the pre-
synaptic active zone and postsynaptic density or trigger other
signaling cascades involved in the induction of LTP. However,
there is no evidence yet to support a direct link between the
cadherin adhesion system and the presynaptic release machinery
or postsynaptic signal transduction apparatus.

Neurotrophins. Among the secreted molecules, neurotrophin is
a potential retrograde signal. Release of BDNF can be triggered
by membrane depolarization in a Ca21-dependent manner (123).
Exogenous application BDNF can acutely modify synaptic effi-
cacy (11, 71, 72, 124). In some other studies, although basic
transmission is not affected, BDNF promotes synaptic function
by permitting tetanus-induced LTP (12). Most neurotrophin
effects are observed on the presynaptic site through an increase
of transmitter release, e.g., increase in the frequency but not the
amplitude of miniature excitatory postsynaptic currents, reduc-
tion in paired-pulse facilitation, and the coefficient of variation
(71, 72, 125). The enhancement of synaptic transmission by
BDNF at the presynaptic level is likely to be caused by increased
mitogen-activated protein kinase-dependent phosphorylation of
synaptic vesicle protein synapsin, which results in acutely facil-
itated evoked glutamate release (126). Genetic deletion of
BDNF in mice disrupts normal induction of LTP in the CA1
region of the hippocampus. This defect is rescued via reintro-
ducing BDNF by transfecting hippocampal slices with BDNF-
expressing adenovirus or by supplying exogenous BDNF (127,
128). BDNF has been shown to act through the TrkB receptor
presynaptically but not postsynaptically to modulate LTP (129,
130), consistent with the role of BDNF as a retrograde signal. On
the basis of the morphological effects of neurotrophins on axon
and dendrites, it is proposed that neurotrophins can mediate
late-phase LTP as synaptic morphogens (70). In this model,
endogenous neurotrophins released under low-level activity
have a permissive role, in that the trophic effect endows synapses
with the ability to undergo LTP. Intensive synaptic activity
associated with LTP that results in transient high-level calcium
elevation leads to release of higher-level neurotrophins that may
play an instructive role by inducing morphological changes that
lead to the formation of new synaptic connections.

(iv) Global Presynaptic Modification Associated with LTPyLTD. If a
retrograde signal associated with synaptic modification by ac-
tivity is readily diffusible in the extracellular space, one would
expect this diffusible signal may also affect other nearby syn-
apses. Indeed, some experimental results are consistent with this
idea. DSI induced on one pyramidal cell spreads to other
nondepolarized cells within 20 mm of the depolarized cell (90,
131). In hippocampal slices, LTP induced at synaptic inputs on
a single CA1 pyramidal neuron spreads to synapses formed by
the same set of afferent fibers on the neighboring neurons (132,
133) or to adjacent synapses made by different inputs onto the
same postsynaptic cell (134). There is also evidence suggesting
that the retrograde effect can propagate intracellularly in the
presynaptic neuron. In Xenopus nerve-muscle cultures, LTD
induced at one neuromuscular synapse can spread to synapses
made by the same neuron onto another myocyte, apparently by
signaling within the neuronal cytoplasm, because rapid clearance
of extracellular fluid does not prevent the spread of depression
(135). In networks of cultured hippocampal neurons, LTD and
LTP induced at glutamatergic synapses were found to spread
retrogradely to the input synapses on the dendrites of the
presynaptic neuron (backpropagation), as well as laterally to
synapses made by divergent outputs of the presynaptic neuron
(presynaptic lateral propagation) (136, 137). Although presyn-
aptic lateral propagation may be accounted for by the possibility
of local spread of a diffusible retrograde signal between postsyn-
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aptic spines of different neurons sharing the same presynaptic
bouton (‘‘multisynapse’’ bouton; see ref. 138), backpropagation
of potentiationydepression from nerve terminal to dendrites
requires long-range signaling. Moreover, spread of LTP is
restricted to the presynaptic neuron and there is no further up-
or downstream propagation, suggesting that an intracellular
signal confined within the presynaptic cytoplasm is responsible
for the observed backpropagation. Interestingly, immediately
after induction of LTP by correlated spiking, the intrinsic
excitability of the presynaptic neuron is persistently enhanced, as
revealed by the decreased threshold for spiking and reduced
variability of interspike intervals (139). Modification of presyn-
aptic excitability is at least in part caused by increased activation
and decreased inactivation of voltage-gated sodium channels.
Presynaptic inhibition of protein kinase C abolished changes in
excitability without affecting LTP. In the above studies, the
induction of LTPyLTD depends on postsynaptic NMDA recep-
tors, thus the change in intrinsic excitability of the presynaptic

cell or in synaptic transmission of its input synapses directly
implicates the involvement of a transsynaptic signal (see Fig. 1).

The mechanism for long-range cytoplasmic propagation in the
presynaptic cell is unknown. It is possible that a transsynaptic
retrograde signal, generated after the induction of synaptic
plasticity, triggers another cytosolic signal that propagates
throughout the presynaptic neuron, or the retrograde signal itself
serves as the propagating signal (see Fig. 1). The identity of the
cytosolic propagating signal remains to be elucidated. Given that
the change in presynaptic excitability or propagation of poten-
tiationydepression occurs with a fast onset (within a few min-
utes), this signal must travel with a speed of at least a few
micrometers per second. Regenerative waves of second messen-
ger (e.g., Ca21, InsP3, cAMP) can be good candidates, because
it is known that these waves can be generated at local sites and
propagate over long distance across the entire cell, with a speed
in the range of 8–100 mmysec (140). A Ca21 wave can be
generated by Ca21-induced Ca21 release or coupled with InsP3-

Fig. 1. Presynaptic spread of retrograde signals associated with the induction of LTP. (A) Schematic diagram showing the direction of spread of potentiation
signals in the presynaptic cytoplasm after induction of LTP at hippocampal synapses in cell cultures (see ref. 137). The site of induction of LTP is marked by the
dotted circle. Retrograde signal(s) associated with the induction of LTP (black arrow) may trigger another presynaptic cytosolic signal that propagates throughout
the presynaptic cytoplasm (red arrow) and may affect other synapses in close vicinity (black arrow). (B) Three potential mechanisms of retrograde signaling
associated with LTP at hippocampal CA1 synapses. Correlated pre- and postsynaptic activity results in postsynaptic Ca21 influx through NMDA receptors and a
cascade of events that lead to three potential forms of retrograde signaling: Secreted factors (e.g., neurotrophins) are released via exocytosis and diffuse across
the synaptic cleft to activate presynaptic receptors. Membrane-permeant factors (e.g., NO) directly diffuse from the postsynaptic cytoplasm to the presynaptic
cell. Changes in the postsynaptic membrane proteins convey signals in the postsynaptic cytoplasm to the presynaptic cell via their physical linkages to presynaptic
membrane receptors. All three forms of retrograde action may modulate presynaptic release machinery, vesicle recycling and refilling, and trigger cytosolic
signals (X) for long-range presynaptic propagation of the potentiation signal. Retrograde transport of endocytic vesicles containing internalized neurotrophin–
receptor complexes can also propagate the retrograde signal to other parts of the presynaptic neuron.
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induced Ca21 release. A Ca21–cAMP-coupled wave is also
possible, because there is a Ca21-sensitive form of adenylate
cyclase in the nervous system, and Ca21 release can be modu-
lated by protein phosphorylation via cAMP-dependent protein
kinase. cAMP is known to be involved in different forms of
synaptic plasticity and diffuses rapidly in the cytoplasm (141).
Zheng et al. (142) have shown that local application of a
membrane-permeable cAMP analogue at the growth cone of
one neurite of a multipolar neuron resulted in growth inhibition
of other neurites, suggesting a long-range intracellular signaling
after local elevation of cAMPyprotein kinase A activity. Rapid
axonal transport can also be driven by motor proteins associated
with microtubules. In hippocampal cultures, restricted applica-
tion of glutamate to the cell body of presynaptic neuron resulted
in LTP of its output synapses, which could be blocked by
pretreatment with colchicine that disrupts axonal transport
(143). In sympathetic ganglia, axotomy of postganglionic fibers
resulted in the withdrawal of synaptic contacts of ganglionic
cells. The effect can be mimicked by colchicine treatment and
prevented by exogenous application of nerve growth factor
(NGF) (144, 145). Recently, retrograde axonal transport of
ligand–receptor complexes has been demonstrated for many
trophic factors, including NGF, BDNF, NT-3, and NT-4 (49,
146). Transported neurotrophin–receptor complexes can exert
its biochemical effect and propagate the signal en route to other
parts of the neuron. Whatever the propagating signals, they may
result in the change of presynaptic excitability by regulating

voltage-gated ion channels on the axon or change of synaptic
transmission by regulating the release machinery of the presyn-
aptic terminals and postsynaptic responsiveness of synapses
located on the dendrite of the presynaptic cell.

Concluding Remarks
It is well known that the development and maintenance of
various neuronal functions depend on the trophic support of the
target tissue, through uptake of trophic factors by the nerve
terminal and retrograde axonal transport of the factors to the
neuronal cell body. It has become clear only recently that
retrograde signaling can occur in a manner that depends on the
pattern of synaptic activity and over a much faster time scale than
previously realized. Activity-dependent retrograde factors, as
described above in association with the induction of LTPyLTD,
are likely to play important modulatory roles in neuronal
excitability and synaptic transmission, functions directly related
to processing and storage of information in the neural network.
They may exert their actions either locally at the presynaptic
nerve terminal or globally throughout the entire presynaptic
neuron. Major tasks remain in the identification of these retro-
grade signals and in understanding the mechanism of action of
these signals and the implications for functions of the neural
network.
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