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Abstract

The advent of silicon photomultipliers (SiPMs) has introduced the possibility of increased detector 

performance in commercial whole-body PET scanners. The primary advantage of these 

photodetectors is the ability to couple a single SiPM channel directly to a single pixel of PET 

scintillator that is typically 4 mm wide (one-to-one coupled detector design). We performed 

simulation studies to evaluate the impact of three different event positioning algorithms in such 

detectors: i) a weighted energy centroid positioning (Anger logic), ii) identifying the crystal with 

maximum energy deposition (1st max crystal), and iii) identifying the crystal with second highest 

energy deposition (2nd max crystal). Detector simulations performed with LSO crystals indicate 

reduced positioning errors when using the 2nd max crystal positioning algorithm. These studies are 

performed over a range of crystal cross-sections varying from 1×1 mm2 to 4×4mm2 as well as 

crystal thickness of 1 cm to 3 cm. System simulations were performed for a whole-body PET 

scanner (85 cm ring diameter) with a long axial FOV (70 cm long) and show an improvement in 

reconstructed spatial resolution for a point source when using the 2nd max crystal positioning 

algorithm. Finally, we observe a 30-40% gain in contrast recovery coefficient (CRC) values for 1 

and 0.5 cm diameter spheres when using the 2nd max crystal positioning algorithm compared to 

the 1st max crystal positioning algorithm. These results show that there is an advantage to 

implementing the 2nd max crystal positioning algorithm in a new generation of PET scanners 

using one-to-one coupled detector design with lutetium based crystals, including LSO, LYSO or 

scintillators that have similar density and effective atomic number as LSO.

1. Introduction

Detectors in commercial whole-body PET scanners typically use 20-25 mm long crystals 

with narrow cross-section (e.g., 4×4 mm2) arranged in rectangular arrays and have 

traditionally been coupled to large PMTs via a light sharing technique that has evolved from 

the design of the original block detector (Casey and Nutt, 1986), quadrant sharing block 

detector (Wong et al., 1994), or the pixelated Anger-logic detector (Surti et al., 2000). The 

effects of Compton scatter in the crystals, as well as light loss and optical cross-talk due to 

the light sharing detector design, combine with the crystal cross-section to define the 

detector spatial resolution. Thus, spatial resolution can potentially be improved by replacing 

the light sharing detector design with a detector using direct coupling of the crystal to a 

single channel of a photo-sensor (one-to-one coupling). In fact one-to-one coupled detector 
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design was utilized in some of the earliest PET scanners, such as the Washington University 

Super PETT (Ter-Pogossian et al., 1982) or the LETI TTV (Gariod et al., 1982) scanners, 

which achieved excellent timing performance with this detector configuration. However, the 

spatial resolution was limited with the use of large 28-mm diameter PMTs. Even today, 

traditional, single channel PMTs are not available in sizes smaller than 10 mm. Although 

there have been PET detector designs based on multi-anode PMTs (Son et al., 2016, 

Krishnamoorthy et al., 2014), it is the more recent development and availability of SiPM 

arrays that has made the design of one-to-one coupled PET detectors practical with smaller 

crystals (Kim et al., 2012, Raylman et al., 2014, Du et al., 2016, Degenhardt et al., 2009, 

Frach et al., 2009). The SiPM arrays together with advancements in new ASIC designs, now 

makes it feasible to develop commercial whole-body PET with one-to-one coupled detectors 

and spatial resolution of 4-mm or better.

While weighted centroid (or Anger-logic) positioning as used in light-sharing detectors can 

be easily adapted to a one-to-one coupled detector for event interaction localization, there is 

an opportunity to utilize other positioning schemes to better estimate the first interaction 

point (FIP) of the annihilation photon in the detector that will lead to improved image 

resolution (Cho and Juh, 1991, Shao et al., 1996, Comanor et al., 1996, Miyaoka and 

Lewellen, 2000). In the past, researchers have investigated such ideas primarily in the 

context of high resolution imaging with crystal sizes smaller than those used for clinical 

imaging and quite often with depth-of-interaction (DOI) measurement. The results of these 

studies showed that FIP is best determined with an algorithm other than Anger-logic, which 

leads to a reduction in the percentage of annihilation photons positioned in a crystal other 

than the irradiated crystal (misidentification factor, or MIF).

In this work we re-visit the idea of using different positioning algorithms in one-to-one 

coupled detectors and study the impact it has on detector positioning accuracy as a function 

of incident angle, crystal size, and crystal thickness for LSO. As opposed to past work our 

focus is on whole-body scanners, and beyond detector accuracy, our study also investigates 

the impact of the different positioning algorithms on contrast recovery coefficient (CRC) of 

small, low uptake, spheres measured from reconstructed images. Due to partial volume 

effects, CRC in small, low uptake spheres will be most sensitive to any changes in image 

spatial resolution that we may see in this work.

We are particularly interested in the impact of the positioning algorithm on the Philips tile 

detector that is incorporated in their Vereos PET/CT scanners (Miller et al., 2015). This tile 

detector uses an 8×8 array of 3.86 × 3.86 × 19 mm3 crystals one-to-one coupled to a Philips 

Digital Photon Counter (PDPC) sensor (a 8×8 channel digital SiPM array) (Degenhardt et 

al., 2009, Frach et al., 2009). This tile detector is also being used in the PennPET XL 

scanner with a 70 cm axial FOV that is currently under development (Karp et al., 2017, 

Viswanath et al., 2017). Our system simulation work uses a scanner design analogous to the 

PennPET XL since: (i) we can potentially implement the best positioning approach on the 

scanner while it is under development, and (ii) the longer axial FOV allows oblique lines-of-

response (up to ± 45°) where any errors in detector positioning will have impact in both the 

transverse and axial directions.
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2. Methods

2.1. Detector simulations

We performed scintillation detector simulations using Montecrystal (Karp and Muehllehner 

1985, Surti et al. 2000) that starts with 511 keV annihilation photons entering the detector at 

a pre-defined position and trajectory. Montecrystal simulation has been successfully used by 

our group in the development of specialized PET scintillation detectors for over three 

decades. While other larger simulations such as EGS4 and GEANT can be used for this 

work, Montecrystal offers significant flexibility and efficiency in producing results. The path 

and interactions of each annihilation photon are traced using Compton scatter and 

photoelectric cross-sections and the Klein-Nishina equation, until it deposits all its energy or 

exits the detector. For this work we modeled the detector as a one-to-one coupling of small 

discrete LSO crystals to individual photodetector (SiPM) elements without a lightguide 

(figure 1a). Hence, scintillation photon generation and ray tracing was not utilized. The 

annihilation photon angle of incidence θ was varied from 0° to 60° in 10° steps. We 

estimated each annihilation photon interaction position in the detector by using the energy 

deposited in individual crystals by that photon. Positioning was performed using (see figure 

1b): (i) a weighted energy centroid (Anger-logic) algorithm based solely on the energy 

spread among crystals without any optical photon light spread, (ii) identification of the 

crystal with the highest energy deposited (1st max crystal), and (iii) identification of the 

crystal with the second highest energy deposited (2nd max crystal). The 1st max and 2nd max 

crystal algorithms were chosen because they have been investigated extensively in the past 

and have shown promising results for small crystal cross-sections. In particular, the detector 

used in Philips Vereos PET/CT uses the 1st max crystal as the default positioning algorithm. 

Global energy threshold in these simulations was set at 440 keV. For this work we used 

crystal cross-sections of 1×1 mm2, 2×2 mm2, 3×3 mm2, and 4×4 mm2, where the SiPM 

channel size is scaled to match the crystal cross-section in a one-to-one coupling. While we 

investigate smaller cross-section crystals at this stage, our primary focus subsequently will 

be on 4×4 mm2 crystals that represent the typical size used in whole-body PET. Crystal 

thickness was 1 cm, 2 cm, and 3 cm. As shown in figure 1b the positioning error across the 

face of the detector will be calculated for each approach, although the impact on the 

reconstructed spatial resolution, and image quality (e.g., measured CRC) will be influenced 

by a combination of the positioning error and incident angle of the line-of-response. The 

metrics used will be the magnitude of the mean positioning error (or bias in positioning), 

standard deviation of the mean position, and the root mean squared error (RMSE) calculated 

as the square root of the sum of squares of the mean positioning error and its standard 

deviation.

2.2. Scanner simulations

We performed EGS4-based system simulations (Surti et al., 2004) for a cylindrical PET 

scanner geometry using one-to-one coupled, 4×4×20 mm3 LSO crystals. In our specialized 

version of EGS4 for PET, instead of using the EGS4 framework for defining interactions 

within the PET detector, we have incorporated the Montecrystal simulation to specifically 

model the scintillation detector. Detector positioning in these simulations was performed 

using Anger, 1st max crystal, and 2nd max crystal positioning algorithms. The scanner ring 
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diameter was fixed at 85 cm while the AFOV was 70 cm, approximating the dimensions of 

the PennPET XL scanner under development. The tile detector we are using in PennPET XL 

has 11-12% energy resolution and 220-315ps timing resolution (Viswanath et al., 2017, 

Karp et al., 2017), depending on the trigger level used (Degenhardt et al., 2009). In these 

simulations we model the scanner with 12% energy resolution (at 511 keV) and 300ps 

coincidence timing resolution, while using 440 keV lower energy threshold for event 

collection. For each annihilation event, the Monte Carlo simulation tracks the 511 keV 

photons through the phantom and the PET detector. Primary modes of interaction that are 

modeled are Compton and photoelectric in the water-filled phantom as well as the 

scintillation detector. The simulation output is a list-mode data set with time-of-flight (TOF) 

information.

The first set of simulations were for point sources placed in air at varying radial positions (0, 

1, 5, 10, 15, and 20 cm) in the central transverse plane of the scanner to illustrate the effect 

of detector performance on spatial resolution. Subsequently, we simulated two lesion 

phantoms (35 cm diameter by 70 cm long) that emulate the distribution of a whole-body 

survey for an oncology study. Both true and scatter coincidences were simulated. The lesion 

phantoms had 16 hot lesions (spheres) placed in the central transverse slice with a water 

background. The lesion activity uptake ratio was set at 3:1 and 6:1 relative to the background 

for lesion sizes of 1 and 0.5 cm in the two phantoms, respectively. The lesion size and 

uptake were chosen to represent a challenging measurement for scanners where the potential 

impact of improved spatial resolution may be observable. In each phantom, eight lesions 

were uniformly distributed at a radial position of 7 cm from the center, while the other eight 

were uniformly distributed at a radial position of 13 cm from the center to capture the impact 

of parallax error. In figure 2 we show reconstructed images of the central transverse slice for 

these two phantoms in order to illustrate the distribution of lesions.

Point source data were reconstructed into 2×2×2 mm3 voxels using a 3D Fourier re-

projection (3D-FRP) algorithm (Matej and Lewitt, 2001), with an unapodized filter (ramp 

filter with a cutoff at the Nyquist frequency). The choice of an analytical reconstruction 

algorithm (as opposed to an iterative version) was made since reconstructing point sources in 

air can lead to erroneous results due to the non-negative constraints present in typical 

iterative algorithm. This is also in accordance with the NEMA imaging standards for PET 

scanner system evaluation. The reconstructed images were used to form profiles in three 

orthogonal directions with profile width of 10 mm (≥ 2 × times the expected spatial 

resolution) in the orthogonal directions. Spatial resolution was measured as the equivalent 

width (EW) of each profile (total counts in profile/peak counts in profile, see figure 3). We 

used EW as a measure of the spatial resolution instead of the full-width at half maximum 

(FWHM) measure since it better captures the effect of non-Gaussian tails in the spatial 

profiles present due to detector Compton scatter.

List-mode data from the lesion phantom simulations were reconstructed using blob-basis 

functions for regularization (Matej and Lewitt, 1996) and our reconstruction algorithm that 

is implemented for clinical studies. The fully 3D list-mode TOF OSEM algorithm uses a 

Gaussian TOF kernel, 25 subsets, and normalization, attenuation, and scatter corrections 

built into the system model (Popescu, 2004). The end-points for each LOR are given by the 
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physical location of the crystals (φ and z coordinates in a cylindrical coordinate system) 

where the two annihilation photons are determined to interact. The blob basis functions are 

on a body-centered cubic grid with an optimized blob spacing of 6 mm (blob radius of 7.5 

mm). This choice of blob parameters leads to blob widths that are appropriate for the crystal 

size (and hence spatial resolution) used in this study (Matej and Lewitt, 1996). The 

reconstructed blob image is finally converted into 2 × 2 × 2 mm3 image voxels by summing 

the magnitude and intensity of each blob at a given image voxel center. Note that the noise 

characteristics of the image are determined only by the blob parameters while the 2 × 2 × 2 

mm3 image voxels provide adequate sampling of the image space to determine lesion 

uptake. No point spread function (PSF) modeling was performed in the image reconstruction 

for this study. Attenuation maps were calculated analytically for a uniform water-filled 

cylinder with the same dimensions as the lesion phantom, and the scatter estimate was 

obtained using a TOF-extended single scatter simulation correction (Werner et al., 2006) that 

is similar in principle to the methods implemented commercially by Philips, as well as 

Siemens (ref to Watson). Normalization data were generated by performing uniform 

phantom simulations (40 cm diameter and 70 cm long) with a very high number of 

coincident events (an average of 5 events per line-of-response). Similar normalization 

techniques used clinically utilize a small diameter phantom due to the practical constraints 

of collecting enough coincident events from decaying activity after attenuation in the 

phantom in a reasonable amount of scan time. Since simulations are not limited by these 

practical constraints, we used a normalization phantom that is larger in size than the 

simulated lesion phantom, and hence requires no extrapolations to generate the 

normalization data for full scanner field-of-view. All data were used for image 

reconstruction without setting an upper limit for axial acceptance angle. Volumes-of-interest 

(VOIs) were drawn over each lesion, i, in an image (same diameter as the lesion) to measure 

the mean counts Ci. A 5 cm diameter VOI was also drawn at the center of the central 

transverse slice to measure the mean background counts Co. Contrast recovery coefficient 

(CRCi) was then calculated as CRCi =

Ci
C0

− 1

a − 1 , where a is the real lesion uptake ratio (3 and 6 

for the 1 cm and 0.5 cm diameter lesions, respectively).

3. Results

3.1. Positioning accuracy in detector

In figure 4 we show the mean magnitude of the positioning error in 1D (difference between 

the estimated interaction point in the detector and the annihilation photon entry point) as a 

function of entrance angle of the annihilation photons. An angle of θ=0° corresponds to 

perpendicular incidence of the annihilation photon on the detector plane (no parallax error). 

Results are shown for the three positioning algorithms and the two extremes of crystal cross-

section (1×1 mm2 and 4×4 mm2) but are systematically the same over all crystal sizes 

studied here. Our results show that overall the mean positioning error (bias in positioning) is 

lower for the shorter crystal for more oblique entrance angles. This is expected due to the 

reduced impact of Compton scatter in the thinner crystals. The mean positioning error does 

not change as a function of crystal size for the range investigated in this study with one-to-
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one coupling of crystals to photodetector channels. For direct incidence, the three algorithms 

have similar mean positioning error. However, as the angle of incidence increases, the 2nd 

max crystal positioning algorithm systematically performs better, while the Anger and 1st 

max crystal behave similarly (1st max crystal is slightly worse than Anger).

Figure 5 shows the standard deviation of the mean positioning error (as shown in figure 4) as 

a function of entrance angle of the annihilation photons. Standard deviation of the mean 

positioning error (detector spatial resolution) is lower for the shorter crystal for less oblique 

entrance angles and also for smaller crystals. As a function of positioning algorithm, the 

Anger and 2nd max crystal positioning algorithms have similar standard deviation values that 

are also lower than those for 1st max crystal positioning algorithm, especially at less oblique 

(lower) angles of incidence.

Figure 6 shows the root mean squared error (RMSE) in positioning as a function of entrance 

angle of the annihilation photons, which include the effects of the positioning error and its 

standard deviation (figures 4 and 5). The 2nd max crystal positioning algorithm is 

systematically better than the 1st max crystal positioning algorithm over all angles with a 

general gain of better than 1 mm (except for the smallest angle of incidence in the 1 cm long 

crystals). Anger positioning behaves as well as the 2nd max crystal positioning algorithm at 

small angles of incidence but its performance degrades for more oblique incidence angles.

Figure 7 shows the crystal mis-identification factor, MIF, (defined as the fraction of events 

that are not positioned in the entrance crystal) as a function of angle of incidence. Once 

again shorter crystals and 2nd max crystal positioning algorithm lead to better performance 

(lower MIF). In addition, for same crystal length MIF approaches the maximum value of 1 

much faster for the smaller 1 mm wide crystals relative to the 4 mm wide. Since Compton 

scatter effect is independent of the crystal size, this difference in MIF is due to the smaller 

cross-section of 1 mm wide crystals leading to a larger error in positioning events in the 

incident crystal.

3.2. Reconstructed system spatial resolution

In figure 8 we plot reconstructed transverse and axial spatial resolution (EW) as functions of 

source radial position. These results show that the 2nd max crystal positioning algorithm 

consistently performs better than the other two algorithm at all source positions, while the 

Anger algorithm is slightly better than the 1st max crystal positioning algorithm. As 

mentioned earlier, the EW metric for spatial resolution better captures the effect of non-

Gaussian tails in the spatial profiles and is a reason why the change in spatial resolution as a 

function of radial position looks more severe.

3.3. Contrast recovery in lesion phantom

Figure 9 shows the mean CRC values as a function of iteration number for 1 cm diameter 

spheres: eight at radial position of 7 cm and another eight at radial position of 13 cm. As a 

reminder these phantom simulations are based on detectors with 4×4×20-mm3 crystals. 

Figure 10 shows the same plot but now for the 0.5 cm diameter spheres. While the standard 

deviation in CRC for the 0.5 cm spheres is higher with the 1st max and 2nd max crystal 

positioning algorithms relative to Anger positioning (larger error bars), these figures show a 
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systematic gain in CRC values with 2nd max crystal positioning algorithm for both sphere 

sizes. Table 1 summarizes the CRC values at iteration 10 (at or close to convergence). Figure 

11 shows the central transverse planes of the reconstructed images showing visually higher 

lesion uptake in images from the 2nd max crystal positioning algorithm for both sphere sizes.

4. Discussion and conclusion

Starting with detector simulations and following through with full system simulations we 

show that the 2nd max positioning algorithm systematically improves spatial resolution and 

lesion uptake measurement relative to the Anger positioning and 1st max crystal positioning 

algorithms. It should be noted that these results are generally a function of the photoelectric 

and Compton interaction cross-section of the crystal used. While our work focused on LSO, 

but the results will also hold for other similar lutetium-based scintillators that are typically 

used in PET scanners (for example, LYSO and LGSO that have similar density and effective 

atomic number as LSO). The 1st max crystal and 2nd max crystal positioning algorithms 

require a one-to-one crystal to photodetector coupling, a detector design that is now practical 

in PET with the advent of SiPMs and as implemented in the Philips Vereos scanner (Miller 

et al., 2015).

The magnitude of the mean detector positioning error indicates the bias that will be present 

in positioning an interacting annihilation photon relative to its entrance point at the face of 

the detector. This bias is zero for all positioning algorithms for normal incidence but as 

expected it increases as a function of angle of incidence (figure 4). However, the effect is 

lower for the 2nd max crystal positioning algorithm. The standard deviation of the measured 

position also increases as function of incidence angle (figure 5). Since both these metrics 

will have an impact on reconstructed resolution, we utilize the RMSE as an overall measure 

of positioning error in the detector. The RMSE metric shows a systematic improvement in 

spatial resolution with the 2nd max crystal positioning algorithm at all angles (figure 6) that 

is also consistent with the reconstructed spatial resolution (figure 8). As a consequence gains 

in CRC are observed as shown in figures 9 and 10).

The CRC numbers summarized in Table 1 indicate a 30-40% gain in CRC values when 

using the 2nd max crystal positioning algorithm over the 1st max crystal positioning 

algorithm. The improvement is particularly noticeable for the smaller 0.5-cm diameter 

spheres, as shown in Fig 11. The standard deviation of the CRC values however increases 

with the 1st max and 2nd max crystal positioning algorithms that may have an impact on 

lesion detectability, an area that we plan to study in the future. These results were derived for 

a 70 cm long scanner but the CRC improvement will be applicable to any scanner utilizing a 

one-to-one coupling detector design. In particular, the Philips Vereos (Miller et al., 2015) 

and the PennPET XL scanner under development both utilize this detector design. Our next 

step will be to implement and test this algorithm experimentally.

Detectors based on the one-to-one coupling design currently utilize the 1st max crystal 

positioning algorithm, which, as shown in our work may underperform even compared to 

Anger positioning. However, please note that as implemented in our work the Anger 

positioning algorithm is applied to a one-to-one coupled detector without any scintillation 
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light cross-talk. Hence, our conclusions for the Anger positioning algorithm may not directly 

apply to the light sharing detector designs that utilize PMTs or even SiPMs. We also note 

that light trapping in the crystals was not considered in this work. In practice this may 

impact the absolute magnitude of collected light from each crystal, and hence an accurate 

discrimination of the 1st max or 2nd max crystal. However, we do not expect this effect to 

change the rank ordering of the positioning algorithm.

Past work by other researchers (Shao et al., 1996, Comanor et al., 1996, Miyaoka and 

Lewellen, 2000) utilized the MIF metric to measure the advantages of different positioning 

algorithms. Shao, et al, (Shao et al., 1996) showed that for a fixed crystal size (2×2×10 mm3 

LSO and BGO) the weighted centroid positioning algorithm performed the worst, but the 

MIF was no more than 5% relative to the other positioning schemes - crystal with highest 

energy deposition, crystal with minimum DOI, and crystal with maximum DOI. Comanor, et 

al (Comanor et al., 1996) showed that when using 3×3×20 mm3 BGO crystals, algorithms 

that attempt to correctly estimate the FIP reduce the MIF from 22% for crystal with highest 

energy deposition to 12% for crystal with second highest energy deposition. Miyaoka, et al, 

(Miyaoka and Lewellen, 2000) concluded that when using 2×2×20 mm3 LSO crystals in a 

DOI detector, the MIF is lower when the FIP is defined either as the crystal where highest or 

second highest energy gets deposited relative to traditional weighted centroid method 

without DOI measurement. Our MIF results are consistent with this past work, though the 

results differ due to differences in either crystal type, energy threshold, and the use of DOI 

information. However, since MIF measures only the percentage of events that are not 

positioned within the entrance crystal, it likely does not capture any differences present in a 

complete point spread function (such as the tails).

The past work also focused on smaller crystal cross-sections (< 4×4 mm2) and primarily 

evaluated the impact on positioning at the detector level. The work presented here covers a 

range of crystal sizes (1 to 4 mm wide and 1 to 3 cm long) and performs full system 

simulations to investigate the imaging impact of positioning algorithm with 4×4×20mm3 

crystals, which are typical of what is used in clinical whole-body scanners and similar to 

what we will use in the PennPET XL scanner geometry. Miyaoka, et al, (Miyaoka and 

Lewellen, 2000) performed full PET system simulations for a small animal scanner 

geometry and studied the impact on reconstructed spatial resolution as well as hot sphere 

CRC showing smaller (and similar) gains with the 1st max and 2nd max crystal positioning 

algorithms compared to the Anger algorithm (~10% absolute gain over spheres ranging from 

0.2 to 1 cm in diameter). However, their work utilized DOI information for 1st max and 2nd 

max crystal positioning algorithms (not for the Anger) and the individual crystals has some 

light sharing and were not fully optically isolated.

As described earlier, the EGS4 simulations are based on a model that approximates the 

detector and scanner geometry of the PennPET scanner under development, but we believe 

the results characterize the impact of the positioning algorithm on image performance and 

are more general for systems with other geometry. For our EGS4-based system simulations 

the crystal pitch was modeled as 4.3 mm, with a 0.3 mm gap between adjacent crystals 

representing the reflector. Pixelated detectors used in whole-body PET have smaller gaps 

between crystals (~ 0.07 mm). The increased pitch in our simulations was necessary due to 
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system modeling limitations in EGS4 where the scanner design is cylindrical as opposed to 

modular for commercial PET. Since modular designs will have gaps (about a crystal wide) 

between individual modules, a cylindrical scanner with larger crystal pitch will achieve 

sensitivity that is similar to a modular design with smaller crystal pitch but bigger gaps 

between modules. Nevertheless, our conclusions from this study about the relative 

improvement in resolution and CRC performance achieved with the 2nd maximum crystal 

algorithm will apply to scanners with smaller crystal pitch as well. While we didn’t show the 

results for the 2-mm and 3-mm wide crystals, the results were systematic and can be inferred 

from the results shown for 1-mm and 4-mm wide crystals. The results with smaller crystals 

might become more relevant in the design of high resolution scanners, e.g., for small animal 

or human brain imaging, using more advanced SiPM devices with smaller size to match the 

crystal pitch.

The reconstructed spatial resolution results as shown in figure 8 are consistent with our past 

evaluation of spatial resolution in long axial FOV scanners (Schmall et al., 2016). Our 

results here using the EW metric show a larger degradation when compared to the past 

FWHM results, indicating the impact of additional spatial resolution degradation at the 

FWTM level (Schmall et al., 2016). This finding suggests that resolution modeling in the 

reconstruction algorithm would be beneficial to mitigate the degradation in axial resolution, 

but it is important to first optimize the intrinsic spatial resolution of the detector.

5. Conclusion

In this paper three different positioning algorithms were evaluated for application in a one-

to-one coupled (one crystal coupled to one photodetector) scintillation detector where 

individual LSO crystals are optically isolated from each other with not scintillation light 

cross-talk. Our results indicate that the 2nd max crystal positioning algorithm has the lowest 

rmse value for incidence angles ranging from 0-60°, while the Anger positioning algorithm 

performs slightly better than the 1st max crystal positioning algorithm. These results were 

valid over four different crystal cross-sections (1×1 mm2, 2×2 mm2, 3×3 mm2, and 4×4 

mm2) and three different crystal thickness (1 cm, 2cm, and 3 cm). Full system simulations 

with 4×4×20mm3 LSO crystals show consistent gains in the reconstructed spatial resolution 

with the 2nd max crystal positioning algorithm and overall gain in small lesion CRC values. 

Our results indicate that there may be an advantage in applying the 2nd max crystal 

positioning algorithm in a new generation of PET scanners, and we are encouraged to test 

this approach with the PennPET Explorer scanner.
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Figure 1. 
(a) Schematic diagram of 511 keV photons incident at an angle θ on a one-to-one coupled 

detector without any lightguide. (b) Schematic of a 511 keV photon interacting in two 

crystals first depositing 200 keV and then 311 keV. The three positioning algorithms define 

the 511 keV photon incident position as the red shaded crystal (Anger), blue shaded crystal 

(1st max crystal), and grey shaded crystal (2nd max crystal). The positioning error as 

calculated for the 1st max crystal positioning algorithm is indicated.
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Figure 2. 
Reconstructed images of the central transverse slices for the simulated lesion phantoms with 

1 cm (Left) and 0.5 cm (Right) diameter lesions. The water-filled cylinder was 35 cm 

diameter by 70 cm long and sphere uptake was 3:1 with respect to background. The 

distribution of 16 spheres in each phantom was at radial distances of 7 and 13 cm.
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Figure 3. 
Schematic showing the spatial profile (blue curve) and the equivalent width (EW). EW is 

defined as the width of the rectangular region (in orange) that has height equal to the profile 

maximum, and width such that total counts within the region are the same as the total counts 

within the spatial profile.
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Figure 4. 
Montecrystal results for mean positioning error as a function of annihilation photon incident 

angle (θ) on an LSO scintillation detector using (a) 1 cm, (b) 2 cm, and (c) 3 cm thick 

crystals.
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Figure 5. 
Montecrystal results for standard deviation of estimated position as a function of 

annihilation photon incident angle on an LSO scintillation detector using (a) 1 cm, (b) 2 cm, 

and (c) 3 cm thick crystals.
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Figure 6. 
Montecrystal results for RMSE of estimated position as a function of annihilation photon 

incident angle on an LSO scintillation detector using (a) 1 cm, (b) 2 cm, and (c) 3 cm thick 

crystals.
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Figure 7. 
Montecrystal results for crystal mis-identification fraction (MIF) as a function of 

annihilation photon incident angle on an LSO scintillation detector using (a) 1 cm, (b) 2 cm, 

and (c) 3 cm thick crystals.
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Figure 8. 
Reconstructed spatial resolution (EW) of a point source in air plotted as a function of radial 

position for a 70 cm long whole-body scanner using 4×4×20mm3 LSO crystals. Results are 

from an EGS4-based simulation.
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Figure 9. 
Contrast recovery coefficient (CRC) for 1 cm diameter spheres as a function of iteration 

number for spheres at radial position of (a) 7cm and (b) 13 cm. The sphere uptake was 3:1 

relative to a background that was a 35 cm diameter by 70 cm long cylinder. Each CRC value 

is an average over 8 equivalent spheres, while the error bar is the ± standard deviation value 

calculated over the 8 sphere CRC values. Results are from an EGS4-based simulation.
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Figure 10. 
Contrast recovery coefficient (CRC) for 0.5 cm diameter spheres as function of iteration 

number for spheres at radial position of (A) 7cm and (B) 13 cm. The sphere uptake was 6:1 

relative to a background that was a 35 cm diameter by 70 cm long cylinder. Each CRC value 

is an average over 8 equivalent spheres, while the error bar is the ± standard deviation value 

calculated over the 8 sphere CRC values. Results are from an EGS4-based simulation.
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Figure 11. 
Reconstructed images of the central transverse slices for the simulated lesion phantoms with 

1 cm (top row) and 0.5 cm (bottom row) diameter lesions. Moving left to right in each row 

are images from Anger, 1st max crystal, and 2nd max crystal positioning algorithms. The 

water-filled cylinder was 35 cm diameter by 70 cm long and sphere uptake was 3:1 with 

respect to background. The distribution of 16 spheres in each phantom was at radial 

distances of 7 and 13 cm. Results are from an EGS4-based simulation and images are shown 

for iteration number 10 of the fully 3D list-mode TOF OSEM reconstruction algorithm. All 

images are shown on a common color scale.
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Table 1

Summary of mean CRC values for 5 and 10 mm lesions at radial positions of 7 and 13 cm in the lesion 

phantoms.

Sphere diameter (mm) Radial position (cm) Anger positioning 1st max crystal positioning 2nd max crystal positioning

10 7 0.56 0.50 0.64

10 13 0.53 0.48 0.62

5 7 0.17 0.16 0.22

5 13 0.15 0.13 0.18
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