
Desynchrony between brain and peripheral clocks
caused by CK1δ/e disruption in GABA neurons does
not lead to adverse metabolic outcomes
Vincent van der Vinnea,1, Steven J. Swoapb, Thomas J. Vajtaya, and David R. Weavera,1

aDepartment of Neurobiology, University of Massachusetts Medical School, Worcester, MA 01605; and bDepartment of Biology, Williams College,
Williamstown, MA 01267

Edited by Satchidananda Panda, Salk Institute for Biological Studies, San Diego, CA, and accepted by Editorial Board Member David J. Mangelsdorf January
26, 2018 (received for review July 13, 2017)

Circadian disruption as a result of shift work is associated with
adverse metabolic consequences. Internal desynchrony between the
phase of the suprachiasmatic nuclei (SCN) and peripheral clocks is
widely believed to be a major factor contributing to these adverse
consequences, but this hypothesis has never been tested directly.
A GABAergic Cre driver combined with conditional casein kinase
mutations (Vgat-Cre+ CK1δfl/fl efl/+) was used to lengthen the endog-
enous circadian period in GABAergic neurons, including the SCN, but
not in peripheral tissues, to create a Discordant mouse model. These
mice had a long (27.4 h) behavioral period to which peripheral clocks
entrained in vivo, albeit with an advanced phase (∼6 h). Thus, in the
absence of environmental timing cues, these mice had internal desyn-
chrony between the SCN and peripheral clocks. Surprisingly, internal
desynchrony did not result in obesity in this model. Instead, Discor-
dant mice had reduced body mass compared with Cre-negative con-
trols on regular chow and even when challenged with a high-fat diet.
Similarly, internal desynchrony failed to induce glucose intolerance or
disrupt body temperature and energy expenditure rhythms. Subse-
quently, a lighting cycle of 2-h light/23.5-h dark was used to create a
similar internal desynchrony state in both genotypes. Under these
conditions, Discordant mice maintained their lower body mass rela-
tive to controls, suggesting that internal desynchrony did not cause
the lowered body mass. Overall, our results indicate that internal
desynchrony does not necessarily lead to metabolic derangements
and suggest that additional mechanisms contribute to the adverse
metabolic consequences observed in circadian disruption protocols.
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Circadian clocks provide endogenous control of daily rhythms in
physiology and behavior. At the cellular level, circadian rhythms

are controlled by cell-autonomous transcription–translation feedback
loops. In mammals these feedback loops consist of a positive limb
(heterodimers of BMAL1, CLOCK, and NPAS2) that induces ex-
pression of a negative limb (PERIOD1-3, CRYPTOCHROME1-2),
which inhibit the binding of positive-limb proteins to E-box elements
in their promoters (1–4). The importance of these gene products in
transcription–translation feedback loops is demonstrated by the loss
of rhythmicity in mice lacking all members of any of these gene
families (4–9). The speed of the clock depends on the degradation
rate of negative-limb proteins. Phosphorylation of PERIOD pro-
teins by CASEIN KINASE 1 delta and epsilon (CK1δ/e) is a major
determinant of circadian cycle length (10–14).
The suprachiasmatic nuclei (SCN) directly control behavioral

rhythms. The SCN are entrained to environmental lighting cycles by
retinal photoreceptors. Cell-autonomous circadian clocks are also
present throughout the body, and are synchronized (entrained) by
rhythmic timing signals (Zeitgebers) controlled by the main clock in
the SCN (15–18). Circadian rhythms in peripheral organs are con-
trolled by the interaction of local tissue clocks and SCN-generated
rhythms in physiology and behavior (19–21).

The importance of circadian rhythms is illustrated by the ad-
verse health outcomes observed in humans engaged in shift work
(22–24), who often live in a state of circadian disruption (25, 26).
Although the underlying mechanisms are largely unknown, dis-
ruption of phase alignment between clocks in the SCN and pe-
riphery (internal desynchrony) (27) has been hypothesized as a
major factor underlying the adverse consequences of shift work
(17, 24, 28). Because physiological rhythms throughout the body
are under the control of both the SCN and local clocks, internal
desynchrony is expected to result in disruption of these rhythmic
processes (29). Studies of circadian desynchrony using human
subjects under controlled laboratory conditions show that alter-
ing the phase relationship between the timing of behavior and
endogenous rhythms can result in poor metabolic regulation (30,
31). Several rodent studies indicate that circadian disruption
leads to obesity (32–37). Although these studies used different
circadian disruption protocols, internal desynchrony was a com-
mon factor. Conversely, in models of environmental circadian
disruption, obesity can be prevented by restricting food avail-
ability to the night, an intervention that maintains internal syn-
chrony in nocturnal rodents (refs. 36 and 38–41, but see ref. 42).
Together, these and other studies have led to the widespread
belief that internal desynchrony plays a major role in producing
the adverse health consequences of shift work and circadian
disruption (17, 28, 29, 43). Remarkably, this hypothesis has never
been tested directly.

Significance

Circadian clocks throughout the body control mammalian phys-
iology. Disruption of circadian rhythms associated with modern
24/7 societies results in adverse metabolic consequences, but the
underlying mechanisms are unknown. Internal desynchrony be-
tween the phase of central and peripheral clocks is believed to be
a major contributor to these adverse consequences. Here, in the
first direct test of this assumption, we show that a ∼6-h phase
misalignment between circadian clocks in brain and peripheral
tissues is insufficient to induce obesity and glucose intolerance in
mice. These results suggest that the adverse consequences of
circadian disruption may arise by multiple mechanisms, rather
than arising from internal desynchrony alone.
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Here we describe a mouse model that allows an unprecedented
opportunity to test the hypothesis that internal desynchrony be-
tween the phase of clocks in the brain and in peripheral tissues
results in adverse metabolic consequences. We generated a chi-
meric mouse line with a discordant circadian system in which the
intrinsic free-running period of the SCN was slowed by deletion of
three alleles of CK1 in GABAergic cells (Discordant mice; Vgat-
Cre+ CK1δfl/fl «fl/+), while the intrinsic period of clocks in the rest
of the body was unaffected. In vivo studies reveal that these mice
have a long behavioral period to which peripheral clocks were

entrained, albeit with an advanced phase relationship compared
with the timing of activity. Metabolic parameters were assessed in
these mice and the role of internal desynchrony in driving meta-
bolic alterations was subsequently tested in mice whose internal
desynchrony was ameliorated by exposure to a lighting cycle with
2 h light and 23.5 h darkness. Surprisingly, the internal desyn-
chrony in our mouse model did not result in obesity or glucose
intolerance. These results indicate that internal desynchrony does
not necessarily lead to adverse metabolic consequences, and
suggest that internal desynchrony alone may not be sufficient to

Fig. 1. Disruption of CK1δ/« alleles in GABAergic cells alters the period of behavioral and SCN rhythms but not peripheral clocks. (A) Representative, double-
plotted wheel-running actograms of different Vgat-Cre+ CK1δ/« genotypes illustrate the role of CK1δ/« in setting the speed of the circadian clock. Mice were
housed in a 12-h light/12-h dark lighting cycle for 10 d, followed by 20 d in constant darkness. The light and dark phases are indicated by the yellow and gray
background, respectively. (B) Representative PER2::LUC bioluminescence traces of SCN, pituitary, and lung explants for different genotypes. High-amplitude
oscillations in all genotypes show that disruption of CK1δ/« alleles does not impair molecular circadian oscillations. (C–F) Period comparisons between different
Vgat-Cre CK1δ/« genotypes of locomotor behavior (C) and PER2::LUC bioluminescence rhythms of SCN (D), pituitary (E), and lung explants (F). Deletion of CK1δ/«
alleles in GABAergic cells results in alterations in locomotor and SCN period but does not affect the endogenous period of peripheral clocks. Bar graphs are
mean ± SEM. The number of animals per genotype is indicated at the base of each bar. Genotypes identified with different letters are significantly different.
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produce the adverse metabolic phenotypes observed in humans
and animals exposed to chronic circadian disruption.

Results
Discordant Mice Have a Slow but Robust Central Circadian Clock. The
GABAergic nature of SCN neurons (44) allowed the use of the
Vgat-Cre+ driver to target conditional alleles of CK1δ and CK1«

(12) in the SCN and other GABAergic brain areas (45, 46), al-
though not directly affecting circadian clocks in peripheral tis-
sues. Deletion of different combinations of CK1δ/« alleles in
GABAergic neurons significantly lengthened the circadian pe-
riod of both behavioral (F5,150 = 356.5, P < 0.0001; Fig. 1 A and
C) and SCN-explant PER2::LUC bioluminescence rhythmicity
(F4,63.67 = 36.14, P < 0.0001; Fig. 1 B and D), but did not

Fig. 2. Peripheral clocks of Discordant mice entrain to the long behavioral period with a shifted peak phase. (A and B) Representative examples of in vivo
PER2::LUC bioluminescence imaging of a Discordant (Vgat-Cre+ CK1δfl/fl «fl/+ Per2::Luc/+; A) and Cre-negative control (No-Cre CK1δfl/fl «fl/+ Per2::Luc/+; B) mouse.
The timing of running-wheel activity was measured for 12–13 d in constant darkness (actograms shown at Left) before mice were imaged 5–6 times at ∼6-h
intervals from both the ventral and dorsal side (Center). Red triangles in each actogram indicate the order and timing of bioluminescence image collection, and
images are shown from left to right in the order they were collected. Circadian time was determined by extrapolation of the onset of activity from the actogram.
By definition, circadian time 12 corresponds to the onset of activity and a circadian cycle lasts 24 circadian hours. In vivo PER2::LUC bioluminescence was
quantified for the submandibular gland, liver and each kidney (values from each measurement from these two animals are shown at Right). Cosinor curve fits
with a period of 24 circadian hours are presented for each of the four organs. (C) Peak PER2::LUC bioluminescence phase plots of Cre-negative control (Left) and
Discordant mice (Right) for submandibular gland, liver, and each kidney. PER2::LUC bioluminescence in peripheral organs peaked in the middle of the active
phase (circadian time 18) for Cre-negative controls but was significantly phase advanced in Discordant mice (circadian time 12). The timing of peak PER2::LUC
bioluminescence is depicted separately for each of the four organs, with black lines connecting different tissues of the same animal. CT, circadian time.
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significantly alter the PER2::LUC bioluminescence period of
pituitary (F4,24.49 = 1.933, P = 0.1369; Fig. 1 B and E), lung
(F4,71.92 = 0.1009, P = 0.9818; Fig. 1 B and F), or liver explants
(F1,11.53 = 0.1334, P = 0.7216; Fig. S1E). The greatest length-
ening of period was observed in the behavioral (27.4 h) and SCN-
explant PER2::LUC (28.9 h) rhythms of mice with deletions of
both alleles of CK1δ and one allele of CK1« (Vgat-Cre+ CK1δfl/fl

«fl/+). Combining the Vgat-Cre+ driver with these conditional
CK1δ/« alleles thus resulted in the generation of chimeric mice
with a discordant circadian system in which the intrinsic circa-
dian period of the SCN was substantially longer than that in
peripheral tissues.
Most Discordant mice were unable to entrain their activity

rhythm to a 12-h light/12-h dark lighting cycle (Fig. 1A). This is

likely due to the 24-h lighting cycle falling outside the limits of
entrainment due to the long endogenous period of these mice. To
test this hypothesis, we first determined whether Discordant mice
respond appropriately to light exposure. Phase shifts in response to
1-h light pulses at different times of the circadian cycle did not
differ between the genotypes examined (Vgat-Cre+; Vgat-Cre+

CK1δfl/+ «fl/fl; Vgat-Cre+ CK1δfl/fl «fl/+; genotype × time interval:
F22,373.2 = 1.183, P = 0.2592; Fig. S1B). Subsequently, the limits
of entrainment were examined directly by exposing mice to envi-
ronmental lighting cycles with different periods (T-cycles). Cre-
negative controls (No-Cre CK1δfl/fl «fl/+) entrained to 24-h but not
to 28-h T-cycles, whereas Discordant mice (Vgat-Cre+ CK1δfl/fl «fl/+)
entrained to 28-h but not to 24-h T-cycles (Fig. S1 C and D). To-
gether, these experiments showed that the SCN and behavioral

Fig. 3. Phase of body temperature and energy expenditure rhythms are unaltered in Discordant mice. Body temperature (A and B), energy expenditure (C
and D), mass-specific energy expenditure (E and F), and respiratory quotient (G and H) were measured throughout a full circadian rest–activity cycle in male
(A, C, E, and G) and female (B, D, F, and H) mice housed in the absence of environmental rhythmicity (constant darkness). These metabolic circadian rhythms
had similar timing relative to activity and rest in Discordant mice (Vgat-Cre+ CK1δfl/fl «fl/+, red) and in Cre-negative controls (No-Cre CK1δfl/fl «fl/+, blue). Small
increases in the amplitude of the circadian rhythm in body temperature and energy expenditure were observed in male Discordant mice but not in females.
Data are represented as mean ± SEM. Sample size per genotype is indicated at the base of each bar. Asterisks indicate significant differences between
genotypes. EE, energy expenditure.
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circadian rhythms of Discordant mice had a long period, but that
the light responsiveness of the central clock was intact.

Internal Desynchrony Between SCN and Peripheral Clocks in Discordant
Mice.The internal phase relationship between SCN and peripheral
clocks in vivo was assessed by measuring PER2::LUC biolumi-
nescence in anesthetized mice at different times of day (47). After
having been housed in constant darkness for 12–13 d to exclude
interference by external Zeitgebers, PER2::LUC bioluminescence
of the submandibular gland, liver, and kidneys was measured 5–
6 times at ∼6-h intervals over ∼26–30 h (Fig. 2 A and B). Mea-
surements of individual organs revealed reliable sinusoidal-shaped
oscillations (Fig. 2 A and B and Fig. S2 B and C), with different
peripheral organs in the same animal peaking at similar times (Fig.
2C). The phase of oscillations in all four organs was significantly
clustered for both Discordant and Cre-negative control mice (Fig.
2C and Table S1), whereas the relative amplitude of these oscilla-
tions was not significantly different between genotypes (Fig. S2A).
These observations showed that despite the difference in endoge-
nous period between the SCN and periphery in Discordant mice,
clocks in peripheral organs were entrained to a consistent phase in
vivo. This consistent phase indicates that peripheral clocks were
entrained to the long period dictated by the SCN, and to achieve
this, peripheral clocks must be slowed by ∼3.5 h each circadian cycle.
As expected, the long period of the SCN and behavioral rhythms

resulted in a dramatic advance in phase angle of peripheral clocks
relative to the behavioral rhythm (Fig. 2C and Table S1). Whereas
PER2::LUC bioluminescence peaked in the middle of the active
phase (circadian time 18) in Cre-negative controls, peripheral
clocks in Discordant mice were phase advanced by ∼6 h, with
PER2::LUC bioluminescence peaking around the onset of activity
(circadian time 12). The in vivo measurement of peripheral clock
phase thus revealed a state of internal desynchrony in Discordant

mice, where the phase of peripheral clocks was severely misaligned
with the timing of the SCN and behavior.

Internal Desynchrony Does Not Shift Body Temperature and Energy
Expenditure Rhythms. Based on the wealth of studies suggesting
internal desynchrony influences metabolism, we expected meta-
bolic consequences of internal desynchrony between the SCN and
peripheral organs. One assessment of the consequences of in-
ternal desynchrony was made by comparing body temperature and
energy expenditure. Measurements were collected throughout a
single rest–activity cycle for Discordant and Cre-negative control
mice housed in constant darkness with locomotor activity assessed
by telemetry. Circadian rhythms in body temperature (Fig. 3 A
and B) and energy expenditure (Fig. 3 C and D) were detected in
both genotypes, with significant differences between the rest
(circadian time 0–12) and active (circadian time 12–24) phase
(Table S2). The phase of these rhythms was unaffected by geno-
type, with body temperature and energy expenditure rhythms
being strictly aligned with the locomotor activity rhythm (Fig. 3 A–
D). Minor but significant differences in amplitude were detected
in the body temperature, energy expenditure, and mass-specific
energy expenditure rhythms of males but not females (Table S2),
with Cre-negative control males maintaining a higher body tem-
perature throughout the resting phase (Fig. 3A and Fig. S3).
Average metabolic state was assessed by comparing the mean
body temperature, energy expenditure, mass-specific energy ex-
penditure, and respiratory quotient over the full rest–activity cycle
(Fig. S3). These comparisons did not reveal significant differences
between genotypes, except for a small reduction in average body
temperature in male Discordant mice (Table S2). In summary,
body temperature and indirect calorimetry measurements did not
reveal major changes in systemic metabolism between Discordant
mice and their Cre-negative controls. The continued rhythmicity,
with peak phases aligned with the behavioral active phase, sug-
gested that rhythms in body temperature and energy expenditure
were controlled by the SCN, and their phase was unaffected by the
genetically induced internal desynchrony.

Discordant Mice Are Not Prone to Obesity and Glucose Intolerance.
As noted previously, adverse metabolic outcomes were expected
to result from internal desynchrony between clocks in the SCN
and peripheral tissues. We next examined the body mass of dif-
ferent Vgat-Cre CK1δ/« genotypes. As an initial assessment, all
viable Vgat-Cre+ CK1δ/« genotypes and their Cre-negative control
lines were group housed in our colony room and exposed to a 12-h
light/12-h dark lighting cycle and weighed repeatedly. A compar-
ison of body mass at ∼125 d of age revealed significant differences
between genotypes in both male (F9,254.3 = 12.75, P < 0.0001) and
female mice (F9,214.2 = 11.01, P < 0.0001). Post hoc pairwise
comparisons between each Vgat-Cre+ CK1δ/« genotype and its
Cre-negative control line showed that the only significant differ-
ences were observed in Discordant mice, with a 4.9 g and 3.0 g
lower body mass in males and females, respectively (Fig. 4). These
body mass differences were maintained in 18-mo-old mice (males:
Discordant mice 31.6 ± 0.7 g, control mice 35.2 ± 1.0, t14 = 2.950
P = 0.0105; females: Discordant mice 24.9 ± 1.5 g, control mice
30.3 ± 1.1, t14 = 2.950 P = 0.0106). The surprising finding that
body mass was dramatically reduced in Discordant mice suggested
the possibility of metabolic disruptions in these mice.
One possible explanation for the lower body mass in Discor-

dant mice is their lack of entrainment to the 12-h light/12-h dark
lighting cycle (Fig. 1A) which would, over time, expose Discor-
dant mice to light at all phases of the circadian cycle. To test the
hypothesis that the lower body mass was a consequence of inter-
actions with the lighting cycle, a follow-up experiment assessed
differences in body mass, body length, and glucose tolerance in
Discordant mice and Cre-negative littermate controls. To exclude
the possibly confounding effects of disruptive environmental

Fig. 4. Body mass comparison of different Vgat-Cre CK1δ/« genotypes in
male and female mice. Discordant mice (Vgat-Cre+ CK1δfl/fl «fl/+) had a sig-
nificantly lower body mass compared with Cre-negative controls (No-Cre
CK1δfl/fl «fl/+), whereas none of the other Vgat-Cre+ CK1δ/« genotypes showed
significant differences compared with its Cre-negative control group (Tukey HSD
post hoc test). All mice were between 100 and 150 d old and group housed in a
12-h light/12-h dark lighting cycle. Bar graphs are mean ± SEM. Sample size per
genotype is indicated at the base of each bar. Genotypes identified with dif-
ferent letters are significantly different.
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rhythmicity present in the previous experiment, mice were housed
in constant darkness throughout life without access to a running
wheel. Development in the absence of light exposure did not alter
the free-running period of the locomotor activity rhythm as assessed
by passive infrared motion detectors (Fig. S4A). Weekly weighing
showed that Discordant mice had a significantly lower body mass
starting at 8 wk of age (genotype × age: F15,367.1 = 6.137, P <
0.0001; Fig. 5A), and a significantly shorter body length as adults
(F1,73.06 = 52.28, P < 0.0001; Fig. 5B). These differences could not
be explained by changes in food intake (mass-specific food intake:
genotype × age: F12,292.7 = 1.243, P = 0.2526; genotype: F1,24.42 =
1.699, P = 0.2046; Fig. S5 C and G) or the circadian phase of
feeding (genotype × time interval: F11,132 = 0.6413, P = 0.7906; Fig.
S4B). Blood glucose levels showed a significant circadian oscillation
peaking during the rest phase (Discordant mice: F2,33 = 5.732, P =
0.0073; Cre-negative controls: F2,36 = 5.177, P = 0.0106), whereas
no significant differences in rhythmicity were detected between
genotypes (CircWave analysis: F3,70 = 2.120, P = 0.1055; Fig. S4C).
Glucose tolerance tests performed in the middle of the resting
phase revealed that Discordant mice were not glucose intolerant. If
anything, glucose tolerance was slightly improved in Discordant
mice relative to controls [area under the curve (AUC): F1,54.99 =
3.230, P = 0.0778] (Fig. 5C). Although the glucose dose adminis-
tered was based on the animal’s weight, and this could confound
comparison of groups that differ systematically in body mass, the
small genotype difference in glucose tolerance was not due to the
difference in administered glucose dose (Fig. S4D).
To provide an additional metabolic challenge, a second cohort

of mice was fed a high-fat diet starting at 5 wk of age. This
resulted in significantly faster body mass increases in both Dis-

cordant (food type × age: F11,268.1 = 9.482, P < 0.0001) and Cre-
negative control mice (food type × age: F11,288.9 = 4.742, P <
0.0001; Fig. S6 C and G), but the effect of the high-fat diet was
not more pronounced in Discordant mice (food type × genotype ×
age: F11,557.2 = 0.9987, P = 0.4461). As with mice fed regular chow
(Figs. 4 and 5A), Discordant mice had significantly lower body
mass compared with Cre-negative controls when fed a high-fat
diet (genotype × age: F11,271.2 = 2.311, P = 0.0101; Fig. 5D) and
a significantly shorter body length (F1,20.52 = 69.65, P < 0.0001;
Fig. 5E). Glucose tolerance tests showed that high-fat diet resulted
in reduced glucose tolerance in both genotypes, but no significant
differences in glucose tolerance were observed between genotypes
(AUC: F1,20.66 = 0.1056, P = 0.7485; Fig. 5F). The metabolic
phenotypes were similar in male and female mice (Figs. S5 and
S6). In summary, these data show that Discordant mice were not
more prone to develop obesity or become glucose intolerant
compared with Cre-negative controls, even when challenged with
a high-fat diet. Conversely, Discordant mice had a reduced body
mass and, if anything, an improved glucose tolerance.

Reduced Size of Discordant Mice Is Not Caused by Internal Desynchrony.
The reduced body mass and body length observed in Discordant
mice could be caused by internal desynchrony or, alternatively,
these phenotypes could be due to unrelated effects of the genotype.
To distinguish between these possibilities, Discordant and Cre-
negative control mice were both entrained to a T-cycle of 25.5 h
with a short (2 h) light phase. This intermediate T-cycle entrained
the behavioral circadian rhythm of both genotypes to a 25.5-h pe-
riod with the active phase occurring during the dark phase, un-
disturbed by possible masking effects of light (Fig. 6A). Because

Fig. 5. Internal desynchrony does not result in obesity and glucose intolerance. Discordant mice (Vgat-Cre+ CK1δfl/fl «fl/+, red) and Cre-negative littermates
(No-Cre CK1δfl/fl «fl/+, blue) housed in constant darkness throughout their life were fed either regular chow (A–C) or high-fat diet (D–F). (A) Weekly body mass
measurements from 5 to 20 wk of age revealed a significantly lower body mass in Discordant mice fed regular chow. (B) Body length (distance from nose to
base of tail) was significantly shorter in Discordant mice fed regular chow. (C) Glucose tolerance tests performed in the middle of the rest phase on mice fed
regular chow showed that glucose tolerance was not reduced in Discordant mice. The phase of activity was determined by passive infrared detectors. (D)
Weekly body mass measurements from 5 to 16 wk of age revealed a significantly lower body mass in Discordant mice fed high-fat diet. (E) Body length
(distance from nose to base of tail) was significantly shorter in Discordant mice fed high-fat diet. (F) Glucose tolerance tests performed in the middle of the
rest phase on mice fed high-fat diet resulted in reduced glucose tolerance compared with chow-fed mice. The effect of the high-fat diet was not significantly
worse in the Discordant genotype. Values represent the sex-corrected average of males and females. Data are represented as mean ± SEM. Sample size per
genotype is indicated at the base of each bar. Asterisks indicate significant differences between genotypes at the indicated time point. AUC, area under curve.
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both genotypes had genetically identical peripheral clocks and the
SCN was entrained to the same 25.5-h period, Discordant and
Cre-negative control mice were expected to maintain a similar
internal phase relationship between SCN and peripheral clocks
under these conditions. Indeed, peripheral PER2::LUC biolumi-
nescence peaked in the first half of the active phase (circadian
time 16) in both genotypes (Fig. 6B and Table S3). The similar
state of internal desynchrony in Discordant and Cre-negative
control mice did not significantly change the differences in body
mass (lighting condition × genotype × age: F15,682.1 = 1.102, P =
0.3500; Fig. 7A), body length (lighting condition × genotype:
F1,112.7 = 0.2376, P = 0.6269; Fig. 7B) and glucose tolerance (AUC:
lighting condition × genotype: F1,70.43 = 0.2376, P = 0.6289; Fig. 7C)
between the two genotypes. Overall, comparisons between Dis-
cordant and Cre-negative control mice, when both were entrained
to a 25.5-h T-cycle, showed that the reduced body mass and body
length of Discordant mice were not a consequence of internal
desynchrony between SCN and peripheral clocks, but resulted from
an unrelated pleiotropic effect.

Discussion
Circadian disruption has been identified as a risk factor for the
development of adverse metabolic outcomes (22–24, 30), but the
mechanisms responsible for these adverse consequences remain
unknown (43). The present study was designed to specifically test
the hypothesis that internal desynchrony between circadian
clocks in the brain and peripheral tissues results in adverse
metabolic consequences. Discordant mice were generated using
Cre-lox technology to lengthen the intrinsic period of the SCN
while not altering peripheral clocks (Fig. 1). This resulted in
internal desynchrony as shown by a dramatic ∼6-h phase advance
of peripheral clock phase relative to the timing of behavior and
systemic rhythmicity (Figs. 2 and 3). Unexpectedly, this type of
internal desynchrony did not result in obesity or glucose in-
tolerance, even when mice were tested in an environment without
external timing cues (Figs. 4 and 5). The internal desynchrony
between the phase of clocks in the brain and in peripheral organs
produced in this model is thus insufficient to induce adverse

metabolic consequences such as obesity and diabetes, although it
remains possible that different types of internal desynchrony could
induce adverse metabolic outcomes.
The absence of obesity and glucose intolerance in our Discor-

dant mice contradicts the widely held belief that internal desyn-
chrony between SCN and peripheral clocks is sufficient to result in
adverse metabolic consequences (17, 28, 29, 43). This belief is
based on experiments showing that discordance between the
timing of activity and (peripheral) circadian phase is associated
with adverse consequences on metabolic responses (30–33, 36, 37)
and other health outcomes (48–52). Additionally, experiments
restricting food intake to the night, thereby preventing internal
desynchrony, ameliorated adverse metabolic outcomes (36, 38–
40). These experiments suggested internal desynchrony as a causal
factor in modulating the adverse consequences of circadian dis-
ruption, but, to our knowledge, the effects of internal desynchrony
have previously only been tested in the presence of disruptive
environmental timing signals. Our Discordant model appears to
differ from other models of circadian desynchrony by being a
relatively “clean” model of internal desynchrony; desynchrony is
generated by intrinsic period differences between tissues, rather
than through exposure to external timing cues. Other models are,
to varying degrees, subject to external desynchrony (inappropri-
ately timed light exposure and/or food intake). External desyn-
chrony has been implicated as a potential contributing factor
underlying the adverse consequences of circadian disruption (32,
39, 41, 51, 53, 54). One study appears to be an outlier from this
literature by showing that daytime restricted access to a high-fat
diet improved metabolic outcomes in mice, not only compared
with unscheduled high-fat diet, but also compared with a group
fed unscheduled low-fat diet consuming a similar number of cal-
ories (42). Food access was restricted to only 4 h per day in this
study, however. The consequences of inappropriately timed food
access may thus have been overcome by the prolonged daily
fasting state (55). The present results, indicating an absence of
adverse metabolic consequences in response to internal desynchrony
between central and peripheral clocks, show that the adverse

Fig. 6. Entrainment to a 2-h light/23.5-h dark lighting cycle induces a similar state of internal desynchrony in Discordant and Cre-negative control mice.
(A) Representative, double-plotted wheel-running actograms of Cre-negative control (No-Cre CK1δfl/fl «fl/+ Per2::Luc/+) and Discordant (Vgat-Cre+ CK1δfl/fl «fl/+

Per2::Luc/+) mice housed in a 2-h light/23.5-h dark lighting cycle. This 25.5-h T-cycle entrained both genotypes, with the active phase uninterrupted by light.
The light and dark phase are indicated by the yellow and gray background, respectively. The timing of in vivo PER2::LUC-bioluminescence imaging sessions is
indicated by red triangles. (B) Peripheral organ in vivo PER2::LUC-bioluminescence peak-phase plots for Cre-negative control (Left) and Discordant (Right)
mice. PER2::LUC bioluminescence in peripheral organs peaked at the same phase of the behavioral cycle in both Discordant and Cre-negative control mice.
The timing of peak PER2::LUC bioluminescence is depicted separately for each of the four organs, with black lines connecting different tissues of the same
animal. The timing of peak PER2::LUC bioluminescence is shown relative to the timing of behavior (as indicated by the circadian time scale) to ease the
comparison of the internal desynchrony state between genotypes, even though the mice were exposed to a lighting cycle. CT, circadian time.
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consequences of circadian disruption are likely the result of mech-
anisms other than internal desynchrony alone.
Another feature of the Discordant model that may contribute

to the absence of adverse metabolic phenotypes is the relation-
ship between central and peripheral intrinsic periods. In this
model, peripheral tissues have a faster intrinsic period length
than the SCN (∼24 h vs. ∼27.5 h, respectively). To maintain the
stable phase relationship observed, the SCN must delay periph-
eral oscillators by several hours each cycle. Phase delays are
more easily achieved than phase advances (56, 57), and the ad-
verse consequences of repeated phase shifting are more pro-
nounced with advances than with delays (50). Testing this
directionality hypothesis will require development of new, chi-
meric animal models in which the SCN has a shorter period than
the periphery, with the latter remaining genetically unperturbed.
A potential caveat in our assessment of the phase of periph-

eral tissues in anesthetized mice is that these animals had access
to a running wheel for 12–13 d before imaging to precisely de-
termine the timing of the locomotor activity rhythm. The wheel
was not present on the day of measurement. It is possible that
running wheel access increases the amplitude of internal Zeit-
gebers responsible for entrainment of peripheral oscillators, such
as the body temperature rhythm. Thus, prior wheel access might
influence the amplitude or phase of peripheral rhythms in the
Discordant mice, such that the Discordant mice used for periph-
eral phase measurements may not have the same phase relation-
ship between central and peripheral clocks as the Discordant

animals used for metabolic analyses. This hypothesis could be
tested using virally introduced reporters for long-term imaging of
peripheral tissues (58) in freely moving Discordant mice, and
would also be useful for assessing the long-term stability of pe-
ripheral tissue phase in this model.
Disruption of circadian rhythms by genetic mutations has been

used to provide an increasingly detailed understanding of the
importance of the circadian system in the regulation of metab-
olism. Initial reports documented obesity and altered blood
glucose levels in mice with whole-body mutations of core clock
genes Clock and Bmal1 (59, 60), while more recent studies have
described adverse metabolic consequences following tissue-
specific deletion of Bmal1 in the liver (61), pancreas (62–64),
and adipocytes (65). Together, these studies illustrate the im-
portance of core clock genes in maintaining proper metabolic
health (66). Notably, however, these experimental paradigms
cannot discern between the loss of transcription-factor activity
and the loss of intrinsic rhythmicity resulting from clock gene
deletion (67, 68). To circumvent these difficulties, the present
study was performed using a chimeric mouse model in which
peripheral organs remained effectively wild type.
Limiting mutations to GABAergic neurons allowed for a

comprehensive assessment of the effects of different combina-
tions of CK1δ/« mutations on setting behavioral period (Fig. 1).
In line with previous reports (11–13, 69, 70), deletion of both
alleles of CK1« did not result in substantial alteration of be-
havioral period. Mutation of both CK1δ alleles did increase the
free-running period of our mice to 24.4 h, in line with previous
cell- and tissue-culture experiments (12, 14, 69); it has not pre-
viously been possible to assess the impact of loss of CK1δ on
behavioral rhythmicity because whole-body disruption of CK1δ is
perinatal lethal (12, 71). Disruption of all four alleles of CK1δ/«
in GABAergic cells did not produce viable mice. Disruption of
three of four CK1δ/« alleles illustrated differences between these
genes in setting circadian period. Although disruption of both
CK1« alleles and one allele of CK1δ in GABAergic neurons did not
significantly change period, dramatic increases in circadian period
(27.4 h) were evident following disruption of both alleles of CK1δ
and one allele of CK1«. The comparison between all of these
genotypes clearly showed that CK1δ and CK1« have overlapping
roles in setting circadian period, with CK1δ exerting a relatively
stronger influence compared with CK1« (11–14).
Outside of its role in setting circadian period, CK1 has been

shown to be involved in numerous noncircadian processes (72, 73).
The reduced body mass and body length in Discordant mice (Figs.
4 and 5), unrelated to the state of internal desynchrony (Figs. 6 and
7), is likely a consequence of altered signaling in one of these
nonclock pathways. Vgat-Cre is expressed in GABAergic neurons
throughout the brain, including leptin-responsive cells in the ar-
cuate nucleus that regulate food intake and energy homeostasis
(45). Given the central role of leptin signaling in the regulation of
body mass and metabolism, it is possible that alterations in arcuate
nucleus leptin signaling could contribute to the lowered body mass
in our Discordant mice. Similarly, it is possible that Discordant
mice are protected from adverse metabolic consequences because
of disruption of the casein kinase genes elsewhere in brain. Despite
their lower body mass and body length (Fig. 5), however, Discor-
dant mice were still able to become obese and glucose intolerant
when fed a high-fat diet. This shows that the lower body mass of
Discordant mice relative to Cre-negative controls was not due to a
general inability to gain weight, confirming the suitability of Dis-
cordant mice as a model to study the metabolic consequences of
internal desynchrony. Future studies with more localized disrup-
tion of the casein kinase genes could address sites and mechanisms
by which CK1 disruption results in reduced body mass, and
whether kinase gene disruption elsewhere in brain masks adverse
consequences of internal desynchrony in the Discordant model.
Generation of Cre-sensitive alleles of other genes involved in

Fig. 7. Rearing mice in a 2-h light/23.5-h dark lighting cycle does not reverse
the reduced body mass and body length of Discordant mice. Discordant mice
(Vgat-Cre+ CK1δfl/fl «fl/+, red) and Cre-negative littermates (No-Cre CK1δfl/fl

«fl/+, blue) were housed in a 25.5-h T-cycle throughout their life. (A) Weekly
body mass measurements between 5 and 20 wk of age show that Discordant
mice maintained a lower body mass. (B) Body length (distance from nose to
base of tail) was significantly shorter in Discordant mice. (C) Glucose toler-
ance tests performed in the middle of the rest phase revealed that glucose
tolerance of Discordant mice was not worse than that of Cre-negative con-
trol mice. Values represent the sex-corrected average of males and females.
Data are represented as mean ± SEM. Sample size per genotype is indicated
at the base of each bar. Asterisks indicate significant differences between
genotypes at the indicated time point. AUC, area under curve.
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circadian period regulation could provide additional models of in-
ternal desynchrony to further test the extent to which our finding
may be specific to mice with disruption of casein kinase genes.
Our characterization of metabolism focused on body mass, en-

ergy expenditure, and glucose clearance. Future work could extend
our studies by assessment of additional physiological and molecular
endpoints. Assessment of leptin signaling in the brain, insulin re-
sponse, metabolic hormones and metabolites in serum, as well as
clock and metabolism-related genes in peripheral tissues may help
to further define the unexpected phenotypes of Discordant mice.
The discordant circadian system resulting from differences in

endogenous period between tissues allowed us to study the role
of the SCN in controlling peripheral rhythmicity. Previously it
has been shown that SCN-controlled systemic rhythms can
resynchronize peripheral clocks (74) and even drive a subset of
rhythmic transcripts in an endogenously arrhythmic liver (19).
The present results extend these findings and show that the SCN
can impose its period on peripheral clocks, although the altered
peripheral phase relationship illustrates the continued importance
of endogenous peripheral clocks in setting an organ’s internal time
(Fig. 2). Despite the large phase advance of peripheral clocks,
feeding (Fig. S4B), body temperature, energy expenditure (Fig. 3)
and blood glucose (Fig. S4C) rhythms, subject to both central and
peripheral regulation, remained synchronized with the timing of
locomotor activity. We anticipate that in the Discordant model,
SCN rhythmicity, systemic physiology, food intake, and expression
rhythms of peripheral genes driven by the timing of food intake
remain relatively synchronized. Indeed, in genetic models of cir-
cadian rhythm disruption as well as in wild-type mice, the time of
food availability plays a more important role in regulating pe-
ripheral gene expression rhythms than does the lighting cycle or
the local clock (75–77). Overall, the present study suggests that
although local clock gene expression is essential for an organ’s
proper functioning (61–65), the internal time of peripheral tissues
seems to be primarily dictated by timing signals emanating from
the central clock. What role the local clock plays in setting the
phase of peripheral gene expression rhythms remains to be de-
termined and we believe that Discordant mice will provide a
useful tool for discerning the competing roles of central and local
clock control of peripheral gene expression.
Given the recent societal changes contributing to a higher

frequency of circadian disruption (78), the incidence of associ-

ated adverse health outcomes is likely to increase. Unfortu-
nately, the specific aspects of circadian disruption responsible for
its adverse consequences are currently unknown. The hierar-
chical nature of the circadian system in mammals (20, 21) hin-
ders the mechanistic interpretation of most circadian disruption
studies because their experimental paradigms cause disruption
at multiple levels (32–37). The present study was specifically
designed to produce internal desynchrony between the SCN and
peripheral clocks while not disrupting other aspects of circadian
organization. It remains possible that other phase relationships
between brain and peripheral clocks or internal desynchrony
between other internal clocks (e.g., liver versus kidneys) is as-
sociated with adverse health outcomes (29). Conditional alleles
of circadian-relevant genes allow site-specific alterations of the
circadian system, generating paradigms to test the involvement
of specific aspects of circadian disruption in causing its adverse
consequences. These targeted approaches are essential to iden-
tify aspects of circadian disruption that are responsible for its
adverse consequences. Mechanistic understanding of the proxi-
mate causes of these adverse consequences is essential in for-
mulating rational countermeasures to help people cope with the
physiological challenges posed by our contemporary 24/7 society.

Materials and Methods
All animal procedures were approved by the Institutional Animal Care and
Use Committee of the University of Massachusetts Medical School orWilliams
College. All mice used in this study were generated by crossing previously
described genotypes (12, 45, 79). Circadian locomotor activity rhythms were
measured in individually housed mice in running wheel cages. PER2::LUC
bioluminescence measurements in tissue explants were performed as pre-
viously described (80, 81). In vivo PER2::LUC bioluminescence measurement
procedures were adapted from ref. 47 and involved ∼15-min isoflurane
anesthesia of animals at 5- to 6-h intervals over 26–30 h and injection of
luciferin (0.1 mL at 2.5 mg/mL, i.p.) followed by image capture. Mice used for
body mass, size, and blood glucose measurements in constant darkness were
housed in constant darkness throughout their life. More detailed descrip-
tions of the methods are provided in SI Materials and Methods.
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