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Collective decision-making is a daily occurrence in the lives of many group-

living animals, and can have critical consequences for the fitness of individuals.

Understanding how decisions are reached, including who has influence and the

mechanisms by which information and preferences are integrated, has posed a

fundamental challenge. Here, we provide a methodological framework for

studying influence and leadership in groups. We propose that individuals

have influence if their actions result in some behavioural change among

their group-mates, and are leaders if they consistently influence others. We high-

light three components of influence (influence instances, total influence and

consistency of influence), which can be assessed at two levels (individual-to-

individual and individual-to-group). We then review different methods, ran-

ging from individual positioning within groups to information-theoretic

approaches, by which influence has been operationally defined in empirical

studies, as well as how such observations can be aggregated to give insight

into the underlying decision-making process. We focus on the domain of collec-

tive movement, with a particular emphasis on methods that have recently been,

or are being, developed to take advantage of simultaneous tracking data.

We aim to provide a resource bringing together methodological tools currently

available for studying leadership in moving animal groups, as well as to

discuss the limitations of current methodologies and suggest productive

avenues for future research.

This article is part of the theme issue ‘Collective movement ecology’.
1. Introduction
As animals move through their habitat, they are confronted with repeated choices

about how to react to environmental stimuli. Was that a falcon or a shadow?

Should I remain here or travel elsewhere to find food? Because these decisions

can have life or death implications, and are often made with imperfect infor-

mation, selection should strongly favour behavioural and cognitive adaptations

that improve individual decision-making ability [1]. In social species that move

in cohesive groups, the quality of a group’s decisions, and thus the ability of

group members to effectively exploit their environment, depends on how individ-

ual information and preferences are integrated to reach consensus. Pooling

information can improve the accuracy of group decisions—a fundamental prin-

ciple of human justice systems [2]. In fact, quorum processes, where most or all

group members contribute equally to collective decisions, are widespread in

the natural world [3–5]. Under certain conditions, however, leadership by one
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or a few individuals can be beneficial for all [6], for example,

when individuals with relevant information lead [7–9].

Importantly, when the interests of group members diverge, lea-

dership can be a strategy that some individuals pursue to

selfishly influence collective decisions in their favour [10]. In

such cases, other group members face a choice: remain with

their group and accept an individually sub-optimal outcome

(i.e. consensus cost [5]), or leave and lose the advantages of

group life. Given the impact that collective decision-making

processes have on the ability of group-living animals to

respond to environmental challenges (e.g. finding food, evad-

ing predators) [7,8], as well as on the costs individuals pay and

benefits they gain from group living, research on leadership in

animal groups has widespread importance. However, study-

ing leadership is complicated by technological, analytical and

conceptual challenges that have impeded understanding of

this central aspect of social living.
373:20170006
(a) A historical perspective on leadership
Descriptions of leadership in animal societies stretch back at

least to Aristotle [11], but in the classical synthesis Sociobiology
[12], Wilson highlighted widespread variation in leadership

roles across the animal kingdom. Importantly, in characterizing

the behaviour of groups of individuals acting in concert, he

clearly distinguished the process of leadership (leading other

members of the society when the group progresses from one

place to another) from coordination (where joint action is

achieved but no leadership is assumed). In part, this distinction

arose from Wilson’s and contemporary authors’ [13–15] view

of leadership as inherently linked to the social hierarchies of

structured animal societies, at the time primarily studied in pri-

mates and other social mammals. As a consequence, research

on collective movement diverged along taxonomic lines, with

scientists working on mammals, and in particular on primates

(including humans), framing their research to address the ques-

tion ‘who leads?’ [16], while work on fish, birds and insects

instead focused on understanding how group coordination is

achieved [17–21].

Recently, a key insight from the field of collective behaviour

has bridged the divide between the perspective of ‘inherent

leaders’ (leaders are pre-determined according to traits or

social status) versus ‘emergent leaders’ (leaders emerge from

simple coordination mechanisms [9,22,23]) by demonstrating

that interaction rules can vary according to traits (or motiv-

ation) [24,25] and such variation can have consequences on

outcomes at the group level ([9,22,26]). Thus, leadership

and collective decision-making are fundamentally linked. All

organisms that move together must follow a set of basic

rules, such as attraction, repulsion and/or alignment, that

structure their interactions and allow group members to main-

tain cohesion. In such systems, leadership can be completely

emergent. Experiments in fish [27,28] and humans [29] have

confirmed that small numbers of individuals can influence

large groups without any active signalling, or any explicit

information about the identity of leaders if they simply have

a bias to move in a particular direction. Thus, variation in inter-

action rules can produce the entire range of decision-making

processes, from fully democratic to despotic. However, the pro-

cess of leadership is not necessarily completely emergent [30].

For example, individuals can attempt to influence others by

engaging in movements and behaviours that are independent

of this rule set (such behaviours are often called ‘initiations’
[31]), which can have impacts on the behaviour of potential

followers that are obeying more general coordination rules.

Variation in the movement rules that individuals employ

can allow certain individuals to wield more or less influence

over the group’s trajectory [22,24]. At the same time, for an

individual to influence others, it must be followed [32,33].

Kummer [34] first highlighted that, in many instances, group

decisions are ultimately dictated not by the ‘leader’ but by

their followers. Initiators make suggestions about the timing

or direction of travel, but it is followers who ultimately

decide when and where the group goes (see also [35]). For

example, Rowell [15] observed that her study troop of olive

baboons would only depart when a specific old female set

off, suggesting that, while other troop members could attempt

to influence the group by making initiation movements, this

individual ultimately controlled the group decision by choos-

ing to follow, or not. Thus, leadership is not only the study of

who initiates actions, but also more fundamentally the study

of the mechanisms of collective behaviour and how the behav-

ioural interactions among individuals scale up to the patterns

we observe at group level.

Plato’s quote: ‘The wise shall lead and rule, and the ignor-

ant shall follow’ [36, p. 120] is an axiom that exemplifies the

definitional problems that have plagued studies of leadership

both in humans and in non-human animals. The assumption

that characteristics such as wisdom or ignorance are consist-

ent traits of individuals led Galton, for example, to argue that

leadership in humans is inherited [37]. We suggest that first

asking how groups make decisions (i.e. focusing on the mech-

anism), instead of solely aiming to identify who leads (i.e.

focusing on the outcomes), is key to avoiding such problem-

atic conclusions. This mechanistic approach is more in line

with the notions of optimality that form the foundation of

behavioural ecology [1] and, with its focus on individuals’

behavioural strategies, will prove more useful for addressing

evolutionary questions about leadership.

(b) Defining influence and leadership
How groups make decisions is a multi-faceted problem, and it

is not enough to determine where, on a spectrum from equally

shared (i.e. democratic) to completely unshared (i.e. despotic)

[38], the decision-making process falls. It is also key to under-

stand how groups make decisions, when decisions are made,

who has influence, and why particular group members come

to disproportionately affect group behaviour. To address

these questions, studies will benefit from partitioning beha-

viours and actions across time and contexts. A starting point

is to have clear definitions. We propose that the field will be

helped by explicitly differentiating between influence and lead-

ership. We suggest that an individual has influence if its actions

result in some behavioural change among other individuals in

its group. Here, we focus on behaviours related to group move-

ment, though an individual can also have influence in other

domains [39]. An individual leads if it has repeated influence,

either directly or hierarchically, on the behaviour of others.

(c) Hypotheses about who leads
There are a number of hypotheses about why some individuals

are frequently influential while others that attempt to initiate

movement or change the group’s travel direction ultimately

fail to recruit followers. Variation in leadership ability may

stem from inter-individual differences in information [7,28]
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or motivation [24,40], in traits like dominance or age [10,41], or

in individuals’ phenotypic fit to their group (e.g. relative speed

[25]). However, social characteristics can also play a particu-

larly important role in determining which individuals

emerge as leaders. The history of prior interactions that defines

a social relationship may modulate rules of attraction, avoid-

ance and/or alignment, shaping how group-mates respond

to one another’s movements. For example, the strength of

their social connection predicts whether one baboon will

follow the movement initiation attempt of another [31]. Thus,

it may be easier for a socially well-connected individual to

drive group decisions. By contrast, in some instances, influence

may be a by-product, rather than a direct consequence, of social

relationships. Visibility is often key to coordination [27,42], and

dominance relationships affect not only where individuals

tend to be positioned with respect to the rest of their group

but also how much social monitoring they receive [43]. High-

ranking animals may thus emerge as leaders not because of

their social status per se, but simply because they are highly vis-

ible. Theoretical [44,45] and empirical [46,47] studies have also

suggested that the structure of social relationships has impor-

tant implications for how collective movement decisions

emerge, as well as an important impact on key performance

parameters such as how long it takes to make decisions. Our

understanding of how the structure of animal societies pro-

motes or impedes the emergence of leadership remains

incomplete. However, the potential for social relationships to

affect the influence that individuals have on their groups high-

lights why studying the mechanics of decision-making (how

decisions are reached by the entire group) is important for

understanding leadership.

(d) Outline of paper
The plethora of ways in which influence is achieved within

animal groups, combined with the different types of data that

have been collected by researchers, has led to a wide variety

of different methods for inferring influence and leadership in

groups. Here, we suggest a broad methodological framework

with the aim of helping to structure studies of leadership. We

review the different ways in which influence has been defined

and operationalized in past studies of group movement, with

a particular emphasis on more recent methods that take advan-

tage of simultaneous movement data to draw conclusions. We

then discuss ways in which methods for inferring influence

can be scaled up to draw broader conclusions about the process

of decision-making within animal groups. Finally, we highlight

outstanding issues that are still limiting progress in this area,

and outline some future directions that we anticipate will facili-

tate more robust evaluation of how animal groups make

movement decisions.
2. A methodological framework for studying
leadership in groups

Studies of leadership will benefit from having a clear method-

ological framework and terminology to guide the acquisition

and interpretation of data. Here, we suggest that studying lea-

dership within groups requires several steps (figure 1). In step

1, data on influence instances (i.e. situations in which individuals

exert influence on others, figure 1a) can be collected in several

ways, partly determined by the method of data collection
used. Such influence instances can be studied on two levels.

First, we can study who influences whom during a given

group decision, and potentially the strength of these influences,

which we here term the individual-to-individual level. Alterna-

tively (or additionally), we can quantify the overall

contribution of an individual to a group-level outcome, which

we here term the individual-to-group level. In step 2, either of

these types of influence can be summarized over repeated

events to quantify how much influence each individual has

had across multiple group decisions (or across time, in the case

of continuous movement), which we term total influence
(figure 1b). Finally, a key to understanding leadership is to deter-

mine whether the influence of individuals on others in their

group changes over time, or across decision-making events.

We term this third step consistency of influence (figure 1c). Both

total influence and consistency of influence can be measured

using data at the individual-to-individual level and at the

individual-to-group level.

(a) Influence at the individual-to-individual level (Who
influences whom within the group?)

Group-level outcomes arise from the interactions among indi-

viduals within a group [9]. That is, for a given movement or

group decision, individuals exert influence on their group-

mates (in the sense of causally affecting their behaviour),

rather than on the entire group directly. Thus, at the lowest

level, one can measure or infer these individual-to-individual
instances of influence to understand the dynamics of how a par-

ticular decision was made. Such relationships could be dyadic

(e.g. A influenced B) or higher-order (e.g. A and B together

influenced C). Moreover, these relationships can be character-

ized as binary (whether they happened or not) or quantified

based on differing strengths of the influence. Quantifying indi-

vidual-to-individual influence instances represents a bottom-up

approach to studying leadership and is increasingly facilitated

by the ability to monitor all or most individuals within a

group simultaneously [48].

(b) Influence at the individual-to-group level (Who
influences overall group decisions?)

Individual-to-individual influences within a group ultimately

give rise to collective (i.e. group-level) outcomes. We refer to

the overall influence of an individual over a group decision

as individual-to-group influence. For example, an individual

could have sole influence over a group decision such as the

direction the group moves in (in which case its individual-to-

group influence would be high) or could contribute only a

small amount to this decision (in which case its individual-

to-group influence would be low). It is possible to characterize

individual-to-group influence without necessarily having

information on the underlying individual-to-individual

relationships that give rise to it (a strategy taken by several of

the methods we outline below). However, this approach

cannot capture the details of the within-group dynamics lead-

ing to collective outcomes. This point is important, as multiple

configurations of individual-to-individual influence could give

rise to the same pattern of individual-to-group influence. For

example, if A influences both B and C to move towards a

particular foraging patch, A might have the same individual-

to-group influence as if it influences B to move towards the

patch and then B subsequently influences C. A method that
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Figure 1. A conceptual framework for studying leadership in animal groups. Studies typically observe influence instances (a), instances in which a given individual
influences the group (in the case of individual-to-group observations) or another individual (in the case of individual-to-individual observations) during a given
decision, or at a particular moment in time. Coloured dots indicate individuals, with arrows representing influences between them. (b) Influence instances are then
aggregated over multiple decisions, or across time, to estimate an individual’s total influence over other individuals in its group (individual-to-individual level), or
over the group as a whole (individual-to-group level). Such estimates often take the form of weighted network edges in the case of dyadic influence relationships
(top of panel) or an aggregate influence ‘score’ or ‘rank’ in the case of the individual-to-group level (bottom of panel). (c) Finally, it is important to assess the
consistency of influence across multiple events (here shown labelled as t1 – t4) to determine the extent to which individuals influence one another (or the group) the
same amount during each group decision, or across time.
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only captures individual-to-group influence might fail to dis-

tinguish between these two scenarios, which could have

important consequences on our ability to predict how the

group would behave if, for example, individual B left the group.

(c) Total influence (How much influence does each
individual have over repeated observations?)

Over a set of repeated decisions, one can determine which

individuals have had the highest overall influence by calculat-

ing a score for each individual that summarizes its combined

influence over all observations. When assessed at the individ-

ual-to-individual level, total influence can take the form of

weighted edges in an influence network (figure 1b). If assessed

at the individual-to-group level, total influence can take the

form of an influence ‘score’, such as a percentage or a rank

(figure 1c). Scores can then be regressed against other attribu-

tes, such as dominance, age, body size or social relationships

to test hypotheses about the characteristics associated with

leadership ability.

(d) Consistency of influence (Are individuals’ roles in
group decisions stable?)

Key to understanding the dynamics of collective decision-

making is the question of whether the influence of specific

individuals is consistent over multiple group decisions, or

across time. Consistency can be measured at the individual-to-
individual level as well as the individual-to-group level. For

example, one might find that individual A consistently influences

individual B (a consistent individual-to-individual influence),

or that A is the most influential individual in the group

across all group decisions (consistent individual-to-group influ-

ence). It is important to assess consistency independently of

total influence because, for example, individual A could have

intermediate influence either by consistently showing an inter-

mediate amount of influence or by being extremely influential

sometimes and not at all influential at other times.
(e) Caveats and considerations
Regardless of the level of analysis, studies of leadership must

define behaviours that are believed to be important indicators

of influence. Without an understanding of the neurological

mechanisms that underpin decision-making (but see [49,50]),

the behaviours that we measure will always represent proxies

for influence. For example, one might define A as influencing

B if A makes a turn before B does. Of course, without knowing

why these individuals moved where they did, it is not possible

to say with certainty that A’s movement caused B to move.

However such an observation might nonetheless be useful as

a proxy for influence at the individual-to-individual level.

It is also important to note that many systems will exhibit

multiple types of group decisions, and that the process of

how influence yields collective outcomes may differ across con-

texts. For example, in the case of movement, groups may need
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to make consensus decisions about both the timing (e.g. when

to leave a foraging patch) and direction (e.g. which patch to

move to next) of travel. It is possible to study individual-to-

individual and individual-to-group influence in relation to

both timing and directional decisions (or a combination of

both), and in fact theoretical predictions about the level of

decision-sharing expected in these two contexts differ [51].

Thus, influence should, in most cases, not be thought of as a

catch-all concept, but should be defined in relation to the

specific process under study.

Assumptions about what defines influence will necessarily

have consequences for the conclusions drawn about the

structure of leadership in animal groups, and thus should be

chosen with care and explicitly described. In the following sec-

tion, we elaborate on some of the methods that have been used

for inferring influence across a range of different systems with

different dynamics, at both the individual-to-individual and

individual-to-group levels. We focus specifically on the case

of group movement because many of the methods are appli-

cable specifically to this domain. However, we suggest that

the general framework described above should be applicable

beyond movement decisions to other domains of group

decision-making [39].
3. Methods for inferring influence
Conflicts of interest are a nearly unavoidable consequence of

group living, and because some individuals must compromise

their preferred patterns of behaviour to maintain group cohe-

sion, who has influence and how such influence is acquired

is key to understanding the costs and benefits of sociality.

The earliest studies of leadership in animal groups based

their assessments of influence on direct field observations.

They therefore inferred influence from properties of individ-

uals and groups that humans can observe directly, and

mostly were restricted to assessing individual-to-group influ-

ence. Recent advances in GPS tracking and computer vision

have opened up the possibility to collect detailed spatial

data on the movements of all animals within groups, thus

expanding the opportunity to study individual-to-individual

influence. A number of methods have been developed in the

field of collective behaviour, and these are set apart from

previous work by their focus on the dynamics of movement

rather than discrete decisions. In §3a, we outline approaches

that have been used, or are being developed, to infer influence

directly from observations of moving animal groups. In §3b,

we describe methods for aggregating across repeated obser-

vations to measure total influence. In §3c, we describe

methods for calculating consistency of influence.

(a) Methods for inferring influence instances from
observational data

(i) Spatial position within a group
Perhaps the most straightforward way of estimating which

individuals have influence over group movement is by asses-

sing which individuals occupy the front-most positions in the

group. A strength of this method is that it can usually be docu-

mented via direct observation, without needing data on the

fine-scale movements of all individuals within a group.

Because of its simplicity, determining who is in front is perhaps

the most commonly-used method for inferring influence (see
the electronic supplementary material, table S1). For example,

in a study of spotted hyenas [52], the individual at the front

of a progression prior to a reunion between subgroups was

identified as ‘leading’ (individual-to-group influence), and

the study assessed how often each individual in the population

took this role (a proxy for total influence). Spatial position can

also be used to study influence at an individual-to-individual

level, for example, by assessing which individuals are ahead

of which other individuals in group progressions [53]. A disad-

vantage of this approach is its assumption that a front position

implies influence, which is not necessarily the case, and behav-

ioural dynamics other than leadership may drive patterns of

within-group spatial positioning [54].
(ii) Initiating and being followed
A second commonly employed method for inferring influence

at an individual-to-group level is to identify individuals that

successfully initiate group movements (see the electronic sup-

plementary material, table S1). Typically, this method has

been applied to cases where a group changes state from station-

ary to moving, e.g. in the cases of departures from sleeping sites

[31,55] or foraging locations [56–58]. Initiators are typically

defined by a set of behavioural characteristics, often involving

moving a threshold distance away from the centre or periphery

of the group, and being followed by a set number or percentage

of group members within a defined time-frame. This approach

has the advantage that it is often possible to carry out from

direct observations in the field, as well as from fine-scale move-

ment data, and it has been widely applied because of our a priori
belief that such initiations of group departures are important in

determining group movements. The fact that such initiations

are observed across a variety of taxa also speaks to the wide

applicability of this approach.

A recent generalization of this method applied the concept

of initiators and followers to infer influence at the individual-to-

individual level in a troop of wild baboons, and developed

an algorithm to automatically extract such interactions [59].

Here, sequences of movement are extracted in which one indi-

vidual moved away from another and either was followed

(characterized as a ‘successful pull’) or was not followed and

subsequently returned (characterized as a ‘failed pull’). The

method proceeds by measuring the distance between pairs of

individuals over time, defining potential ‘pull’ events as

instances when this distance first increases and then decreases

(extracted by identifying sequences where the dyadic distance

goes from a local minimum, to a local maximum and back to a

local minimum). The individual that moves more during the

first part of an event (when the distance between the individ-

uals is increasing) is defined as the ‘initiator’. An event is

classified as a ‘successful pull’ if the other (potential follower)

individual moves more during the second part of the event

(when the distance between individuals is decreasing), effec-

tively closing the gap by approaching the initiator. If instead

the initiator moved more during this time (thus returning

toward the potential follower), then the event is characterized

as an ‘unsuccessful pull’. A threshold is also applied to filter

out very weak or unclear events, in which either distances

did not change much, or both individuals moved approxi-

mately the same amount. After extracting these dyadic ‘pull’

interactions, Strandburg-Peshkin et al. [59] then identified

events where multiple initiators interacted with the same

potential follower at the same time to assess the dynamics of
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collective decision-making within the baboon troop, revealing

patterns consistent with shared decision-making and with pre-

vious simulation models of collective motion. Influence was

defined as having been successful in initiating, and this was

verified by correlating the direction of successful initiations

with the direction of the subsequent group movement over a

longer time scale.

The benefit of the generalized approach described above is

that it is applicable both to instances when the group is initially

stationary, and to instances when it is already moving. Which

of these two phases is more important remains an empirical

(and, likely, system-specific) question, and future research

should investigate whether a group’s destination is decided

during or prior to the initiation of movement, or if negotiation

continues among group-mates throughout the navigational

phase of movement. This approach can also extract successful

and failed initiations across a range of different time scales at

once (as the time scale of each interaction is determined by

the times at which maxima and minima in the dyadic distance

occur). However, a spatial scale must be set to specify the mini-

mum change in dyadic distance required to be considered a

departure from the current maximum or minimum—thus,

the method still requires assumptions about what spatial

scales are relevant to a given system. Additionally, the

method assumes that influence occurs through individuals

moving away and being followed; if the distances between

individuals do not change very much, the method is unlikely

to be appropriate.

In some cases, initiations are accompanied by, or consist

entirely of, acoustic or visual signals by the initiator other

than movement. For example, meerkats use specific ‘move’

calls to initiate group departure from a foraging patch [60],

and in white-faced capuchins, ‘trill’ vocalizations and back-

glances were found to increase the probability of a successful

initiation [61,62]. Such behaviours can be incorporated into

analyses either at the level of identifying initiations (e.g. a voca-

lization in itself can be considered an ‘initiation’), or as an

additional factor that may affect initiation success (e.g. if

some initiation movements are also accompanied by vocaliza-

tions). More generally, incorporating signalling across different

modalities (e.g. acoustic and visual) into studies of collective

behaviour is an area that merits further work.
(iii) Time-lagged directional correlations
An alternative method of inferring influence in moving animal

groups focuses on changes in direction rather than initiations

per se. Here, the time delay between changes in direction of

pairs of individuals is used to infer which animal influenced

the other (i.e. individual-to-individual influence). Nagy et al.
[63] used this method to assess the group dynamics of

pigeon flocks. They computed the cross-correlation between

the headings of each pair of birds for a variety of different

time lags, then determined which time lag maximized this cor-

relation for each pair, and used these to construct a directed

leader–follower network based on the time delays. They

showed that the resulting network had a hierarchical structure:

in other words, if bird A influenced bird B, and bird B influ-

enced bird C, bird A also influenced bird C, and with a delay

that is approximately equal to the sum of the delays between

A and B, and B and C. Thus, using this method it is possible

to scale up from these individual-to-individual relationships

to construct a ranking of individuals, where an individual’s
rank serves as a measure of its individual-to-group influence

during flight.

Time-lagged directional correlation methods have been

extended to give an instantaneous measure of influence

(rather than being summarized over an entire movement

sequence) [64], and to assess influence in other species includ-

ing dogs [65], bats [66] and storks [67]. Implicit in this approach

is the requirement that animals must be moving continuously,

so that their directional headings have meaning. If individuals

are not strongly coordinated in their movements, correlations

in their travel directions cannot reliably be measured or distin-

guished from noise. The approach also assumes that following

occurs after a constant time lag within each dyad (however,

spatial relationships can vary).
(iv) Information-theoretic approaches
Information-theoretic approaches are a model-free way to

infer causal influences from trajectory data. Here, entropy-

based measures are used to infer influence relationships

between individuals in a group. Entropy is a measure of the

uncertainty in a distribution of values. For example, if individ-

ual A’s heading distribution has high entropy, this means that

we have very little ability to predict which direction individ-

ual A is moving in at any given time. Information-theoretic

approaches use measures based on the reduction in entropy

about one individual (e.g. individual A) when we know some-

thing about another individual (e.g. individual B)—a concept

referred to as mutual information. Most commonly, the transfer
entropy (TE) between two individuals’ positions, headings, or

some other characteristic of their trajectories, is computed. The

TE is an asymmetric measure that captures the flow of infor-

mation from one time series to another. In our heading

example, it can be understood as the answer to the question:

if we know individual A’s heading in the past, how much

more information (reduction in uncertainty) can we get

about individual A’s current heading if we know the heading

of individual B? Mathematically, TE is defined as

TEðb! aÞ ¼ Hða j apÞ �Hða j ap, bpÞ,

Hða j apÞ represents the entropy of the distribution of a value a
(e.g. the heading of individual A at time t) conditioned on all

of its values in the past, ap. Hða j ap, bpÞ represents the entropy

of the distribution of value a conditioned on both its own

values in the past (ap) and the values of a second variable b
(e.g. the heading of individual B), at all times in the past. Intui-

tively, the first term in the equation represents how much

uncertainty we would have in predicting the value of a at

time t (which, in our example, represents the heading of indi-

vidual A), given that we know all of the previous values of a.

The second term represents how much uncertainty we would

have about this same value if we also knew all of the previous

values of b (in our example, the heading of individual B).

Therefore, their difference intuitively represents how much

the uncertainty of predicting a is reduced by knowing the

previous values of b, and therefore can be thought of as

the ‘information flow’ from B to A. In practice, conditioning

these distributions on long sequences of past values is usually

not possible owing to the finite amount of data available; thus

in most cases a Markov assumption is made so that only the

values of a and b at the previous time step are used in

the computation.
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Because A and B can influence one another, the net TE is

sometimes computed as a measure of how much more B

influences A than vice versa. This is defined as

TEnetðb! aÞ ¼ TEðb! aÞ � TEða! bÞ:

This approach has recently been used to identify leader–

follower relationships in simulated data, and was found to

be more accurate at correctly classifying these relationships

than time-lagged directional correlation methods [68]. Exper-

iments in which the TE was measured between a real and a

robotic fish also demonstrated a proof-of-concept for this

method [69]. One shortcoming of the TE approach (which

is also a limitation of other approaches) is that it incorporates

both direct and indirect influences. In other words, if individ-

ual A influences individual B, which influences individual C,

the TE from A to C would be positive, even if A does not

influence C directly. To avoid this problem, a generalization

of this approach has also recently been proposed based on

the principle of optimal causation entropy [70], which allows

such indirect influences to be computationally removed [71].

Overall, strengths of these methods include their solid theor-

etical basis in information theory and their ability to capture

relationships among the movements or decisions of individuals

that are nonlinear, without assuming any specific underlying

model of influence. Additionally, the methods are highly general

and can apply across a wide range of domains and types of data,

beyond collective movement data. For example, TE has been

used to quantify causal relationships in systems ranging from

neural [72] and gene regulatory [73] networks to financial

markets [74] and social media [75]. The main requirement is

time-series data from multiple individuals within a group (or,

more generally, multiple interacting parts of a system). How-

ever, practical challenges remain, as computing the entropy of

these distributions is computationally challenging, and can

require more data than are often available from empirical studies

of animal groups (though a recently developed algorithm for

inferring causal links could alleviate this problem; see [70]).

The method is thus most likely to be suitable in studies that

have many repeated observations of individual movements or

decisions. Another challenge is that the lack of an underlying

model can make interpretation difficult, as positive information

flow can represent a multitude of possible relationships among

individual movements or decisions. Despite these challenges,

the general nature of these approaches, coupled with advances

increasing the practicality of their use [70], suggests that they

will be widely applicable, and may be especially useful for

comparisons across disparate systems.
(v) Inferring influence from the outcomes of decisions
An entirely different, and complementary, approach to asses-

sing influence is by observing where groups go, and relating

these group decisions to the preferences of individual group

members. In other words, if groups more often move to

locations preferred by a certain individual or set of individuals,

it can be inferred that these individuals were able to exert influ-

ence over the decision-making process. For example, King et al.
[10] used the movements of a troop of baboons to a location

with a food distribution beneficial to dominant troop members

to infer that these individuals strongly influence group

decisions. In a laboratory study, Couzin et al. [76] used fish

trained to approach different colours to reveal an important

role of uninformed individuals in favouring democratic
decision-making. A drawback of this approach is that inferring

such ‘destination-based’ influence requires manipulation, or at

least knowledge, of the preferences of group members, which

is frequently not possible. Moreover, even if all preferences

are known, inferring the relative influence of all individuals

in a group may still be quite challenging owing to complicating

factors such as correlated preferences. A simple example of this

issue is if two individuals within the group both prefer the

same destination. If the group is then observed to travel to

this destination, it cannot be determined how much each of

these individuals contributed to the group decision.
(b) Methods for determining total influence
The ability to regularly drive collective decisions in one’s favour

can, presumably, have important fitness consequences. It is thus

of interest to assess the total influence of each individual over

repeated group decisions (or over another individual, across

repeated instances). However, doing so immediately raises

one key decision that has to be made: what units of aggregation

are meaningful? The definition used to summarize repeated

observations of influence can have important consequences

for later interpretation. For example, using an initiation-based

method of inferring influence, one could reasonably define

the total influence of individual A on B (or on the group as a

whole) either as the raw number of times B followed A, or as

the fraction of times that B followed A when A initiated. The

latter case is linked to the question of ‘leader quality’ by expli-

citly taking into account failed initiations, which may or may

not be relevant depending on the biological question under con-

sideration. However, it would fail to capture the impact of an

individual who was often unsuccessful in its initiation attempts

but also made many successful initiations. If A initiated 100

times, and was followed by B 40 times, is it more or less influ-

ential than B who initiated 30 times and was always followed

by A? Having information about the context in which initiations

are made could help resolve this question (see §5).

When data are collected at the individual-to-individual

level, quantifying the total influence of each individual on

the group as a whole (i.e. total influence at the individual-to-

group level) may still be of interest. One approach for doing

this is to generate an index of influence for each individual,

much in the same way as studies have generated indices for

dominance rank [77]. For example, each initiator–follower

interaction can be quantified as a win–loss relationship, and

entered directly into methods such as Elo scores [78]. The Elo

method generates scores that can be used to rank individuals.

This method may be particularly useful for studying leader-

ship because it generates meaningful indices that facilitate

comparisons of relative ability (e.g. is there one notable outlier

that would represent a despot?).

In cases where dyadic influence relationships have been

quantified, another natural way to assimilate information

about repeated initiations is to use a network approach. This

approach involves either calculating a summary of the

leader–follower relationship between each pair of individuals

(e.g. how many times has A influenced B, out of the total

number of times A and B were involved in influence beha-

viours), or generating a directed network (e.g. how many

times A influenced B, and how many times B influenced A).

Summarizing the position of individuals within these influ-

ence networks can then be done using the wealth of tools

available from the social network toolbox (see [76,79] for an
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introduction). One useful network metric is eigenvector cen-

trality, which quantifies, in a recursive fashion, the extent to

which an individual has influence over others who are them-

selves influential [80]. Thus, individuals with the highest

values of eigenvector centrality are those that have most influ-

ence on the entire network. More generally, there are a range of

other statistical methods available for constructing and analys-

ing networks, and these are likely to apply to the domain of

leadership as well (e.g. [81]).

One challenge that has not been dealt with particularly well

methodologically is that such a dyadic perspective will fail to

be realistic if there are significant non-dyadic influence relation-

ships. For example, if individual C only follows when both
A and B initiate, but not when either initiates alone, this triadic

relationship would be difficult to capture using standard

network tools. Such non-dyadic interactions may in fact be

key to the decision-making process, for example, through the

well-documented use of quorum rules in animal group

decisions [82–85]. One approach that could prove useful here

is maximum entropy modelling. This is an information-theoretic

approach (distinct from the approaches described above)

which can quantify how much of the information contained

in a joint distribution (e.g. of group states) is accounted for

by pairwise relationships alone, as opposed to higher-order

interactions. Maximum entropy modelling, which has already

been successfully employed to describe the dynamics of bird

flocks [86], could give insight into whether pairwise inter-

actions represent a good approximation of the system

dynamics or whether higher-order interactions are essential,

particularly for systems in which large amounts of data from

multiple individuals are available.

When an underlying movement or decision-making model

is known, or can be reasonably posited for a given system, a

model-fitting approach to inferring total influence becomes

possible. Such an approach could operate either at the individ-

ual-to-individual level, for example, by fitting parameters to

represent different interaction strengths for each pair of individ-

uals, or at the individual-to-group level, such as by fitting an

overall ‘attraction strength’ for each individual in the group

[87,88]. While such model-fitting approaches hold promise,

they rely on specifying an underlying movement decision-

making model (which is often unknown or poorly known

for natural systems), or network model, and can become com-

putationally intractable when the number of individuals in

a group is large. This second problem can be partially mediated

by additional assumptions, such as grouping individuals into

different classes and assuming that all individuals within a

given class can be described by the same model coefficient [89];

however, such an approach can come at the cost of biological

validity.
(c) Methods for assessing consistency of influence
In addition to quantifying their total influence, it is also impor-

tant to understand the consistency with which individuals

influence one another or their groups. For example, an individ-

ual could achieve the same total influence either by influencing

each group decision by a small amount, or by strongly driving

a small subset of group decisions. Consistency of influence

can be assessed at both the individual-to-individual and

the individual-to-group levels. One important aspect to note

is that consistent individual-to-group influence does not

necessarily imply consistent individual-to-individual influence
relationships. For example, individual A could always exert

high influence over group decisions, but could do so via

influencing different individuals each time. Therefore, where

possible, consistency of influence should be assessed at both

of these levels.

When individuals’ individual-to-group level influence is

represented by an influence ‘score’ or rank, standard metrics

for measuring repeatability can be employed [86,90]. However,

care should be taken when performing hypothesis testing

owing to the non-independence of data. For example, if one

individual wields most of the influence, by definition others

have little or no influence. Thus, one individual’s influence

during one group action cannot be independent of the behav-

iour of others in its group. To address this issue, we suggest

randomization-based procedures to construct null models

and test significance (see [91] for a guide). In the case above,

to determine whether individual A’s influence is more consist-

ent across group decisions than expected by chance, one could

first measure the repeatability of individual A’s influence in the

real data, then compare this value to the values computed for

randomized datasets where the identities of all individuals

within the group have been shuffled for each decision.

Assessing the repeatability of individual-to-individual

influence requires considering a larger and more complex set

of measurements, but the general strategy remains the same.

In the case where dyadic influence relationships have been

quantified, Mantel tests can be used to quantify the correlation

between influence networks across multiple group decisions,

or across time. Again, owing to non-independence, randomiz-

ations such as node permutations should be employed when

performing hypothesis testing. An advantage of using ran-

domizations is that they allow alternative hypotheses to be

tested, and other underlying factors to be quantified, such as

the effect of spatial distribution of individuals in the repeatabil-

ity of songbirds in a woodland social network [92]. Similar

strategies can also be employed for higher-order influence

relationships (such as triadic relationships).

An additional complication arises if group composition is not

stable over time. In such cases, consistency becomes harder to

assess because an individual’s influence over a group decision

likely depends on the identities of the other group members pres-

ent. It may be possible in these cases to perform coarser-grained

consistency measurements, such as quantifying how often A has

more influence than B (rather than A’s total amount of influence),

as inequality-type measurements may be more robust to changes

in group composition. However, assessing the consistency of

influence in groups that change membership is an important

area that warrants further investigation.
4. From individual influence to decision-making
process

A major take-home message from our proposed framework is

that the distribution of total influence over group decisions

should be considered separately from the consistency of influ-

ence across decisions or over time. Recent conceptualizations

of leadership in animal groups have focused primarily on the

distribution of total influence [3], highlighting a continuum

of consensus decision-making processes ranging from com-

pletely shared (all individuals contribute equally) to

completely unshared (one individual always dominates).

However, considering the consistency dimension is also critical
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Figure 2. Assessing overall decision-making patterns based on the distri-
bution and consistency of influence. We suggest that decision-making
systems can be usefully categorized along two axes: the distribution of
total influence and the consistency of influence. The distribution of total
influence (x-axis) can range from centralized (one individual has high total
influence, and the rest have little or none) to distributed (all individuals
have approximately equal total influence). The consistency ( y-axis) can
range from variable (individuals are not consistent in their influence across
multiple events) to consistent (individuals have the same influence across
all events). Placing decision-making systems along these two axes clearly
divides the space into sections corresponding to different decision-making
types that have previously been discussed in the literature, including des-
potic/unshared decision-making (centralized, consistent), shared decision-
making (distributed, consistent) and variable influence (distributed, variable).
The bottom left corner is shaded because it is not possible to have a com-
pletely centralized distribution of total influence that is also highly variable.
This visualization also highlights the importance of considering consistency of
influence in addition to total influence, as it is only along this dimension that
variable influence and shared decision-making can be distinguished.
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to understanding what type of group decision-making is exhib-

ited in a given study system. We therefore suggest that

the overall decision-making process of a given system can be

characterized along two axes (figure 2), representing the

distribution of influence (ranging from centralized to distributed)

and the consistency of influence (ranging from variable to con-

sistent). In this plane, shared decision-making naturally falls

in the upper right corner (distributed and consistent), despotic

or unshared decision-making in the upper left (centralized and

consistent) and variable influence by a different individual

each time in the bottom right (distributed and variable).

Characterizing the decision-making process along both

of these axes helps to better draw connections among the

diversity of decision-making systems seen in nature, and to

clarify the distinctions among them. For example, one might

have a system where each individual contributes equally at

an aggregate level (decision-making is highly distributed;

figure 2, x-axis), but this could take the form of each individual

controlling a different group decision (i.e. variable influence [3]),

or all individuals contributing partially to each group decision

(i.e. shared decision-making). This distinction, which can only be

recognized by also considering the consistency dimension, has

important ecological and evolutionary implications: groups

with true shared decision-making, in the sense of all individ-

uals contributing to each group decision, can take advantage

of the ‘wisdom of crowds’ [93,94] and other types of collective
information processing [3,23], whereas a system in which a

different individual controls the decision each time would be

more likely to represent ‘leading according to need’ [24] or

leadership by informed individuals [7]. Ultimately, character-

izing the group decision-making type along both of these axes

may help to account for the diversity of decision-making

systems seen in nature.
5. Outstanding issues and future directions
A major issue with studying leadership is how to account for

extrinsic factors that influence movement or decision-making.

In some cases, by influencing all individuals simultaneously

(or with very short time delays), such external factors can

generate patterns of collective behaviour that could be misin-

terpreted as arising from influence among group members.

For example, when a group of animals flees in the face of a pre-

dator’s approach, they may each be responding independently

to the looming threat, or the flight of one or a few individuals

may drive the response of the rest. While the issue of disentan-

gling correlation from causation is an inevitable challenge in

observational studies, it is becoming increasingly possible to

measure and attempt to account for environmental features

that are likely to shape how animals move and make decisions

[7,95,96]. However, establishing what extrinsic factors are

important within a given system, and when and how they

affect collective decision-making, remains a challenge that

must be tackled to draw robust conclusions about individual

influence and leadership.

As animals move through the landscape, or as the environ-

ment changes, the context in which they make decisions also

changes. For example, recent evidence in killer whales [7]

and elephants [8] shows that matriarchs are important reposi-

tories of knowledge, and lead their groups to rarely visited

resources when food becomes scarce. More broadly, as

animal groups move through the landscape, how they reach

consensus could vary depending on the context—for example,

when navigating to food versus migrating versus escaping

from predators. Because influence can vary based on context,

being able to identify the relevant contexts, and to determine

the current context of each decision, will be important when

measuring the consistency of influence. Moreover, determining

how flexible group decision-making processes are, and what

mechanisms allow for such flexibility, remain important and

unanswered questions.

Many of the methods for inferring influence that we out-

line above require a significant amount of data and,

importantly, rely on collecting data on individuals simul-

taneously. At present, there is little guidance about how

sensitive methods for studying leadership are to having an

incomplete sample of the population (i.e. missing individ-

uals). For guidance, we can turn to the literature on animal

social network analysis, which suggests that the social net-

work position of individuals can be reasonably estimated

with as few as 30% of the individuals observed [97], and

that sampling should prioritize greater resolution in terms

of events occurring between known individuals rather than

maximizing the number of individuals observed [98]. Given

that initiations and followership are inherently structured as

networks, these conclusions are promising for studies that

struggle to achieve complete coverage of groups. However,

we recommend that further research tackles this problem,
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and that studies with incomplete data try to quantify the

uncertainty associated with their data [99].

Finally, a major limitation in the study of leadership has

been the difficulty in performing experimental manipulations.

Significant insight has been gained through controlled exper-

imental manipulations in laboratory settings. Translating

these into wild populations, particularly in combination with

advanced analytical methods for extracting influence, should

be a research priority. Studies will be able to build on several

notable recent efforts. One successful approach has been to

manipulate the incentives of individuals within groups by pro-

viding experimental feeding patches. For example, King et al.
[10] provided a high value food patch that could be monopo-

lized by the dominant baboon in a troop, thus increasing the

dominant individual’s incentive to move to that patch.

A more flexible approach is to create multiple patches, and to

manipulate which individuals have access to which patch.

For example, Firth et al. [100] provided feeders that gave

access only to specific individuals (via their unique microchip

ID), using these to experimentally split where members of a

mated pair of songbirds could feed and thus determine how

they resolve this conflict. Such an approach could be scaled
up to larger social groups, and used to create a variety of differ-

ent conflict scenarios—such as between a dominant individual

and the majority of individuals. Such experiments would

enable inferences about leadership based on the outcomes of

group decisions, while applying the methods outlined in this

paper will help to elucidate the mechanisms by which these

outcomes arise.
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