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ABSTRACT Many intrinsically disordered proteins (IDPs) form fuzzy complexes upon binding to their targets. Although many
IDPs are weakly bound in fuzzy complexes, some IDPs form high-affinity complexes. One example is the nonstructural protein 1
(NS1) of the 1918 Spanish influenza A virus, which hijacks cellular CRKII through the strong binding affinity (Kd �10 nM) of its
proline-rich motif (PRMNS1) to the N-terminal Src-homology 3 domain of CRKII. However, its molecular mechanism remains
elusive. Here, we examine the interplay between structural disorder of a bound PRMNS1 and its long-range electrostatic inter-
actions. Using x-ray crystallography and NMR spectroscopy, we found that PRMNS1 retains substantial conformational flexibility
in the bound state. Moreover, molecular dynamics simulations showed that structural disorder of the bound PRMNS1 increases
the number of electrostatic interactions and decreases the mean distances between the positively charged residues in PRMNS1

and the acidic residues in the N-terminal Src-homology 3 domain. These results are analyzed using a polyelectrostatic model.
Our results provide an insight into the molecular recognition mechanism for a high-affinity fuzzy complex.
INTRODUCTION
There is growing interest in understandingmolecular recogni-
tion mechanisms between proline-rich motifs (PRMs) and
their cognate domains such as Src-homology 3 (SH3)
domains because PRM is one of the most common linear
motifs in the eukaryotic proteome (1,2). PRMs are also highly
enriched in intrinsically disordered proteins (IDPs) or intrin-
sically disordered regions (IDRs) (3). Although they lack
stable conformations, IDPs/IDRs mediate protein-protein in-
teractions in signal transduction or transcription regulation
(4–6). Hence, it is of importance to understand the molecular
mechanisms determining the binding affinity and selectivity
of IDRs. Recent studies have shown that some IDPs/IDRs
retain substantial conformational flexibility even in a complex
with their binding partner. This mode of complex was
described as a fuzzy complex (7). Given the growing impor-
tance of fuzzy complexes in biological processes, elucidating
their molecular recognition mechanism is essential.

The nonstructural protein 1 (NS1) of influenza A viruses
(IAVs) plays an important role in suppressing the antiviral
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immune responses of host cells (8,9). Unlike common
seasonal IAVs, the 1918 Spanish IAV uses NS1 to hijack
cellular signaling adaptor CRKII (10). Recently, we have
shown that the viral hijacking occurs because a PRM in
the NS1 binds to the N-terminal SH3 (nSH3) domain of
CRK with an exceptionally high affinity (11). The binding
affinity of the nSH3 domain with PRMNS1 is significantly
higher than its interactions with other cellular binding
partners. For example, the nSH3 domain binds PRMNS1

with �3000-fold higher affinity than the PRM of JNK1
(11,12). It was suggested that the high affinity is due to
long-range electrostatic interactions between positively
charged residues in PRMNS1 and a negatively charged
binding interface in the nSH3 domain (11). However, the
molecular mechanism by which long-range electrostatic
interactions increase the affinity of PRMNS1 to the nSH3
domain remains elusive.

Long-range electrostatic interactions play important roles
in the molecular recognition in fuzzy complexes (13,14).
Borg et al. (15) proposed a polyelectrostatic model, in which
multiple charges in an IDP increase its binding affinity to a
rigid partner through nonspecific, long-range electrostatic in-
teractions as a bindingmechanism of a fuzzy complex. In this
model, fuzzy complexes undergo fast conformational ex-
changes between multiple conformations, interacting with a
folded partner through long-range electrostatic interactions.
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Here, we provide evidence that PRMNS1 retains its
conformational flexibility when complexed with the nSH3
domain, indicating a fuzzy complex. In addition, we present
the contribution of long-range electrostatic interactions and
a detailed structural mechanism by which long-range
electrostatics can increase the binding affinity of PRMNS1

to the nSH3 domain. We obtained these results using a
combination of x-ray crystallography, NMR dynamics ex-
periments, and molecular dynamics (MD) simulation. We
find that structural disorder of the bound PRMNS1 plays a
key role in mediating the long-range, nonspecific electro-
static interactions with the nSH3 domain.
MATERIALS AND METHODS

Protein and peptides

All protein samples for crystallization, fluorescence, and NMR experiments

were prepared as described elsewhere (12). Synthetic peptides were

purchased in a crude form and further purified using reverse-phase high-

performance liquid chromatography in our laboratory. The amino acid

sequence of PRMNS1 is YG210RPPLPPKQKRK221. The N- and C-termini

of peptides were acetylated and amidated, respectively. The peptide con-

centration was determined by measuring the ultraviolet absorption at

280 nm of a single tyrosine at the N-terminal end of the peptide. The

isotope-labeled PRMNS1 contained an additional Gly residue at the C-termi-

nus to prevent proteolysis during bacterial expression and purification.

Based on our structure, we assumed that one additional Gly at the C-termi-

nus does not affect the structure and dynamics of PRMNS1 substantially.
Crystallization and structure determination

Four millimolar nSH3 was mixed with 5 mM PRMNS1 for the crystallization

trials. The sample was crystallized by the hanging drop vapor diffusion

method in 0.1M sodium acetate (pH 4.6), 30% PEG 2000, and 0.2M ammo-

nium sulfate, which is the duplicate of the previous crystallization condition

(Protein Data Bank (PDB): 5UL6) for the nSH3:PRMNS1 complex. A 1.75 Å

resolution data set was collected at 120 K using an R-AXIS IV2þ image

plate detector mounted on a Rigaku MicroMax 007HF x-ray generator (Ri-

gaku, The Woodlands, TX). The data were processed using iMosflm in the

CCP4 package (16). The structure was determined using the nSH3 domain

model (PDB: 5UL6) as a search model and the Phenix software suite (17).

The NS1 PRM peptide was modeled into the difference map manually in

COOT (18) and refined with Phenix. The electrostatic potential surface of

nSH3 domain was calculated using APBS and PDB: 2PQR (19–21).
NMR spectroscopy

All NMR experiments were conducted using protein samples in 20 mM

sodium phosphate (pH 6.1), 80 mM NaCl, 0.02% sodium azide, 1 mM

EDTA, 10 mM DSS (4,4-dimethyl-4-silapentane-sulfonate), and 10% D2O

at 25�C. NMR data for PRMNS1 were acquired using a sample containing

isotope-labeled PRMNS1 (490 mM) and nonlabeled nSH3 domain (500 mM).
DF ¼ DFmax

0
@½Pt� þ ½Lt� þ Kd 5

q
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NMR data for the nSH3 domain were acquired using a sample containing

isotope-labeled nSH3 domain (320 mM) and nonlabeled PRMNS1 (350 mM).

The temperature-dependent heteronuclear single quantum coherence

(HSQC) spectrawere acquiredusing aBruker 500MHz spectrometer (Bruker,

Billerica, MA). Each spectrum was acquired with 64 scans per t1 point. The

temperatures of NMR samples were calibrated using deuterated methanol-

d4 (22). The assignment of backbone 1H, 13C, 15N resonances was carried

out using Bruker 600 and 800 MHz spectrometers, as described elsewhere

(12). NMR spectra were processed with NMRPipe (23) and analyzed with

NMRViewJ (One Moon Scientific, Westfield, NJ) and CARA (24).
Measurement of NMR relaxation parameters

All relaxation parameters were measured at 25�C using a Bruker 600 MHz

spectrometer. For the heteronuclear nuclear Overhauser effect (NOE) mea-

surements, a recycle delay of 12 s was used in the reference experiment.

The saturation of proton during the steady state was performed by applying

180� pulses for 4 s (25). For R2 measurement, a recycle delay of 2 s was

used between transitions. Errors of the relaxation parameters were

estimated using duplicated measurements.
MD simulation

Simulations were performed using CHARMM version 40a1 with param36

all-atom force field (26,27). An initial energy optimization was carried out

for 1600 steps (with 400 steps using the steepest descent method and 1200

steps using the adopted basis Newton-Raphson method) in the generalized

Born with a simple switching implicit solvent (28). The protein complex

was solvated using the TIP3P water model and electrically neutralized

with Cl� and Naþ ions. The system was heated from 0 to 300 K for

100 ps and then equilibrated for 160 ps under the constant number, pressure,

temperature ensemble at 1 atm and 300 K. Production runs were performed

under the constant number, volume, temperature ensemble at 300 K.
Cluster analysis

With backbone heavy atoms in the nSH3 domain as a positional reference,

PRMNS1 conformations from theMD trajectories were analyzed using a clus-

ter analysis (29). Agglomerative hierarchical clusteringwas used based on the

similarity between different conformations, which ismeasured as the squared

Euclidean distance of the backbone heavy atoms in PRMNS1. The average

linkage was chosen to measure intercluster similarity, which is the average

of all pairwise similarities betweenobservations in two clusters. The represen-

tative conformation of each cluster was chosen to have the smallest root-

mean-square deviation from the calculated average structure for the cluster.
Binding assay

The dissociation constants (Kd) of nSH3:PRM complexes were measured by

monitoring the change of tryptophanfluorescence signal. The excitationwave-

length was 295 nm. All binding assays were performed in a stirred 1-cm-path-

length cuvette using a PTI QM-400 fluorimeter. The protein concentration

used for thefluorescence-basedbinding assayswas0.1mM.Themeasurements

were done in20mMsodiumphosphate (pH6.1) and either80mMor1MNaCl

at 25�C. The Kd was calculated by assuming a 1:1 complex and by the global

fitting of the repeatedly measured fluorescence intensities to Eq. 1:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð½Pt� þ ½Lt� þ KdÞ2 � 4½Pt�½Lt�
2½Pt�

1
A; (1)
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where DF and DFmax are the change and the maximum amplitude of signal

change, respectively. Pt is the total protein concentration and Lt is the total

ligand concentration at each titration point. The reported Kd values are the

average of two repeated measurements.
RESULTS AND DISCUSSION

Long-range electrostatic interaction increases
the binding affinity of nSH3:PRMNS1 complex

It was previously suggested that positively charged residues,
particularly in the C-terminal region of PRMNS1, interact
with a large negatively charged surface of the nSH3 domain
through long-range electrostatic interactions (11). To
directly test the contribution of long-range electrostatics in
increasing the binding affinity, we measured Kd values of
the nSH3:PRMNS1 complex in the presence of 80 mM
and 1 M NaCl. The Kd increased by more than 100-fold
in the presence of 1 M NaCl, compared to that in the pres-
ence of 80 mM NaCl (Fig. 1).

We attributed the large decrease in the affinity to the
screening of long-range electrostatics in the complex. The
Debye screening lengths are 10.7 and 3.0 Å in the solution,
with ionic strengths of 80 mM and 1 M, respectively. Hence,
long-range interactions are screened in a high ionic strength
solution, whereas the short-range electrostatic interactions
within 3 Å remain effective under the same condition.
Indeed, our previous crystal structure indicated that the dis-
tances of all short-range electrostatic interactions in the
nSH3:PRMNS1 are within 3 Å (Fig. S1). Moreover, all these
short-range electrostatic interactions in the nSH3:PRMNS1

complex are well-conserved in the complexes with much
weaker affinities (12,30), indicating that these specific salt
bridges are not responsible for the unusually high affinity
of PRMNS1.

We further examined the effect of the positive charges in
PRMNS1 on the binding affinity using mutagenesis. We re-
placed all the C-terminal positively charged residues
(K219, R220, and K221) with Gly. We chose Gly to mini-
mize the effect of other types of amino acids on the intrinsic
FIGURE 1 Fluorescence-based measurement of binding affinity between

the nSH3 domain and PRMNS1 in the presence of 80 mM (triangles) and

1 M (circles) NaCl. The inset shows Kd values from repeated measure-

ments.
conformational propensity of PRMNS1 and to retain the flex-
ibility of the C-terminal region. As expected, the mutant
PRMNS1 showed significantly lower affinity to the nSH3
domain. Its Kd is 0.9 mM, which is similar to that shown
in the presence of 1 M NaCl (Fig. S2). Taken together, these
results show that the long-range electrostatic interactions
play an important role in increasing the stability of the
nSH3:PRMNS1 complex.
New crystal structure displays alternative binding
mode of bound PRMNS1

In this study, we determined a new—to our knowledge—
crystal structure of the nSH3:PRMNS1 complex that displays
a different binding mode of PRMNS1 from that of the previ-
ous structure (Fig. 2; Fig. S3; Table S1). To distinguish the
two conformations of PRMNS1, the previous and the current
structures are labeled as PRMNS1A and PRMNS1B, res-
pectively. The two complex structures showed similar
changes in overall solvent-accessible surface area upon
complexation: 923 and 1080 Å2 for nSH3:PRMNS1A and
nSH3:PRMNS1B, respectively. The two bound PRMNS1

showed virtually identical structures with respect to the
N-terminal region and core PPLPPK motif (Fig. 2 B),
including all intermolecular short-range electrostatic inter-
actions mediated by K217.

In contrast, the C-terminal regions of bound PRMNS1

showed a large conformational difference (Fig. 2 B). This
is due to large changes in the backbone 4/j angles of
Q218, from �82.0�/�27.5� in PRMNS1A to �122.9�/
176.9� in PRMNS1B (Fig. 2 B). This results in drastic
changes in the intermolecular interactions mediated by posi-
tively charged residues in the C-terminal end of Q218 in
PRMNS1 (Fig. S4). The most notable change is the exchange
of positions between R220 and K219. In PRMNS1A, K219 is
the major residue interacting with acidic residues in the
RT-loop of the nSH3 domain. In PRMNS1B, R220 occupies
the position and K219 is fully exposed to solvent (Fig. 3,
A and B). Another noticeable change is the hydrogen bonds
mediated by E166 in the nSH3 domain. E166 forms a
FIGURE 2 Comparison of crystal structures between the nSH3:

PRMNS1A (green, PDB: 5UL6) and nSH3:PRMNS1B (cyan, PDB: 6ATV)

complexes. (A) shows the overlaid structure of the nSH3 domains. (B)

shows the overlaid structures of PRMNS1A and PRMNS1B. To see this figure

in color, go online.
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FIGURE 3 Conformational difference in the

C-terminal region of bound PRMNS1. The changes

in the positions of K219 and R220 in PRMNS1A and

PRMNS1B are displayed in (A) and (B). Hydrogen

bonds between E166 of the nSH3 domain (gray)

and Q218 in PRMNS1A are shown in (C), and those

between Q218 and R220 in PRMNS1B are shown

in (D). To see this figure in color, go online.

Shen et al.
hydrogen bond with the backbone amide of Q218 in
PRMNS1A, but it forms an additional hydrogen bond with
the side chain NHε of R220 in PRMNS1B (Fig. 3, C and
D). These results suggest that the bound PRMNS1 may un-
dergo conformational exchange between the two alternative
binding modes in solution state.
Structural heterogeneity of PRMNS1 probed by
NMR spectroscopy

Using NMR spectroscopy, we examined whether the alter-
native binding of PRMNS1 observed by crystallography is
populated in solution state. The NMR 1H-15N HSQC spec-
trum of 15N-PRMNS1 bound to the 14N-nSH3 showed that
the backbone HN resonance of Q218 shifted significantly
downfield (10.47 ppm) because of the hydrogen bond with
E166 of the nSH3 as shown in the crystal structures
(Figs. 3 C and 4 A). However, the peak broadened signifi-
cantly at 25�C, indicating a chemical exchange between
alternative conformations in intermediate NMR timescale.
When we lowered the temperature of the NMR sample to
6�C, the backbone amide peak of Q218 was split into
two peaks, major and minor, indicating that the exchange
between the two conformations is in the slow-exchange
regime (Fig. 4 A). In contrast, other C-terminal residues
showed one set of peaks at both 6 and 25�C (Fig. S5).

To examine whether these split peaks correspond to
the two crystallographic conformations of PRMNS1, we
compared the calculated backbone 1H/15N chemical shifts
1316 Biophysical Journal 114, 1313–1320, March 27, 2018
of Q218 in PRMNS1A and PRMNS1B with those of the major
and minor peaks observed at 6�C. We used SHIFTX2 for the
calculation of chemical shifts from the crystal structures
(31). The calculated 1H/15N chemical shifts of Q218
were 9.64/122.63 and 9.24/121.58 ppm for PRMNS1A and
PRMNS1B, respectively. The differences in the calculated
chemical shifts between PRMNS1A and PRMNS1B are com-
parable to those between the major and minor peaks,
although the absolute chemical shifts differ between exper-
imental and calculated values. This indicates that PRMNS1A

and PRMNS1B might correspond to minor (downfield-
shifted) and major (upfield-shifted) peaks, respectively
(blue peaks in Fig. 4 A).

We also observed that the side-chain NHε peak of R220 in
the bound PRMNS1 was split into at least two peaks at 6�C
(Fig. 4 B). Although we noticed another minor peak besides
the two peaks, its intensity was too low for assignment.
Hence, it was not considered in this study. The major peak
(Hε ¼ 7.53 ppm) shifted more noticeably downfield than
the minor peak (Hε ¼ 7.34 ppm). The SHIFTX2 calculation
also yielded noticeably different chemical shifts for
Hε-R220 in the two crystal structures: 7.26 and 8.09 ppm
for PRMNS1A and PRMNS1B, respectively. This is reasonable
because the interaction between Hε-R220 and E166 of the
nSH3 is present in PRMNS1B, but not in PRMNS1A. How-
ever, it should be noted that the chemical shift differences
only allow indirect structural inference, and further
structural characterization will be required for unambiguous
conclusion.



FIGURE 4 1H-15N HSQC spectra of bound

PRMNS1. (A) displays the backbone amide reso-

nances of Q218 and (B) the side-chain HNε

resonances of R220 at 25 (black) and 6�C (blue).

To see this figure in color, go online.
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For further comparison, we analyzed the intermolecular
NOESY spectrum between PRMNS1 and the nSH3 domain
using 15N-labeled PRMNS1 bound to nonlabeled nSH3
domain (Fig. S6). However, the C-terminal residues only
showed short-range intramolecular (i.e., within PRMNS1)
crosspeaks, which are not characteristic enough for struc-
tural comparison with the crystal structures. This result
indicates that the C-terminal positively charged residues in
PRMNS1 remain flexible when undergoing conformational
exchange in the slow NMR timescale at 6�C.
Dynamic disorder of PRMNS1 probed by NMR
spectroscopy and MD simulation

We characterized the conformational flexibility of bound
PRMNS1 using NMR relaxation experiments. The
{1H}-15N heteronuclear NOE reports on backbone dy-
namics in a picosecond timescale (32). Higher (>0.7)
NOE values correspond to ordered regions, and lower
(<0.7) or negative NOE values indicate high conforma-
tional flexibility in the picosecond to nanosecond time-
scale. Overall, NOE values for PRMNS1 were lower than
those for the nSH3 domain (Figs. 5 A and S7). Interest-
ingly, even the residues in the PRM-binding surface of
the nSH3 domain showed higher NOE values than the
bound PRMNS1. This feature has been observed in other
FIGURE 5 (A) {1H}-15N heteronuclear NOE and (B) 15N R2 of PRM
NS1

in the complexed state. The asterisks represent the positions of Pro. The

solid circles represent the positions of the residues whose peak intensities

are too weak to measure. Black bars correspond to the C-terminal residues

showing different conformations in the two crystal structures.
fuzzy complexes (15,33) in which a bound IDP/IDR retains
high conformational flexibility on the surface of a rigid
protein. Although the residues in the core PPLPPK
sequence showed relatively high NOE values (�0.65),
the N- and C-terminal residues were highly disordered
(NOE < 0.4). These results indicate that the nSH3:PRMNS1

complex is a partial fuzzy complex, in which the bound
PRMNS1 is relatively rigid in the core region but highly
flexible in the terminal regions.

We also observed that the bound PRMNS1 is flexible in
microsecond to millisecond timescales. At 25�C, the 15N
NMR R2 values of K217, Q218, and K219 of PRMNS1

were noticeably elevated compared to those of other resi-
dues. The elevated R2 value indicates the presence of
conformational dynamics of bound PRMNS1 in microsecond
to millisecond timescales (Fig. 5 B) (34). In particular, the
linewidth of Q218 was severely broadened such that accu-
rate measurement of its R2 value was not possible. This
is consistent with the structural heterogeneity of this region
observed in the crystal structures. Hence, exchange between
the two conformations PRMNS1A and PRMNS1B might be
responsible for the elevated R2 values.

The elevated R2 values are not due to the on-off process of
PRMNS1 to the nSH3 domain because R2 values of the
PRMNS1 binding sites in the nSH3 domain are not affected
(Fig. S6). Our previous study has shown that the binding-
unbinding processes of PRMNS1 induces significant NMR
line broadening in the nSH3 domain (11). However, we
cannot exclude the possibility that unidentified confor-
mations are involved in mediating the conformational ex-
change processes. These results indicate that conformation
of PRMNS1 is highly dynamic over broad timescales ranging
from picoseconds to milliseconds.

To further elucidate the conformational dynamics of
PRMNS1 in the bound state, we performed two all-atom
100 ns MD simulations, each using one of the crystal struc-
tures as the starting structure (Fig. 6). The two simulations
did not converge well with each other during the 100 ns
simulation time, indicating that the conversion between
the two PRMNS1 conformations is slower than the simula-
tion timescale. This is because the conversion requires large
Biophysical Journal 114, 1313–1320, March 27, 2018 1317



FIGURE 6 MD simulations of the nSH3:

PRMNS1 complexes. In (A), representative PRMNS1

structures were selected from cluster analysis (see

Materials and Methods) of the MD trajectories

using PRMNS1A (green) and PRMNS1B (cyan).

The positively and negatively charged residues

are shown in blue and red, respectively. Side chains

were omitted in (B) for clarity. To see this figure in

color, go online.
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changes in the 4/j angles of Q218 associated with breakage
and reformation of multiple interactions, such as E166nSH3-
Q218PRMNS1 and E149nSH3-R220PRMNS1. Consistent with
this, R220 formed a stable hydrogen bond with E149nSH3

with 89% occupancy in the simulation of PRMNS1B,
whereas it did not form in the simulation of PRMNS1A.
The occupancy of E166nSH3-Q218PRMNS1 interaction was
17% and 64% in the simulation of PRMNS1A and PRMNS1B,
respectively. These results are consistent with our NMR
data, indicating that N- and C-terminal regions undergo
conformational exchanges in the microsecond to milli-
second timescale.
Effects of structural disorder of bound PRM on
long-range electrostatic interactions with the
nSH3 domain

It was proposed that the polyelectrostatic model explains the
thermodynamic contribution of long-range electrostatic in-
teractions in a fuzzy complex (15). According to the model,
Kd decreases exponentially as the net charge of a disordered
ligand increases. We have previously shown that the binding
affinity between the nSH3 domain and PRMs depends expo-
nentially on the net charge of PRM (11). However, the
bound PRMNS1 is partially fuzzy in that its terminal regions
are highly flexible and its core PxxP sequence is relatively
1318 Biophysical Journal 114, 1313–1320, March 27, 2018
rigid. Thus, it remains to be determined whether the partial
fuzziness of the bound PRMNS1 increases the multiplicity of
long-range electrostatic interactions with the nSH3 domain
as assumed in the polyelectrostatic model. This is an impor-
tant question because many fuzzy complexes might be
partially fuzzy.

However, it is difficult to test whether the structural dis-
order increases the number of long-range electrostatic
interactions because there is no straightforward experi-
mental method to tune the conformational flexibility of
the bound ligand. As an alternative approach, we compared
the number of long-range electrostatic interactions between
MD trajectories and crystal structures that represent mobile
and static states of the bound PRMNS1, respectively.

We first identified acidic residues in the nSH3 domain that
are involved in electrostatic interactions with the positive
charges in the bound PRMNS1 by measuring changes in
the side-chain carboxyl carbon chemical shifts (13Cg/dO)
of all acidic residues in the nSH3 domain between the free
and complexed states. This analysis identified six acidic
residues (D142, D147, E149, D150, D163, and E166)
(Fig. 7 A) that are located in and around the PRMNS1-bind-
ing interface in the nSH3 domain (Fig. 7 B). Next, we
measured the mean pairwise distances between the acidic
residues in the nSH3 domain and positively charged
residues in PRMNS1 in our MD simulations and in the two
FIGURE 7 Detection of long-range electrostatic

interactions between the nSH3 domain and

PRMNS1 using NMR spectroscopy. (A) shows the
13Cg/d chemical shift perturbations of all acidic

residues in the nSH3 domain upon the binding of

PRMNS1. (B) gives the positions of acidic residues

whose 13Cg/d chemical shifts are perturbed notice-

ably. Overlaid structures of PRMNS1A (green) and

PRMNS1B (cyan) are shown. To see this figure in

color, go online.



TABLE 1 Differences in Average Pairwise Distances between MD and Crystal Structures

Residues in PRMNS1

Difference in Average Pairwise Distances (MDa–Crystalb) (Å)

Acidic Residues in the nSH3 Domain

D142 D147 E149 D150 D163 E166

R211 negative 0.9 –c –c –c –c –c

K219 –c negative 2.3 negative 1.3 negative 2.2 0.9 negative 0.5

R220 –c negative 1.0 negative 0.4 negative 0.8 negative 1.1 negative 2.2

K221 –c negative 3.4 negative 0.9 negative 1.5 3.8 negative 0.4

aAverage distances of MD simulations of PRMNS1A and PRMNS1B.
bAverage distances of two crystal structures (PRMNS1A and PRMNS1B).
cThese distances were longer than 15 Å and were not included in the calculation.
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crystal structures (Table S2). In this analysis, K217 in
PRMNS1 was excluded because it is involved in well-defined
short-range electrostatics, which are also present in other
nSH3:PRM complexes. Interestingly, the mean pairwise
distances calculated from the MD trajectories were consid-
erably shorter than those calculated from the crystal
structures (Table 1; Table S2). One obvious exception in Ta-
ble 1 was the distance between K221 in PRMNS1 and D163
in the nSH3 domain, which is shorter in the crystal struc-
tures because of the lattice contacts around K221. The dis-
tance would be longer without the lattice contacts. These
results indicate that partial disorder of the bound PRMNS1

increases the number of long-range electrostatic interac-
tions, as was assumed in the polyelectrostatic model.

Although the polyelectrostatic model was developed to
understand the binding mechanism of a fully fuzzy com-
plex, its validity for partially fuzzy complex has not
rigorously tested. Many IDP/IDR mediated complexes
may be partially rather than fully disordered. Therefore,
our results provide mechanistic insights into the role of
nonspecific, long-range electrostatic interactions in other
partially fuzzy complexes as well.
CONCLUSIONS

Many viral proteins interact with host modular binding
domains such as SH3 domains by mimicking the cellular
linear binding motifs (35,36). Although cellular PRMs
bind to their cognate SH3 domains with weak affinities
(Kd �10 mM) (11,12,37), viral PRMs often show signifi-
cantly higher affinities to the target SH3 domains
(11,38,39). Both viral and cellular PRMs contain conserved
core PxxP motif, but peripheral sequences in viral PRMs
contain more charged residues than the ones in the cellular
PRMs (38–40). Our study highlights that the pandemic IAV
NS1 hijacks cellular CRK by exploiting the long-range
electrostatic interactions mediated by the disordered periph-
eral region of its PRM. Recently, it was indicated that the
amphiphysin-2 SH3 domain and PRM in NS3 of the
Chikungunya virus bind via polyelectrostatic interactions
mediated by the positively charged disordered region in
the PRM (38). Interestingly, the binding affinity of this com-
plex was also high (Kd ¼ 24 nM). It is of interest that both
viral proteins employ a similar strategy to hijack host
signaling proteins containing SH3 domains. Therefore, it
is likely that conformational dynamics within a complex
are closely related to the functional roles of many SH3:PRM
complexes (41). We anticipate that elucidating the molecu-
lar mechanisms underlying the binding affinity and selec-
tivity of SH3:PRM interactions will help us understand
host protein-protein interactions and design an inhibitor of
viral infections.
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