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Abstract

One of the central goals in molecular biology is to understand how cell-type-specific expression patterns arise through
selective recruitment of RNA polymerase II (Pol II) to a subset of gene promoters. Pol II needs to be recruited to a precise gen-
omic position at the proper time to produce messenger RNA from a DNA template. Ostensibly, transcription is a relatively
simple cellular process; yet, experimentally measuring and then understanding the combinatorial possibilities of transcrip-
tional regulators remain a daunting task. Since its introduction in 1985, chromatin immunoprecipitation (ChIP) has
remained a key tool for investigating protein–DNA contacts in vivo. Over 30 years of intensive research using ChIP have pro-
vided numerous insights into mechanisms of gene regulation. As functional genomic technologies improve, they present
new opportunities to address key biological questions. ChIP-exo is a refined version of ChIP-seq that significantly reduces
background signal, while providing near base-pair mapping resolution for protein–DNA interactions. This review discusses
the evolution of the ChIP assay over the years; the methodological differences between ChIP-seq, ChIP-exo and ChIP-nexus;
and highlight new insights into epigenetic and transcriptional mechanisms that were uniquely enabled with the near base-
pair resolution of ChIP-exo.
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Introduction

Over 200 distinct cell types in the human body are generated
from the complex process of cellular differentiation, which re-
mains poorly understood. Cell identity is established and propa-
gated through tissue-specific expression of transcription factors
(TFs) and epigenetic mechanisms, such as cell-type-specific en-
hancers [1–5]. Enhancers are cis-regulatory elements dispersed
throughout the genome that serve to increase transcription of
genes, often in response to extracellular stimuli or developmen-
tal signals. Enhancer elements operate from promoter distal re-
gions of the genome independent of their orientation relative to
genes [6, 7]. Tens of thousands of enhancers are scattered
across mammalian genomes in a cell-type-specific manner and
are dynamically shaped in response to environmental stimuli
[2]. Collectively, TFs orchestrate cell-type-specific transcription
programs by binding to their cognate sequence motifs within
specific enhancers, and recruiting co-regulators and RNA poly-
merase II (Pol II) to promoters to initiate transcription [8, 9].
Enhancer segments are typically co-occupied by combinations

of TFs that influence gene expression programs, often integrat-
ing signals from multiple pathways. Shaping the epigenome in
a given cell type involves coordinate activities of TFs, together
with nucleosome modifiers and remodelers [10].

Understanding mechanisms of gene regulation remains an
important, fundamental goal of research efforts over the past 50
years. Chromatin immunoprecipitation (ChIP) is a powerful
method to study mechanisms of gene regulation by selectively
enriching for DNA fragments that interact with a given protein
in living cells. Detection methods of ChIP-enriched DNA frag-
ments have evolved as technology improves, from detection of
a single locus [standard ChIP-polymerase chain reaction (PCR)]
to hybridization on oligonucleotide microarrays (ChIP-chip) to
high-throughput sequencing (ChIP-seq). More recently, clever
improvements in the ChIP-seq assay have yielded near base-
pair resolution mapping (e.g. ChIP-exo) of transcriptional
regulators.

This review discusses the evolution of ChIP-based assays,
the experimental differences between global mapping assays
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and focuses on unique biological insights enabled by the near
base-pair resolution of ChIP-exo. Many excellent bioinformatics
tools have been developed specifically for ChIP-exo data ana-
lysis [11–22], but are outside the scope of this review (please
refer to a recent review [23] for a nice discussion of ChIP-exo
analysis tools and considerations). Briefly, a number of peak
finding algorithms have been developed specifically for ChIP-
exo/nexus data analysis [11–13, 17, 20–22]. Additionally, ChIP-
exo footprint and motif recognition tools have been reported
[14–16, 18].

Historical perspective on protein–DNA interaction
assays

Tracking the genomic spatiotemporal patterns of transcrip-
tional regulators is critical to understanding their function. Over
30 years ago, Drs Gilmour and Lis [24] described a method to
examine the in vivo distribution of proteins on genomic DNA,
which is now referred to as ChIP (Figure 1A). In this study, the
authors tracked the density of Pol II over the HSP70 gene before
and after heat shock treatment in fly tissue culture cells. The
ChIP methodology represented a technological breakthrough at
the time because such protein–DNA interactions were primarily
defined in vitro using DNA-binding assays and purified tran-
scription systems [30, 31]. Nevertheless, the ChIP assay is not
without general conceptual problems. For example, successful
ChIP enrichment of protein-DNA interactions critically depend
on the efficiency of a cross-linking reagent to preserve in vivo
contacts [32], which vary from protein to protein.

With the development of microarray printing of oligonucleo-
tides onto a glass slide in the late 1990s, the ChIP assay was
applied genome wide for the first time, which targeted the yeast
TFs Gal4 and Ste12 [25]. Applying the ChIP assay to microarray
chip detection was termed ChIP-chip. The ability to systematic-
ally interrogate an entire genome was fully realized with the
advent of next-generation sequencing technologies. Coupling
ChIP to massively parallel sequencing detection (ChIP-seq)
enabled much larger mammalian genomes to be probed for pro-
tein–DNA interactions. In 2007, ChIP-seq was first used to

determine the genome-wide locations for the histone variant
H2A.Z in yeast, and to identify global Stat1-binding locations in
human tissue culture cells upon interferon gamma stimulation
[26, 33]. Although numerous ChIP-seq studies have advanced
our understanding for how transcription is controlled at the
molecular level in living cells, the ChIP-seq method remains
hampered by relatively low mapping resolution of several hun-
dred base pairs and high background signal [34].

ChIP-exo maps genomic locations of proteins at near
base-pair resolution

The ChIP-exo method was developed by Dr Pugh in 2011 [28],
and represents a refined version of ChIP-seq that substantially
improves on both resolution and noise. Several excellent ver-
sions of the ChIP-exo protocol are available [35–38], including
one in video form [39]. Although ChIP-exo is more technically
challenging to master than ChIP-seq, it is now widely adopted
as studies aim to gain unique ultra high-resolution insights
using diverse biological systems (Figure 1B and C). The key dis-
tinction of the ChIP-exo methodology is the incorporation of
lambda exonuclease digestion in the library preparation work-
flow to effectively footprint the left and right 5’ DNA borders of
the protein–DNA cross-link site (Figure 2). The ChIP-exo libraries
are then subjected to high-throughput sequencing. The result-
ing data can be leveraged to provide unique and ultra high-
resolution insights into the functional organization of the
genome. Although the methodology requires more steps, transi-
tions between steps are achieved by simple bead washing. In
contrast, ChIP-seq DNA is often purified between steps, result-
ing in sample loss and experimental variability. However, sev-
eral modifications to the ChIP-seq methodology have recently
been developed to mitigate these issues [40, 41].

Recently, ChIP-nexus was developed as a variation on the
ChIP-exo method, which sought to improve ChIP-exo library
complexity by replacing traditional double-stranded DNA linear
ligation with a circular ligation step [29]. As circular ligation
is more thermodynamically favorable than linear ligation, a
higher yield of ChIP-enriched DNA fragments would be

Figure 1. Historical perspective on the development of the ChIP assay and detection methods. (A) Key technological advancements that ultimately led to ChIP-exo/nexus

occurred in the following years 1985 [24], 2000 [25], 2007 [26, 27], 2011 [28] and 2015 [29]. (B) Current tallies of publications are shown using ChIP-exo, ChIP-nexus or develop-

ing bioinformatic tools specifically for ChIP-exo analysis. (C) Bar graph representation of publications with ‘ChIP-exo’ keyword by year as returned by PubMed.
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expected. This in turn should translate into higher library
complexity. It is important to note that spatial resolution is not
improved with ChIP-nexus, as it relies on the same lambda
exonuclease step as ChIP-exo. Another key innovation of ChIP-
nexus was the inclusion of unique molecular identifiers that
enable bioinformatic identification of PCR amplification arti-
facts, which can be problematic in some high-resolution map-
ping libraries [42, 43].

Despite the increasing adoption of the ChIP-exo/nexus
methods, the limitations of these technologies should be noted.
First, ChIP-exo and ChIP-nexus are experimentally more com-
plex than ChIP-seq, which increases the cost and time for their
experimental workflows. For instance, ChIP-nexus uses a circu-
lar ligation enzyme (CircLigase) that is currently 5-6x more ex-
pensive than T4 DNA ligase (Epicentre CL4115K and NEB
M0202L, when normalized to units per library prep). In addition,
one study reported circLigase sequence specificity [44], which
could lead to biased libraries. ChIP-exo protocols typically con-
tain �10 sequentially dependent enzymatic reactions, which
are exchanged by simple bead washing. Additionally, on resin
reactions containing protein-DNA cross-linked complexes are
performed at elevated temperatures, which can reverse cross-
links at a rate of 3–4% per hour at 37 �C [45]. In most ChIP-seq
workflows, these elevated temperature incubations of protein-
DNA cross-links are completely avoided. Taken together, the
issues specific to ChIP-exo/nexus methodologies can contribute
to lower library complexity, which can lead to PCR artifacts [42].
For ChIP-exo, low library complexity can be mitigated by using
more nuclear extract in the ChIP step, but this may not be feas-
ible for experiments using cells derived from primary tissues.

To assist in artifact removal in ChIP-exo data, a technique-spe-
cific input control strategy has been proposed [43]. For ChIP-
nexus, PCR artifacts can simply be computationally filtered out
based on a DNA barcoding strategy. Given these limitations, it is
important to note that not all proteins that can be assayed by
other ChIP-based approaches will necessarily generate success-
ful ChIP-exo/nexus libraries.

Overview of biological insights enabled by ChIP-exo

As functional genomic technologies improve, they provide
unique opportunities to address key biological questions. Since
its development, the ChIP-exo technique has provided a deeper
understanding into three key areas of gene regulation (Figure 3):
(1) TF-binding mechanics, (2) chromatin structure and regula-
tion and (3) Pol II transcription cycle. Discussed below are the
unique biological insights revealed by leveraging the near base-
pair resolution of ChIP-exo.

Precise identification of TF motifs
TFs are the interpreters of the cellular genome. It is estimated
that the human genome encodes over 2000 TFs [46]. Their DNA
binding activity is often controlled by upstream signaling path-
ways that integrate responses to stimuli or other environmental
cues that ultimately lead to changes in gene expression pat-
terns. For example, the hormone erythropoietin activates the
phosphatidylinositol-3-kinase (PI3K) signaling pathway that
phosphorylates the TF Gata1 [47]. Gata1, as a master regulator
of erythropoiesis, orchestrates the dynamic expression pat-
terns during terminal erythroid differentiation [48]. Thus, to

Figure 2. Comparative workflow of ChIP-seq, ChIP-exo and ChIP-nexus technologies.
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understand how TFs establish dynamic transcription programs
in different developmental contexts, it is necessary to under-
stand the binding patterns of TFs.

Short, often degenerate DNA sequences are recognized by
TFs using a variety of oligomeric states (e.g. monomer, homo-
dimer and heterodimer, tetramers and so on) [49–51]. In some
cases, TFs can bind in a clustered manner with itself or other
TFs, or bind to DNA indirectly through interactions with another
TF [52]. Further confounding is the observation that TFs in the
nuclear hormone receptor family can recognize distinct motifs
in a ligand-dependent manner [53, 54]. While ChIP-seq can find
TF-bound regions of the genome, its resolution is inadequate to
unambiguously identify the precise sequence motif occupied by
a given TF, discern clustered binding or assess the oligomeric
state of DNA-bound TFs. These problems are further com-
pounded for TFs whose motif is unknown or highly degenerate.
Thus, the near base-pair mapping resolution of ChIP-exo is ne-
cessary for higher-confidence motif identification and for dis-
tinguishing TF-binding modalities.

Proof-of-principle for the ChIP-exo method focused on the
precise identification of the yeast Reb1-binding locations, which
were validated using the known Reb1 motif (Figure 3A) [28].
Remarkably, ChIP-exo peak calls were within 5 bp on average of
the Reb1 motif, and nearly every peak occupied a Reb1 motif.
Together, this analysis made a compelling case for the benefits
of near base-pair mapping and with the added benefit of >20�
lower background than ChIP-seq [28]. Other TFs examined in
this study revealed in vivo mechanics of TF binding, such as

compound motif usage and adjacent binding of the same TF.
Since the development of ChIP-exo, numerous studies have
sought to shed light on in vivo TF-binding mechanics using this
technique [55–62].

Resolving structurally distinct modes of TF binding
TFs often bind to DNA in oligomeric states. For example, p53 is
a well-known tumor suppressor that binds to DNA as a tetramer
to paired half sites [63]. When ChIP-exo was applied to p53 in
human U2OS cells under a variety of stresses [64], it became
clear from the structure of the peak-pairs that the high-
resolution mapping was able to resolve the individual
tetrameric subunits (Figure 3B). Importantly, the resolution of
ChIP-exo uniquely revealed the spatial relationship in vivo be-
tween p53 subunits and paired half sites. In particular, the left/
right ChIP-exo signal borders were consistent with cross-links
occurring at the tetramer edges and internally between dimers
(Figure 3B).

The glucocorticoid receptor (GR) has been the focus of exten-
sive study for decades [65]. GR behaves as a DNA-binding TF in
response to hormonal stimulation; yet, how it activates some
genes while repressing others remains an open question. The
oligomeric status of GR has been proposed to determine
whether it activates (GR dimer) or represses (GR monomer) tran-
scription of target genes [66]. A recent report turned to ChIP-exo
analysis of mouse livers exposed to corticosterone to test this
model [67]. This study found that GR more commonly binds as a
monomer to its half-site motif, and was not always associated

Figure 3. Models for how unique biological insights are revealed with the near base-pair resolution of ChIP-exo. (A) ChIP-exo signals delineate left and right protein–

DNA cross-link borders, which enables precise TF motif identification. (B) ChIP-exo enables determination of structurally distinct modes of TF binding, such as the p53

tetrameric complex. (C) ChIP-exo distinguishes clustered TFs, such as the assembly of the enhanceosome. (D) Subnucleosomal structure of histone subunit–DNA con-

tacts can be resolved by ChIP-exo. For example, the H2A.Z histone variant is asymmetrically incorporated into the þ1 nucleosome. In addition, the ISW2 chromatin re-

modeler engages the þ1 nucleosome on the promoter proximal side. (E) Ordered recruitment of Pol II elongation machinery at subnucleosomal resolution. (F) ChIP-exo

resolves Pol II engaged at the PIC site, promotor proximal pause site and divergently oriented PIC.
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with transcriptional repression as previously thought. This find-
ing would not have been possible with ChIP-seq, as it would not
have been able to resolve DNA-bound GR monomers from
dimers.

TF clustering at enhanceosomes
Enhancers are critical determinants of cell identity that together
with tissue-specific TFs serve to maintain gene expression pat-
terns for a given cell type. Enhanceosome is a term used to de-
scribe a higher-order complex of multiple TFs that bind DNA in
close proximity to one another to regulate gene expression
(Figure 3C) [68]. As TFs within the enhanceosome tend to be in
close proximity to one another, conventional protein–DNA
mapping methods lack the resolution to discern the spatial ar-
rangement of TFs in vivo. Thus, the near base-pair resolution of
ChIP-exo is essential to understand the molecular mechanisms
of adjacent TF-binding.

Although the compact yeast genome lacks conventional en-
hancers, upstream activating sequences serve a similar role as a
platform for TFs to assemble to regulate gene expression. To
mechanistically understand how yeast ribosomal protein genes
(RPGs) are coordinately regulated by an assemblage of TFs at an
enhanceosome-like structure, ChIP-exo was applied to five TFs
known to influence expression of yeast RPGs [69]. The report
found that the TFs displayed a well-defined spatial organiza-
tion, with multiple molecules of some TFs, such as Hmo1, oc-
cupying a subset of RP genes. The authors suggested that the
spatial arrangement of these clustered TFs in part influence the
local nucleosome positions by serving as barriers against which
chromatin remodelers use to position adjacent promoter
nucleosomes.

Another report focused on two master TF regulators (Gata1
and Tal1) of erythropoiesis that are known to co-occupy many
genomic locations [70] and form higher-order complexes [71].
How Gata1 and Tal1 are coordinately and spatially organized
across the genome to recognize their cognate DNA-binding sites
remains poorly understood. Using a mouse cell system that syn-
chronously undergoes erythropoiesis upon Gata1 induction,
ChIP-exo analysis of Gata1 and Tal1 showed that they co-
occupy �3000 locations throughout the mouse genome in a pos-
itionally constrained manner in relation to the Gata and partial
E-box motifs [72]. Furthermore, the study revealed that homo-
typic clustering of Gata1 and Tal1 binding are common else-
where in the mouse genome, suggesting that these TFs display
distinct combinatorial binding modes throughout the genome.

Other studies are using ChIP-exo to identify candidate en-
hancer regions in the mammalian genome, and then address
spatiotemporal questions about how TFs assemble within en-
hancer regions to influence gene expression [73, 74]. Taken to-
gether, the ultra high-resolution afforded by ChIP-exo is
revealing new concepts into how TFs mechanistically interpret
the cellular genome in living cells.

Subnucleosomal structure and chromatin regulator interactions
Genomic DNA is a nucleic acid polymer that is packaged in the
form of nucleosomes. Each nucleosome contains 146 bp of DNA
wrapped around a histone octamer, which includes two copies
of H2A, H2B, H3 and H4 [75]. MNase-seq mapping of nucleosome
positions genome-wide provided the foundation for under-
standing how the transcription machinery operates in the con-
text of chromatin [76–78]. Similarly, near base-pair mapping of
individual histone subunits would provide the framework for
understanding how chromatin regulators interact with the indi-
vidual histone subunits within the subnuceosomal structure.

The histone variant H2A.Z marks promoter regions through nu-
cleosomal exchange with its canonical counterpart, histone
H2A [79]. H2A.Z is preferentially incorporated into the þ1 nu-
cleosome that resides just downstream of the transcriptional
start site (TSS). Interestingly, deposition and removal of H2A.Z
by the SWR-C and INO80 complexes, respectively, were shown
to occur through asymmetrical interactions with the þ1 nucleo-
some [80]. This finding raised the question of whether both cop-
ies of H2A in the þ1 nucleosome are exchanged for H2A.Z, or
the H2A.Z variant is incorporated in an asymmetrical manner.

A recent ChIP-exo study in yeast focused on the four canon-
ical histone subunits and the H2A.Z variant [81]. Remarkably,
ChIP-exo effectively resolved the protein–DNA cross-link sites
for both copies of each of the four canonical histones.
Consistent with the crystal structure for the nucleosome, H3/H4
subunits cross-linked predominantly to the nucleosomal DNA
dyad, whereas each copy of H2A or H2B histones cross-linked
to opposing edges of the nucleosomal DNA (Figure 3D).
Interestingly, H2A.Z was predominantly incorporated into the
promoter distal copy of H2A within the þ1 nucleosome, sug-
gesting that the direction of transcription may influence which
copy of H2A is exchanged for H2A.Z.

The manner by which chromatin remodelers cooperate to
organize nucleosomes around the TSS in living cells remains
unclear. The directional incorporation of H2A.Z suggests that
chromatin regulators may also interface with the þ1 nucleo-
some in a directional manner. Indeed, ChIP analysis showed
that the multiple subunits of the chromatin remodeler complex
ISW2 (Imitation Switch 2) cross-linked to the promoter proximal
side of the þ1 nucleosome [82]. The study further showed that
Reb1 co-occupied many of these promoters, suggesting that
Reb1 and ISW2 may cooperate to properly position and space
promoter-flanking nucleosomes (Figure 3D).

Ordered recruitment of Pol II elongation machinery at
subnucleosomal resolution
Post-translational modifications to the nucleosome by chroma-
tin modifier complexes often occur in a co-transcriptional man-
ner through association with Pol II [83, 84]. H2B123-
ubiquitylation is one such modification that is stimulated by
the Paf1C complex in association with the ubiquitin ligase Rad6/
Bre1 complex [84]. In association with Pol II, FACT (facilitates
chromatin transcription) assists transcription through nucleo-
somes by dismantling H2A/H2B dimers [84]. How epigenetic
changes are mechanistically coupled with transcriptional
elongation remains an open question. A recent study sought to
address this question in yeast by tracking the subnucleosomal
distributions of Paf1C and Rad6/Bre1 subunits using ChIP-exo
[85]. The high-resolution mapping from this study supported an
ordered recruitment model for early elongation, wherein FACT
is first recruited to the þ2 nucleosome via Pol II, followed by
Rad/Bre1 recruitment to the þ2/þ3 nucleosomes via Paf1C
mediated tethering to Pol II (Figure 3E). In summary, this study
provided new mechanistic insights for how the H2BK123ub
mark regulated and associated with early elongation events.

Pol II initiation, pausing and divergently oriented preinitiation
complex resolved by ChIP-exo
Over three decades ago, parallel work from Drs Lis and
Groudine showed that Pol II had initiated transcription but
paused elongation at the promoter proximal region, �30–50 bp
downstream of the TSS [86, 87]. Accumulating evidence points
to the process of transcriptional elongation as a critical regula-
tory point in the control of gene expression, particularly during
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development [88]. The prevailing models for the rate-limiting
steps in the eukaryotic transcription cycle are the formation of
the preinitiation complex (PIC) in yeast and promoter-proximal
Pol II pausing in metazoans [89–91]. Indeed, there is no evidence
that PIC release is a rate-limiting step in metazoans, nor is there
evidence for Pol II pausing yeast [92]. However, understanding
the spatiotemporal relationships between PIC and pausing
in vivo has been hampered by limitations in the resolving power
of ChIP-seq. To address this issue, several recent studies in
yeast, fly and human have investigated the spatial organization
of Pol II at promoters in high resolution using ChIP-exo/nexus
[93–95]. In principle, the near base-pair resolution of ChIP-exo/
nexus should discern Pol II binding at the PIC assembly site,
pause site and divergently initiating sites (Figure 3F).

Previously, we reported the genomic organization of human
initiation complexes using ChIP-exo for Pol II and subunits of
the PIC [94]. We found that divergent transcription was driven
by separate initiation complexes in opposing orientations. This
also seems to be the case in yeast for antisense transcription,
wherein it was reported that divergent transcription from yeast
promoters was accompanied by separate, resolvable Pol II PICs
[95]. In our study of human initiation complexes, we detected
little Pol II occupancy at the PIC site in our meta-genomic ana-
lyses, consistent with the notion that PIC-associated Pol II is a
transient step in the transcription cycle of metazoans.

A ChIP-nexus study in fly for Pol II and several GTFs (general
TFs) reported that Pol II PIC assembly and pausing were mutu-
ally exclusive events at some promoters [93]. By using the near
base-pair resolution of ChIP-nexus coupled to pharmacological
inhibition of transcription, this study spatially resolved Pol II-
engaged PICs from Pol II pause sites, and suggested that Pol II
pausing inhibits new initiation. However, this conclusion runs
counter to a previous report in human tissue culture cells using
another high-resolution method called PIP-seq (permanganate
assay followed by ChIP and sequencing). Contrary to prevailing
models, PIP-seq for TFIIB and Pol II in human cells showed that
Pol II initiation and pausing co-occurred within the same pro-
moter region [96]. It remains an open question whether these
differences are reconciled by methodological considerations or
whether it reflects evolutionary divergence from fly to human
in relation to Pol II initiation and pausing.

Discussion

The development of new, more sensitive functional genomic
technologies provides the opportunity to address key biological
questions with increasing molecular detail. In this review, we
have highlighted unique insights that were enabled by the near
base-pair resolving power of protein–DNA interactions in a diver-
sity of organisms by ChIP-exo/nexus. As with any method, ChIP-
exo as a functional genomics tool is not without its limitations,
which were discussed above. Yet another complicating issue that
broadly affects the ChIP assay is the limited availability of ChIP-
grade antibodies. While a detailed discussion on this issue is out-
side the scope of this review, this issue poses a major challenge
to the production of high-quality ChIP libraries, especially for TFs
that have not previously been ChIP’d. The ENCODE (Encyclopedia
of DNA Elements) consortium has sought to standardize valid-
ation methods [97], but this does not solve the broader challenge
of sparse antibody availability directed against the �2000 TFs
encoded in mammalian genomes. Presumably, systematic map-
ping of all human TFs will be a long-term effort, and several alter-
native approaches to facilitate this goal are already in
development. For example, one group is using the high-

throughput genome editing with Clustered Regularly Interspaced
Short Palindromic Repeats - CRISPR associated protein 9 (CRISPR-
Cas9) to systematically epitope tag nearly every TF [98]. However,
this approach is largely limited to cell systems in which CRISPR
can currently be applied (e.g. tissue culture cell lines), which cur-
rently excludes nearly all primary tissue sources.

New biological insights often beget new questions. The
uniquely high-resolution of ChIP-exo opens the door to more
detailed analyses that integrate complementary approaches to
enhance biological discovery. Potential integrative approaches
with ChIP-exo mapping include (1) single-cell imaging, (2) math-
ematical modeling, (3) human genetics and (4) protein structure
data. For example, by combining Sox2 ChIP-exo mapping with
single-molecule imaging, an integrative analysis enabled a
deeper understanding of the kinetics for TF assembly in the
context of the enhanceosome [99, 100]. Published ChIP-exo data
can also provide a rich set of data for mathematical modeling,
such as modeling the influence that DNA triplets exert on PIC
positioning in human cells [101].

Single-nucleotide polymorphisms (SNPs) underlie genetic
human genetic diversity, and, in some cases, are disease-associ-
ated [102, 103]. The majority of disease-associated SNPs reside
in noncoding regions of the genome that include many enhan-
cers and TF-binding sites [104]. Yet the extent to which SNPs
alter TF-binding and regulatory potential remain poorly under-
stood. ChIP-exo is well suited to pinpoint whether TF occupancy
coincides with a given SNP location. Several recent studies have
sought to clarify the mechanistic basis for complex disease
using ChIP-exo mapping of TFs [105, 106]. In these studies, the
near base-pair resolution was critical to link altered TF binding
to a given SNP. For example, a recent report investigated the ex-
tent to which ligand-activated vitamin D receptor (VDR) TF
binding was altered by SNP variants [105]. Remarkably, this
study found that over 40 000 genetic variants altered VDR-bind-
ing across 27 human lymphoblastoid cell lines. This finding
underscores the potential for future ChIP-exo studies that pro-
vide new insights into the molecular mechanisms underlying
complex human disease. In mouse TH2 cells, ChIP-exo mapping
of the Batf-Irf4 TF heterodimer enabled the discovery of a previ-
ously unknown recognition motif that encompassed a human
SNP associated with autoimmunity resistance in humans [106].

Given that ChIP-exo cross-linking patterns occur within the
structural constraints of a given protein–DNA interaction, a
number of studies have used published crystallographic struc-
ture to provide biochemical evidence for the observed in vivo
protein–DNA cross-linking patterns [72, 80–82, 95]. Furthermore,
a few reports have coupled new crystallographic structures
with in vivo ChIP-exo mapping to validate in vitro biochemical
and structural data [85, 107, 108]. In particular, a recently pub-
lished crystal structure for the histone chaperone Nap1 in com-
plex with an H2A-H2B dimer revealed new concepts underlying
how histones are chaperoned to the nucleus and packaged into
nucleosomes [108]. ChIP-exo analysis for wild-type and mutant
Nap1 complemented structural studies by showing that Nap1 is
globally required for subnucleosomal assembly of H2A-H2B
dimers into the nucleosome.

Although many fundamental gene regulatory mechanisms
are conserved across eukaryotes, notable differences exist
between yeast, fly and mammals. For example, the nucleosome
organization with respect to the TSS is distinct [74–78], and
mechanisms of Pol II initiation/pausing fundamentally differ
across eukaryotes [89]. Therefore, moving forward it will be crit-
ical to examine the extent to which new gene regulatory con-
cepts from yeast and fly are evolutionarily conserved in mouse
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and human. Finally, we look forward to new technological and
methodological advances that should enable new insights into
gene regulatory mechanisms.

Key Points

• ChIP-exo identifies in vivo protein–DNA interactions at
near base-pair resolution with low background.

• Ultra high-resolution mapping enables new insights
into gene regulation from diverse model organisms.

• Emerging integrative approaches with ChIP-exo pro-
vides deeper understanding of molecular mechanisms.
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