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Abstract

Recent technological breakthroughs in image acquisition have enabled single-particle cryo-

electron microscopy (cryo-EM) to achieve near-atomic resolution structural information for

biological complexes. The improvements in image quality coupled with powerful computa-

tional methods for sorting distinct particle populations now also allow the determination of

compositional and conformational ensembles, thereby providing key insights into macro-

molecular function. However, the inherent instability and dynamic nature of biological

assemblies remain a tremendous challenge that often requires tailored approaches for suc-

cessful implementation of the methodology. Here, we briefly describe the fundamentals of

single-particle cryo-EM with an emphasis on covering the breadth of techniques and

approaches, including low- and high-resolution methods, aiming to illustrate specific steps

that are crucial for obtaining structural information by this method.

Key words: single-particle EM, cryo-EM, negative-stain EM, macromolecular structure

Introduction

Delineating the molecular mechanisms underlying cellular
processes necessitates structural characterization of the partici-
pating components, such as protein complexes and their
assemblies with RNA or DNA. Broadly, structural biology
seeks to identify how these molecules work by obtaining
snapshots of functional complexes at the highest resolution
possible. These assemblies can be helical polymers such as
microtubules and actin filaments, complex asymmetric
machines such as the ribosome, or symmetric oligomers such
as the proteosome. Invariably however, biological processes
involve a heteromeric and dynamic collection of macromol-
ecular components that undergo cycles of distinct conform-
ational rearrangements associated with various types of
association or dissociation events. Thus, macromolecular

complexes are not static; biological function dictates that they
contain moving parts, flexible domains and multiple binding
interactions. The presence of such a dynamic compositional
and conformational ensemble presents challenges for obtain-
ing molecular-level snapshots of biological complexes in
defined states.

NMR and X-ray crystallography are long-established tech-
niques for determining structures at atomic resolution. NMR is
advantageous in yielding an ensemble of models, potentially
identifying flexible arrangements in solution, but it is limited by
the size of the macromolecule that can be studied and typically
requires molecular weights of <50 kDa for conventional appli-
cations. X-ray crystallography has been widely successful, but
obtaining crystals is a major bottleneck, especially for large and
conformationally variable macromolecular assemblies. For the
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past 20 years single-particle cryo-electron microscopy (cryo-
EM) has been steadily gaining popularity due to its ability to
visualize large, multi-subunit complexes without the need for
crystallization or large amounts of sample. With this method,
3D reconstructions are calculated by combining 2D EMprojec-
tions of macromolecules in different orientations. However,
due to limitations stemming from both the inherent character-
istics of biological specimen as well as adverse effects asso-
ciated with data acquisition, the recorded cryo-EM images
contain limited signal compared to noise. For single-particle
cryo-EM 3D reconstructions, which necessitate the determin-
ation of angular orientations for every particle projection, the
low signal has imposed major limitations in alignment accur-
acy. As a result, only large (>1 MDa) or symmetric macromo-
lecules could readily reach a resolution better than 10 Å (see
for example [1–3]), whereas near-atomic resolution could only
be obtained for the highly symmetric icosahedral viruses [4–6].
However, the recent development of direct electron detectors
for recording EM data has enabled a quantum leap in single-
particle cryo-EM [7]. Direct electron detectors provide images
with much-improved signal and contrast that enable the calcula-
tion of near-atomic resolution 3D cryo-EM structures [8–11].
With these technological breakthroughs complemented by
advances in image-processing methodologies, single-particle
cryo-EM is entering a new frontier for the structural character-
ization of challenging macromolecular assemblies. The goal of
this review is to provide the non-expert with a concise
description of the methodology and scope of work required
for single-particle EM analysis of biological complexes, the
current challenges and limitations of the technique, and its
future development.

General principles

For cryo-EM, a small amount of specimen in buffer solution
is applied on an EM grid and rapidly frozen, resulting in
particles suspended in a layer of non-crystalline, glass-like
ice that is termed vitreous ice (Fig. 1a). The vitrified sample
can withstand the vacuum of the electron microscope, while
imaging at very low temperatures reduces the effect of radi-
ation damage [12]. This preparation enables visualization of
macromolecular complexes under near-physiological condi-
tions and preserves high-resolution information, making it
the method of choice for 3D structure determination. In
contrast, the traditional specimen preparation, termed nega-
tive staining, involves embedding and drying the specimen
in a layer of heavy metal salt [13]. The areas occupied by
the specimen exclude the stain and are relatively electron
transparent, resulting in high reverse contrast images.
Negative-stain EM is a low-resolution technique, providing
at best 3D reconstructions with a resolution of ∼2 nm,
based on the average grain size of the dried heavy metal salt.

In addition, the preparation induces specimen dehydration,
which results in a variable degree of particle collapse or dis-
tortions. Nevertheless, the high-contrast images obtained by
this method make it a valuable and versatile tool for various
stages of sample characterization [14].

In the transmission electron microscope, emitted electrons
travel through the relatively thin sample and become scattered
due to electrostatic interactions with the specimen atoms. The
interference pattern between scattered and unscattered elec-
trons results in the formation of 2D projections that can be
recorded below the specimen level (Fig. 1b). The EM images
contain convoluted structural information from all levels of
the 3D object as projected on a 2D plane from one direction
or orientation. For structure determination, a set of 2D projec-
tions encompassing views of the sample from different orienta-
tions are combined and ‘back-projected’ to recreate a model of
the object (Fig. 1c) [15]. The orientation parameters are deter-
mined experimentally by comparing particle projections to
angularly defined re-projections of a model that is an initial
rough approximation of the overall 3D object architecture
[16]. The assigned angles are used to generate a new model
from the corresponding experimental projection images, and
the process is iterated to gradually produce improved 3D
reconstructions until the solution becomes stable. The accur-
acy of the orientation assigned to each experimental projection
is one of the main determinants of the achievable resolution
for a 3D reconstruction. However, biological specimens
scatter electrons weakly, providing images of very low contrast
between the molecule of interest and the surrounding medium.
This problem is exacerbated by the need to limit the electron
dose to <20–40 e−/Å2 in order to record projections of the
sample before extensive radiation damage occurs [17]. To
increase the specimen visibility, a variable extent of defocus is
applied for imaging, which provides a modest increase in
phase contrast. Nevertheless, the raw EM images have a sig-
nificant amount of noise, which is the major limiting factor
for accurate determination of angular orientation parameters
in single-particle cryo-EM. The low signal-to-noise ratio also
explains the challenges with applying single-particle cryo-EM
analysis to complexes smaller than 200–300 kDa, given that
the limited features that they display are usually insufficient for
accurate determination of particle projection orientations.

Sample preparation for single-particle EM

The complexity of macromolecular assemblies and their vari-
able stability during in vitro preparations requires adequate
characterization before embarking on single-particle EM ana-
lysis. In most cases, an extensively heterogeneous sample
would require further biochemical optimization or engineer-
ing before cryo-EM analysis. Attempts with ‘in silico’ particle
purification, whereby the heterogeneity is sorted during
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EM image processing, may not always work well and can
produce misleading results. Therefore, the experimentalist
should always strive for an optimal biochemical preparation
and not start by applying cryo-EM analysis on a heteroge-
neous sample. Of course, this raises the question of what is
deemed to be acceptable homogeneity or heterogeneity for
successful cryo-EM analysis. The answer depends on the par-
ticle sample characteristics, such as size, pronounced features
and symmetry. In general, however, the larger a particle is the

relatively easier it is to use computational approaches for
identifying subpopulations because of the adequate signal for
accurate projection alignment and sorting.

An important test for the applicability of single-particle
cryo-EM is the behavior of complexes during size-exclusion
chromatography (SEC), which enables separation of sample
subpopulations based on the particle’s hydrodynamic radius
[18]. With this method a complex can be purified from
unbound components and elution peaks can be analyzed to

Fig. 1. Overview of single-particle cryo-EM visualization. (a) Purified macromolecular complexes in solution are

rapidly frozen in a thin layer of vitreous ice, ideally in random orientations. (b) Electrons passing through the

sample in a transmission electron microscope are recorded as 2D projection images on a recording medium,

such as a CCD or a direct electron detector. The particle projections have low signal-to-noise ratio due to the

relatively weak electron scattering and the low-dose imaging requirements. (c) Similar particle projections are

combined to form class averages that can be assigned with experimentally determined angular relationship.

The projection averages are back-projected along their assigned angles to generate a 3D density map

representing the particles.
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probe for the presence of all anticipated subunits or the exist-
ence of incomplete complexes. Nevertheless, it is important
to note that conformational heterogeneity can be present
within a sample elution volume even if it is characterized by a
narrow peak distribution. Purification of target complexes by
SEC is optimally performed immediately prior to negative-
stain or cryo-EM grid preparations allowing one to avoid
potential instability issues over time. In addition, SEC facili-
tates a relatively rapid exchange into the buffer deemed more
optimal for cryo-EM visualization. Certain complexes may
be refractory to SEC methods due to interactions with the
column matrix or dissociation during the run. However, dis-
assembly of a complex in the process of SEC is a good indica-
tor that the complex is not stable enough for EM and that
additional optimization is required.

Complex instability also becomes pronounced at the rela-
tively low concentrations that are required for single-particle
EM. This is especially true for negative-stain techniques, for
which protein concentrations are typically very low (∼0.01
mg ml−1), requiring affinities stronger than 100 nM to with-
stand the necessary dilution. Weak binding can be a challenge
for investigations of an interaction partner that transiently
interacts with a larger, more stable complex. For these
instances covalently linking complexes together, for example
by engineering cysteine mutations to form a disulfide bridge,
or the use of chemical cross-linkers, may improve stability
and homogeneity. For complex stabilization through disul-
fide bond formation, significant structural information must
already be available, such as the crystal structure of the inter-
acting subdomains and a well-informed location of the
binding interface, so that mutations can be made with the
goal of positioning the thiol groups within a few angstroms
[19]. Chemical cross-linking can be performed with a variety
of commercially available compounds with specific bifunc-
tionality, or simple lysine reactive compounds including
N-hydroxysuccinimide esters or glutaraldehyde [20]. Because
many compounds react readily with surface accessible resi-
dues, typically lysines, careful experimental conditions are
required to optimize concentrations and avoid over-cross-
linking intermolecular sites or aggregation. By nature of this
reactivity, cross-linking alters the surface charge of macromo-
lecules and can thereby reduce or change the preferred orien-
tation of particles, which can be an advantage if additional
views are needed. Analysis of cross-linked samples by gel
electrophoresis and SEC is important to validate and purify
the correct molecular weight species. Alternatively, cross-
linking methods, involving glycerol/cross-linker gradient cen-
trifugation [21], or ‘on-column’ glutaraldehyde cross-linking
during SEC runs [22] have been shown to be effective at
enriching for specific cross-linked complexes for single-
particle EM. While these methods are beneficial for improv-
ing overall homogeneity or trapping specific conformations,

the results need to be analyzed with caution for potential
cross-linking artifacts while it is also important to show that
the stabilized conformation occurs in the native sample. In
addition, 3D EM reconstructions of cross-linked complexes
may be limited to more modest resolutions (8–15 Å) [23–25]
most likely due to variability in the cross-linked sites between
particles or the persistence of flexibility among the targets.

EM visualization as an analytical tool to evaluate the
effect of different biochemical conditions and purification
approaches is an extremely useful component of the sample
optimization process (Fig. 2). This is ideally achieved by
negative-stain EM, which can often allow for more immedi-
ate results compared with cryo-EM. Due to the higher con-
trast provided by the heavy metal stain, the overall
homogeneity of the sample and features of the individual
particles can often be assessed with only a few images.
Detailed methods describing the negative-stain procedure
are available [13,14,26]. While many stains have been used
in the field, for macromolecules smaller than 500 kDa
uranyl formate is an ideal choice due to its fine granularity
that allows for improved stain penetration and excellent
contrast compared with other stains [27]. Although uranyl
stains are acidic (the pH of uranyl formate stain is adjusted
to 5.0–5.5 before use), they have a beneficial rapid fixative
effect before the negative stain preparation dehydrates and
compresses the particle [28]. Alternatively, neutral stains
such as vanadate and molybdate stains can also be used and
compared with uranyl formate. Care should be taken to
obtain the appropriate stain thickness, optimally as thick as
the particle diameter, in order to obtain full stain embed-
ding and produce well-defined particle projections.

For cryo-EM, a small amount of sample is applied on a
holey carbon-coated grid, which is then plunge-frozen in
liquid ethane. With this method, developed in the 1980s by
Dubochet et al. [29], the water molecules freeze rapidly to
form vitreous ice while preserving the sample fully hydrated
in a buffer of choice. As with negative staining, several
reviews are available for preparing samples by plunge-
freezing techniques [30,31]. Optimization in order to
minimize artifacts, such as crystalline ice and surface con-
tamination, and to achieve thin ice with low background
noise and evenly spread, intact particles is critical for
imaging. Sample concentrations are typically around 10-fold
higher compared with negative-stain preparations, but prefer-
ential absorption onto the surrounding carbon support and
potential denaturation or aggregation at the air–water inter-
face can add significant variability. The proximity of the
air–water interface can also lead to preferred orientations
of the particles, which hinders structure determination.
The inclusion of detergents at low concentrations (below the
CMC), or, more recently, amphipathic polymers (amphipols),
has been shown to improve particle orientation in thin
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ice [10,32]. The addition of additives such as detergents,
however, can increase the background scattering and reduce
contrast.

Initial stages of single-particle EM data

analysis and the need for classification

Negative-stain EM, besides its validity as a simple and high-
contrast technique for assessing the sample quality, offers

additional advantages during preliminary structural charac-
terization. The carbon support of the EM grids used for
negative staining often imposes preferred particle orienta-
tions, which is particularly useful when seeking to obtain
additional insights into the sample during initial stages of
characterization. This is accomplished with the application
of 2D classification, a very important projection sorting
process for both negative-stain EM and cryo-EM analysis.
With 2D classification, particle projections are aligned and

Fig. 2. Overview of sample optimization and analysis for cryo-EM. For many samples iterative processes are necessary for

obtaining a structure, improving resolution, identifying conformations or validating structural models. Following purification,

initial negative-stain EM screening can provide a check-point regarding the suitability of the specimen for cryo-EM studies.

Evaluation of samples as heterogeneous or unstable should lead to the redesign of constructs, buffer conditions and purification

strategies to facilitate improvement. Significant computational analysis is required throughout EM steps for 2D/3D classification

and map refinement. Following an initial cryo-EM characterization, additional construct designs or biochemical conditions are

often necessary to probe conformational changes under different biochemical sates (e.g. inactive or activated enzymes or

receptors) or validate domain localization in maps at intermediate to low-resolution.
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grouped based on their similarity and are subsequently used
to calculate 2D averages for each group. 2D classification
procedures are typically based on K-means clustering, a
widely applicable methodology for identifying variations in
a population [33]. In the process of 2D classification for
single-particle EM analysis, every particle image is aligned,
compared and classified according to its agreement against a
number of templates [34]. In the first step the templates can be
randomly selected particle projections from the dataset, and
thus the process can be free of externally specified references.
After the first clustering iteration, the group of particles in
each class is used to calculate an average image, and all
averages serve as the new templates for comparing every par-
ticle projection in the next iteration of the process. The
improved signal present in the averages will gradually improve
particle classification and the resulting class averages, and the
process will be iterated until the partitioning is stable. While
most programs include a variation in the 2D clustering rou-
tines, the recently developed Iterative Stable Alignment and
Classification (ISAC) procedure in SPARX includes several
validation steps that result in reliable classification and repro-
ducible averages [35]. The limited particle orientations often
present in negatively stained preparations make it more
straightforward to compare features of particle averages from
the same orientation in order to evaluate compositional homo-
geneity or regional flexibility [14]. Therefore, a relatively quick
2D classification and averaging of negatively stained samples
can be used as a robust quality control test before attempting
more sophisticated cryo-EM experiments.

As with 2D classification, the often assumed preferred
orientation of negatively stained particles can be an advan-
tage for the application of geometrically constrained 3D
reconstruction approaches involving tilt pair images, such
as the most commonly used random conical tilt (RCT)
technique [36] or the recently proposed orthogonal tilt
reconstruction (OTR) method [37]. With these techniques,
particle projections categorized in a single class can be used
to obtain a low-resolution 3D reconstruction. The ability to
compare multiple independent 3D maps from similar views
of the molecule can facilitate a more straightforward assess-
ment of stable or variable features in the particle. Consider-
ing that the resolution of 3D reconstructions obtained with
negatively stained samples is limited to ∼20 Å, the missing
information due to the limits in EM stage tilting is of less
concern, though attention should be given to the extent of
particle collapse due to drying of the specimen [13,14].
Nevertheless, the advantage of obtaining multiple geomet-
rically constrained, and thus robust 3D reconstructions
from preferentially oriented negatively stained particles lies
in the ability to confidently deduce large-scale compos-
itional and conformational variations that may inform
further structural work.

Cryo-EM analysis

The recent development of direct electron detectors has led
to a remarkable improvement in the quality of recorded

cryo-EM images. These detectors can record high-resolution

data with superior signal-to-noise ratio compared with film

or CCD cameras [38–40]. Importantly, the high sensitivity

and speed of the detectors allow the recording of many con-

secutive low-dose ‘movie’ frames instead of a single frame,

with the total electron dose fractionated over several

seconds of recording [41,42]. This feature makes it possible

to effectively correct for beam-induced motion and speci-

men drift encountered during image acquisition, which

results in blurring and loss of high-resolution information.

The individual movie frames can be aligned to each other to

correct for the drift and summed to generate a single, total

dose image that is used for extracting the individual parti-

cles. Additionally, individual image frames that are of poor

quality, due to high drift and/or cumulative electron dose,

can be removed at various stages of the refinement to

improve resolution.
A prerequisite for any step in single-particle EM analysis,

whether 2D averaging or 3D reconstruction, is the correction
of the raw images for an electron-optical shortcoming termed
contrast transfer function (CTF) [43]. The CTF modulates
the phase and amplitude of the contrast in the recorded
image as a function of spatial frequency. Amongst other para-
meters, most of which are characteristic and well-defined for
each microscope, image modulation by the CTF depends on
the defocus value that is used to enhance phase contrast in
the images. Therefore, to determine the CTF and restore
images for its effects requires accurate determination of
defocus values for each image. CTF correction can be applied
in a fully automated or interactive fashion and is implemen-
ted as part of all the main software platforms for image pro-
cessing, such as SPIDER [44], EMAN2 [45], RELION [46],
FREALIGN [47], XMIPP [48] and SPARX [49].

Single-particle cryo-EM analysis and 3D reconstruction
involve a number of distinct steps of data processing (Fig. 3).
After collecting a sufficient number of good-quality cryo-EM
images, as judged by examination of the image power spec-
trum, a careful choice needs to be made in regards to particle
selection. Whereas different kinds of automated particle
selection programs work well for large complexes, such as
ribosomes or the proteasome, their application may be prob-
lematic for low-contrast images of complexes smaller than
300 kDa, leading to many falsely picked image regions. A
strategy that often works well is to manually select ∼5,000–
10,000 particle projections and generate class averages,
which can then be used as templates to guide the automated
particle extraction routine [50,51]. In any case, a consider-
able user effort is usually needed for interactive examination
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of selected projections and the elimination of false particles.
This is particularly important because including large
numbers of falsely selected particles in a dataset may com-
promise the effectiveness of 2D classification of the particle
projections. The unsupervised 2D classification routine, same
as outlined above for negative-stain EM, is a necessary step
that provides crucial information on the cryo-EM particle
dataset. The ability to obtain well-defined class averages from
a small dataset (∼5,000–10,000 projections) without any ref-
erence bias is usually a good indicator that the projections
can be properly aligned, often facilitating an accurate 3D
reconstruction. Another advantage is that the 2D classifica-
tion will serve as a second seeding step to remove projections
corresponding to false or damaged particles or a different
species that could not be removed by biochemical purifica-
tion. In addition, the classification will reveal whether there
are strong preferred orientations assumed by the particles in

the vitreous ice layer, which may significantly limit the
quality of a cryo-EM 3D reconstruction and needs to be dealt
with. Besides exploring biochemical conditions mentioned
earlier (e.g. different detergents), the visualization of the
specimen in slightly thicker vitreous ice may help improve the
availability of different particle orientations. Another alterna-
tive, if cryo-EM is performed on a high-end microscope with
very stable specimen stage, is to acquire additional images
after tilting the sample ∼30°–45°, thereby supplementing the
overall particle dataset with less frequent views.

Initial model generation

Well-defined 2D class averages representing several different
views of the particle can be used to generate an initial low-
resolution 3D reconstruction by back-projection. This ab
initio model generation attempt takes advantage of the

Fig. 3.Overview of steps for the determination of single-particle cryo-EM 3D reconstructions. Cryo-EM images are acquired and individual

particles are extracted manually or with automation, ideally followed by user examination to exclude falsely picked projections. The

particle projections are subjected to 2D classification and averaging, aiming to group the projections according to their similarity. An

initial 3D model may be generated ab initio using class averages representing different particle orientations, by geometrically constrained

3D reconstruction methods such as by RCT, or by utilizing available structural information. The initial 3D model can serve as a reference

for 3D classification of the data, a useful step for identifying distinct conformations or macromolecular compositions. The 3D

classification also facilitates identification of particle subsets that are amenable to higher resolution refinement. Depending on the

achieved resolution, the final maps can be used for de novo structure building or the modeling of available structures based on various

criteria.
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higher signal-to-noise ratio present in the class averages and
follows the so-called common lines approach, as first imple-
mented with 3D reconstruction by ‘angular reconstitution’
in IMAGIC [52]. The ‘common lines’ method aims to iden-
tify where pairs of projections intersect and to assign them
angular orientations for the back-projection operation. In
an iterative fashion, the experimental averages will then be
compared with re-projections of the model, be assigned new
orientations, and combined to create a new 3D model until
the solution converges. There are different implementations
of this routine in various image-processing programs. In our
recent experience, the VIPER algorithm in SPARX has
proven to be a robust method for the calculation of a first
model from class averages as it incorporates critical valid-
ation steps [53]. However, especially in the case of small
and asymmetric complexes with limited features for projec-
tion alignment, ab initio model generation may not deliver
reliable solutions. In those cases it would be useful to obtain
a first model from negatively stained sample using a geomet-
rically constrained 3D reconstruction approach, such as the
RCT method mentioned earlier [36]. Another option might
be to create informed models from complete or even partial
crystal structures if available. Especially in the case of small
complexes the establishment of a first model that closely
approximates the true structure is very important for further
3D reconstruction steps toward higher resolution. While
projections of relatively large complexes can converge to
the right architecture even by employing a starting model
with very different shape, the limited features of complexes
smaller than 300 kDa make it challenging to avoid getting
trapped in local minima and to overcome reference bias. It is
therefore useful to validate the obtained low-resolution
model. This should be done in at least a few of several ways,
such as by comparing results across different ab initio recon-
struction programs, employing different starting references
to test whether the refinement converges to the same overall
architecture (see, for example, [54]), applying tilt pair par-
ameter tests [55], comparing model re-projections with ref-
erence free averages, examining the regional correspondence
with the shape of available crystal structures, and including
invariably some common sense.

3D Classification

Prior to the refinement of a cryo-EM reconstruction, the
particle projections can be further classified with 3D classifi-
cation routines that attempt to iteratively categorize the
particles according to their similarities with one or multiple
references (Fig. 3). Essentially, 3D classification aims to dif-
ferentiate between different views and different conforma-
tions of the particle, thereby producing projection subsets
reflecting the different conformational sates. The process

may employ a single or multiple reference models that
supervise the initial partitioning of projections. A more
recent variation of 3D clustering incorporates a maximum
likelihood approach [56], which integrates over probability
distributions for particle categorization, and is currently
implemented in RELION [46] and FREALIGN [47]. In
general, the 3D classification step can be useful for identifying
dataset subpopulations that can facilitate high-resolution
structure calculation, or exhibit a unique structural conform-
ation of the macromolecule, or are simply of much lower
quality, necessitating removal prior to high-resolution struc-
ture refinement. Again, the effectiveness of 3D classification
is limited in the case of relatively small particles, and care
must be taken to avoid producing erroneous results. In add-
ition, the process should be executed with variable numbers
of classes in an effort to test consistency and identify low
occupancy particle categories that might otherwise get lost
within other dominant classes. The number of projections
needed to successfully tackle the variability in the particle
ensemble depends on many factors, including the size and
features of the target particle, the scale of the variability
(large or small changes) and the number of different states. It
is not uncommon to assemble datasets in excess of 300,000
projections in order to effectively deal with structural or
compositional heterogeneity [57–59]. A key parameter for
defining the required size for a dataset is whether the number
of particles in a given state is high enough to facilitate a
reconstruction with the desired resolution, assuming of
course that this resolution signal is available in the raw data.
It is currently the case for direct detector imaging that
near-atomic resolution 3D reconstructions of asymmetric
particles require a final dataset in the range of ∼50,000–
150,000 projections (see, for example, [58,60]).

Cryo-EM structure refinement

Provided that a homogeneous particle subset has been defined
and a starting reference model is available, the next step is the
actual refinement of the structure (Fig. 3). In this process, the
angular and translational positioning of a particle projection is
iteratively refined through comparison to re-projections of the
3D map calculated in the previous step. Structure refinement
can be executed using the entire particle dataset or after split-
ting it into two independent halves followed by independent
refinement and comparison of the ‘half’ reconstructions. In
either case, it is usually a good practice to refine cryo-EM
structures with a resolution limited approach, in an effort to
avoid excess noise build-up in the structure through noise
fitting and to be able to define resolution more accurately [61].
Such approaches would include filtering the resulting 3D
model from each round according to its resolution estimation
before being used as a reference for the next round of
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refinement and also limiting the resolution of refinement of the
raw projections. Resolution estimates can be obtained through
Fourier shell correlation comparisons between two ‘half’maps
[62], where each map is generated from half the dataset projec-
tions refined together or independently of the other half [63].
The resolution numbers usually reported come from the
overall map and provide no indication of local resolution,
which can vary significantly depending on the positional
stability of the corresponding segment. This characteristic is
pronounced in cryo-EM as central densities are usually more
stable and better defined compared to flexible peripheral dens-
ities in solution. Therefore, it is useful to estimate local reso-
lution, such as with programs like ResMap [64], and also
carefully examine and compare the map quality to provide a
justified interpretation of features. It is also important to note
that the alignment of cryo-EM projections against a reference
map is dominated by the larger and more stable portion of the
complex, leading to lower resolution for sub-regions assuming
different relative conformations. In such cases, it is often
possible to focus the refinement on the flexible portion by
masking out the density of the larger stable region in the refer-
ence map [59,65] or even in the aligned projections. This strat-
egy requires that the density of the target area is adequate for
facilitating accurate alignment on its own, such as, for
example, in the case of the small ribosomal subunit that can
assume different ratcheting configurations in relation to the
large subunit [66].

In the case of direct electron detector movie data, par-
ticularly when the resolution of the refined map is higher
than ∼6 Å, further improvement may be achieved through
the alignment of the movie frames for each individual par-
ticle [67]. This leads to better summed particle projections
that can contribute higher resolution information towards
the 3D map. Furthermore, this process can be coupled with
different types of weighting of the sub-frames according to
their signal-to-noise ratio and a model for resolution-
dependent radiation damage [68]. These routines, though
computationally demanding, have recently enabled final 3D
maps with overall resolution improvements that may be crit-
ical for the interpretation of particular regions of interest. It
should also be noted that when such weighted projections
have been obtained, it might be useful to repeat previous
classification steps aiming at improving 2D and 3D particle
partitioning.

3Dmap interpretation

The interpretation of a cryo-EM 3D map is inherently
dependent on the resolution achieved for the reconstruction.
Resolutions of ∼15 Å are required to outline subunit bound-
aries within a map, better than 10 Å is needed to observe
rod-like densities corresponding to α-helices, ∼4 Å to trace

peptide backbone and closer to 3 Å to discern the side
chains for most amino-acids or resolve stacked bases for
double-stranded DNA or RNA (Fig. 4). Maps at near-
atomic resolution can be used directly to build and refine
atomic models with approaches that are largely established
for X-ray crystallography. For maps with resolutions in the
range of 4.5–10 Å, the docking of available high-resolution
structures for individual domains can be invaluable for the
creation of pseudo-atomic models. The modeling is usually
performed computationally and aims to identify and optimize
the positioning of the structure model within the map, either
as a rigid body [70] or through different extents of flexible
fitting. Computational methods for flexible fitting are particu-
larly important for intermediate resolution maps with distinct
secondary structure features and can be very useful for the
identification of important interfaces. Flexible docking opera-
tions are accomplished primarily through variations of either
normal modes flexible fitting (NMFF) [71,72] or molecular
dynamics flexible fitting (MDFF) [73,74]. NMFF is driven by
correlation optimization of the model against the 3D map,
whereas in MDFF the Coulomb potentials of the 3D map are
described as an additional force field driving the MD simula-
tion. The development of these approaches brought very
valuable insights to molecular transitions associated with
function. However, flexible-docking routines should be con-
trolled by strict constraints depending on the resolution of the
map, with higher constraints employed for lower-resolution
maps [75]. These conditions can ensure that the results are
not prone to overfitting and are conservatively interpreted.

While obtaining high-resolution cryo-EM maps is always
the objective, it is often the case that a complex under investi-
gation might prove refractory to structure characterization at a
resolution better than 10 Å. Such limits may be posed due to
the absence of enough features to facilitate accurate alignment
of projections, as is the case with small particles, or due to
extended conformational and compositional variability in the
particle population. However, low-resolution maps can often
be very informative, especially in the case of previously
uncharacterized macromolecular complexes [69,76,77]. The
interpretation of a low-resolution map can be challenging,
particularly in the absence of known crystal structures. To this
end, modifying the macromolecular complex in order to test
predictions about the location of individual components is
critical for developing structural models. Peripheral subunit
localization can be achieved by performing subunit deletion or
depletion experiments, assuming that this does not comprom-
ise the integrity of the macromolecular complex [78]. For
macromolecules that have few subunits or are easily destabi-
lized, the use of protein tags can be very useful for localizing
specific domains. Soluble, structurally defined proteins, such
as SH3 domain [79], green fluorescent protein (GFP) [80],
maltose binding protein (MBP) [81] or T4 lysozyme [77] can
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be added to the N- or C-terminus or between domain bound-
aries. Similarly, biotinylation of specific residues can be used
to decorate a particle with monomeric avidin [82]. By com-
parison with the untagged complex in 2D projection averages
or 3D reconstructions, ideally through the use of difference
maps, the density corresponding to the additional proteins is
identified. Flexibility of the protein tag can be problematic,
and thus limiting the linker length or truncating the target
protein may be necessary.

Antibody labeling is another approach for localizing spe-
cific regions of a protein complex. This is ideally achieved
through the use of a monovalent fragment antigen-binding
(Fab) region, isolated by papain digestion of a preferably
monoclonal antibody. Due to the high-affinity of the
antigen-binding site, the inclusion of Fab fragments may
increase complex stability and improve 2D projection align-
ments for reconstructions of small complexes [83]. Small
gold clusters, such as 1.4 nm Nanogold (Nanoprobes) deri-
vatized with Ni-NTA, Fab or cross-linker for protein attach-
ment can also enable domain localization [84]. However,
gold labeling may be less ideal for 2D classification or 3D

reconstruction purposes because its high scattering power
may negatively affect the alignment of projections as well as
mask the protein densities. It should be emphasized that the
interpretation of low-resolution maps requires the orthog-
onal integration of various types of data (biochemical or
biophysical) that will enable the creation of testable models
for the target complexes. To this end, chemical cross-linking
can be coupled with EM structural analysis and combined
with mass spectrometry to identify neighboring intermo-
lecular sites in a complex [85,86]. Distance constraints,
based on the length of the cross-linker, are applied and used
to refine models as a powerful first step in localizing specific
protein regions [22].

Thoughts and future perspectives

Owing to steady developments over the last 20 years, and
recently propelled by breakthroughs in image acquisition
hardware, single-particle cryo-EM has been elevated to a
major tool for structure determination alongside X-ray crys-
tallography and NMR. The methodology is particularly

Fig. 4. Molecular modeling at different resolution ranges. (a) Low resolution maps (10–30 Å), e.g. from a nitric oxide synthase (NOS)

complex [69], can be used to dock large domains or protomer subunits and often require significant additional biochemical or structural

information to provide constraints and validate fitting. (b) Intermediate resolution 3D reconstructions (5–10 Å), such as the one shown for

a polyketide synthase (PKS) module [54], identify secondary structure elements, like α-helices, and subdomain densities that are reliably

docked within the density map. Structure docking in this resolution range may benefit from flexible fitting procedures to identify novel

conformational arrangements. (c) High-resolution maps (<4 Å), such as from a 70S ribosome (unpublished data), resolve backbone and

side-chain densities, enabling de novo structure building.
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powerful for relatively large, multi-component macromol-
ecular complexes that can now be characterized at high
resolution. Near-atomic resolution reconstructions have
also been obtained in cases of complexes as small as 200–
300 kDa [10,58], although the results in this size category
may vary depending on whether the particle geometry
and features can facilitate accurate projection alignment.
However, even low-resolution reconstructions combined
with data from other techniques to produce testable models
can also be very informative in the process of characterizing
challenging complexes. This becomes all the more import-
ant, considering that this process necessitates a stepwise and
often iterative approach that gradually identifies specific
issues that need to be resolved in order to obtain a high-
resolution structure. Furthermore, even though conform-
ational variability poses challenges for high-resolution
cryo-EM, especially for smaller targets, visualizing this vari-
ability is crucial for understanding large-scale dynamics
that often underlie biological mechanisms. Such dynamics
would include inherent flexibility of certain regions or
precise structural rearrangements involving two or more
biochemical states, such as those defining the steps of a cata-
lytic mechanism [54,87]. Thus, such information would
provide valuable insights on how components interact in the
system, even in the absence of high-resolution information.
It is perhaps this characteristic of providing both the archi-
tecture but also dynamics from the same sample population
that elevates single-particle cryo-EM to a unique biophysical
methodology for the characterization of biological mechan-
isms. Whether it is a simple negative-stain EM experiment
to evaluate the quality of the biochemical preparation or
a sophisticated cryo-EM analysis yielding near-atomic
resolution, single-particle EM provides a comprehensive
toolbox for various types of sample characterization.

The current realization of the advantages of this power-
ful, multipronged approach is already attracting more
researchers into applying various levels of single-particle
EM analysis. As the procedures become more standardized,
the technique will become increasingly accessible, enhancing
the research of not only the structural biologist but also the
cell biologist or biochemist. Consequently, there is an
intense need for additional EM instrumentation resources,
which should be satisfied by both institutional and national
centers, with the latter providing perhaps higher end instru-
mentation for established projects and also advice on
sophisticated applications. This also underlines the need for
more formal training and workshops in single-particle EM,
in an effort to provide a solid and systematic background
for the application toward the non-expert. Nevertheless, it is
important to note that recognizing problems in cryo-EM
analysis is not always straightforward and expert advice is
highly recommended for any type of project.

Notwithstanding these challenges, the widespread interest
in single-particle EM will accelerate further method develop-
ment and user-friendly solutions tailored to different kinds of
experimental needs. The next generation of direct electron
detectors is expected to provide even higher signal-to-noise,
which will enable the calculation of high-resolution recon-
structions from smaller datasets and more robust classification
of different particle populations. Importantly, the improved
detectors will enable high-quality cryo-EM 3D reconstructions
for smaller complexes. In the same direction, the rapidly devel-
oping phase plate technology for recording cryo-EM images
will provide an additional tool for recording high-contrast
images of relatively small macromolecules [88,89]. In regards
to cryo-EM grid preparation, there is clearly a need to develop
trouble-shooting procedures and systematically screen the con-
ditions or chemical reagents for improving the dispersion of
macromolecules within the holey grids and increase the effi-
ciency of data collection. Along the same lines, the develop-
ment of different types of grids and specimen supports [90,91]
is expected to reduce the number of failed attempts and
improve the quality of data recorded. Finally, there will con-
tinue to be significant improvements in the analysis software,
with more refined 2D and 3D classification tools to efficiently
address various levels of heterogeneity in the specimen and
lead to high-resolution reconstructions. Collectively, these
avenues will push the application of single-particle cryo-EM
to full maturity, expanding its repertoire in both width and
depth and rendering it more accessible and widely applicable.
However, the inherent character of biological complexes will
remain a limiting factor for single-particle cryo-EM—the
dynamic and flexible nature of macromolecules often requires
tailored approaches to resolve information at any resolution.
Therefore, as is the case for X-ray crystallography, extensive
biochemical control and protein engineering will also play an
increasingly important role for obtaining high-quality and
targeted structural information. In any case, modern single-
particle cryo-EM is unique in its ability to provide both high-
resolution structure determination as well as a characterization
of the conformational ensemble adopted by the biological
complexes under near-physiological conditions. This combin-
ation of information of both the structure and conformational
dynamics will lead to unprecedented insights into the molecu-
lar mechanisms underlying crucial biological processes.
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