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Living systems employ protein pattern formation to regulate important life pro-

cesses in space and time. Although pattern-forming protein networks have been

identified in various prokaryotes and eukaryotes, their systematic experimental

characterization is challenging owing to the complex environment of living

cells. In turn, cell-free systems are ideally suited for this goal, as they offer

defined molecular environments that can be precisely controlled and manipu-

lated. Towards revealing the molecular basis of protein pattern formation, we

outline two complementary approaches: the biochemical reverse engineering

of reconstituted networks and the de novo design, or forward engineering, of

artificial self-organizing systems. We first illustrate the reverse engineering

approach by the example of the Escherichia coli Min system, a model system

for protein self-organization based on the reversible and energy-dependent

interaction of the ATPase MinD and its activating protein MinE with a lipid

membrane. By reconstituting MinE mutants impaired in ATPase stimulation,

we demonstrate how large-scale Min protein patterns are modulated by MinE

activity and concentration. We then provide a perspective on the de novo

design of self-organizing protein networks. Tightly integrated reverse and for-

ward engineering approaches will be key to understanding and engineering the

intriguing phenomenon of protein pattern formation.

This article is part of the theme issue ‘Self-organization in cell biology’.
1. Introduction
Living systems accomplish remarkable feats when regulating themselves in

space and time. Across all scales, this exquisite regulation relies on biological

self-organization for spatiotemporal order to emerge against the thermodyn-

amic drive towards equilibrium. In self-organizing systems, nonlinear

interactions between components under out-of-equilibrium conditions give

rise to emergent phenomena that can exceed the spatial and temporal dimen-

sions of individual interactions by several orders of magnitude. In single

cells, nanometre-scale proteins self-organize via reaction–diffusion mechan-

isms into micrometre-scale patterns to regulate fundamental cellular

processes. For example, in eukaryotes the Cdc42 network establishes polarity

in budding yeast [1], Par proteins maintain polarity in the Caenorhabditis elegans
zygote [2] and F-actin/RhoA waves regulate animal cell cytokinesis [3]. Simi-

larly, bacteria rely on pattern-forming protein networks to organize their

intracellular space. Many of these systems are based on a P-loop NTPase of

the ParA/MinD-family, which can switch between a nucleoside diphosphate

(NDP)-bound ‘inactive’ and a nucleoside triphosphate (NTP)-bound ‘active’

state, allowing reversible binding to an intracellular surface such as a lipid

membrane or nucleoid DNA [4]. Such networks are vital for diverse intracellu-

lar processes, as exemplified by the MinCDE and PomXYZ systems regulating

cell division [5,6], the ParABS system regulating DNA and plasmid segregation

[7], or the FlhF/FlhG system determining the localization of flagella [8]. With a

small number of functional elements, which are often encoded in a modular

fashion on the same genetic operon, bacterial systems present an intriguing

opportunity to study protein pattern formation.
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Despite the identification of self-organizing protein

networks and pioneering theoretical studies on the generic

principles of protein pattern formation [9,10], experimental

characterization in live cells remains challenging, as per-

turbations are limited by the networks’ vital roles in

essential cellular processes. Furthermore, owing to their

inherent nonlinearity, reaction–diffusion networks are

highly sensitive to experimental conditions to a level that

can be difficult to control in vivo. By contrast, well-defined

chemical self-organizing networks, such as those of the

Belousov –Zhabotinsky reaction [11] or heterogeneous

CO oxidation on platinum surfaces [12], are now relatively

well understood because the conditions are readily amen-

able to systematic manipulation. Drawing inspiration

from such chemical systems suggests a practical and comp-

lementary approach to investigate pattern formation: the

reconstitution and design of minimal self-organizing

systems in controllable in vitro environments.

With highly defined, adjustable and reproducible

experimental conditions, in vitro systems are ideally

suited to address fundamental questions regarding protein

pattern formation. On a general level, what are the minimal

molecular requirements for self-organization and by which

mechanisms do small-scale interactions of biomolecules

give rise to large-scale spatiotemporal patterns? Although

mathematical approaches have established theoretical prin-

ciples, it is largely unclear how they are implemented on a

molecular level in real-life systems. Moreover, nature could

have evolved additional or even alternative strategies for

pattern formation. A related question is how the features

of a specific system’s components, such as the biochemical

and physical properties of self-organizing proteins, quanti-

tatively determine the system’s emergent properties. Here,

systematically characterizing how a system responds to

controlled perturbations, e.g. changes in the identity or

concentrations of the molecular players, can indicate why

reaction rates or diffusion coefficients are tuned in a certain

way. This could also shed light on how homologous

systems function in vastly different contexts. For example,

the Min system is found in both longitudinally and trans-

versally dividing bacteria [13,14] and it would be

intriguing to understand the molecular differences allow-

ing the system to function under its respective geometric

confines.

Two complementary approaches can be conceived to

address such questions. First, an identified self-organizing

network can be ‘reverse engineered’, whereby different

parts of the system are independently perturbed to infer

their function, from which a picture of the system’s under-

lying mechanisms may be pieced together. Alternatively, a

self-organizing system can be designed, or ‘forward engin-

eered’, from first principles. This more challenging

approach is capable of identifying truly general principles,

but still benefits greatly from prior information, from either

theoretical studies or well-understood natural systems. In

this article, we discuss both the reconstitution and design

of self-organizing networks. First, in the context of the

Escherichia coli Min system, we illustrate the reverse engin-

eering approach by characterizing the effects of altered

protein activity and concentration in a simple in vitro
system [15]. We then conclude by providing a perspective

on the de novo design of artificial pattern-forming protein

networks.
2. Reverse engineering protein pattern formation
with the reconstituted E. coli Min system

(a) The E. coli Min system—an archetypal model
system for protein self-organization

Among intracellular self-organizing systems, the E. coli
MinCDE system has been particularly fruitful for under-

standing the molecular basis of protein pattern formation

and is therefore a major model system for experimentalists

[15–19] and theoreticians [20–23] alike. In E. coli, the Min

system, together with the nucleoid occlusion mechanism

[24], positions the cytokinetic machinery at mid-cell to

ensure division of the bacterial mother cell into two equally

sized daughters [13]. MinC directly antagonizes assembly

of the early divisome protein FtsZ into a higher-order ring

structure that is central to cytokinesis [25–27]. In order to

specifically inhibit cell division at the poles but not at mid-

cell, MinC interacts with MinD, which together with MinE

oscillates from cell pole to cell pole, generating a time-

averaged inhibitory gradient with a minimum at mid-cell

[19]. In vitro reconstitution of purified Min proteins on model

membrane systems confirmed that, in the presence of ATP,

MinD and MinE are sufficient for Min protein self-organization

[15]. Furthermore, reconstitution experiments revealed a rich

variety of qualitatively different dynamics dependent on the

experimental conditions [15,28–32]. Whereas the biologically

relevant pole-to-pole oscillations and other geometry-dependent

dynamics emerge in microchambers with cell-like geometries

[30,32], a variety of different patterns emerge on flat supported

lipid bilayers (SLBs) [15,29]. Notably, while the reconstituted

Min system displays many of the properties of the in vivo
patterns, the patterns’ length scale is roughly tenfold higher in
vitro [15]. One of the most prominent patterns is that of travelling

waves, which emerge in the most basic experimental setup

conceivable to reconstitute Min protein dynamics: a flat sup-

ported lipid membrane and a bulk reservoir containing

purified MinD, MinE and ATP [15]. As the protein dynamics

in this system are not influenced by additional factors such as

geometric constraints [30–32] or hydrodynamic flow in the

bulk phase [29], this system presents an ideal starting point for

reverse engineering the Min system and thereby elucidating

essential requirements and multi-scale relationships of protein

pattern formation.

At the core of Min protein dynamics is the ATP-dependent

cycling of MinD and MinE between a lipid membrane and a

bulk phase (figure 1a). Upon exchanging ATP for ADP,

MinD dimerizes and binds cooperatively to the membrane

via a C-terminal amphipathic membrane targeting sequence

(MTS) [34–37]. As the affinity of a MinD monomer’s single

MTS is insufficient for membrane binding, ATP-dependent

dimerization acts as a molecular switch for membrane localiz-

ation by increasing the local concentration of the MTS

[34,35,37]. Whereas this switch occurs spontaneously upon

ATP binding, the opposing process—ATP hydrolysis and sub-

sequent membrane detachment—is facilitated by MinE, which

acts as an ATPase activating protein [35,38]. Upon sensing

membrane-bound MinD dimers, MinE undergoes a confor-

mational change that stabilizes its interaction with MinD via

release of a ‘contact helix’ [33,39]. Importantly, MinE can

also interact with the lipid membrane through an N-terminal

MTS [33]. In the membrane-bound MinDE complex, MinE

then stimulates MinD’s ATPase activity, resulting in
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Figure 1. Molecular interactions underlying Min protein dynamics. (a) Simplified scheme of MinD and MinE cycling between a bulk phase and a lipid membrane.
MinD binds to the membrane after exchanging ATP for ADP. It then recruits MinE, which, after undergoing a conformational change, forms a membrane-bound
complex with MinD. In this complex, MinE triggers detachment of MinD via stimulation of its ATPase activity. (b) Structure of the membrane-bound MinD – MinE
complex with MinD in green and MinE in blue (PDB: 3R9J), based on reference [33]. (c) Residues K19 and R21 in MinE’s contact helix interact with MinD via
hydrogen bonds, depicted as dashed lines.
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detachment of MinD and eventually MinE from the membrane

[33]. Thus, MinD and MinE have opposing roles in pattern for-

mation: while membrane-bound MinD recruits MinE as well

as—through its cooperative binding—further MinD to the

membrane, MinE acts as an antagonist to MinD by promoting

its depletion from the membrane.

It is well established that the opposing roles of MinD and

MinE are important for self-organization. However, as reac-

tion–diffusion systems are, in general, sensitive to even

small parameter changes, it is intriguing to go one step further

and ask how exactly large-scale Min protein patterns are influ-

enced by the molecular-scale properties of the proteins.

Recently, it was demonstrated that MinE’s membrane affinity

is an important modulatory parameter for large-scale Min

protein patterns [29,40]. However, the effects of the Min pro-

teins’ other biochemical features, such as enzymatic rates,

interaction affinities and conformational dynamics on pattern

formation remain mysterious. By reverse engineering the

Min system via mutagenesis, the contributions of such factors

can be systematically dissected. In the long term, this approach

promises to answer the following questions. First, which bio-

chemical activities are strictly required for pattern formation?

Second, which activities are non-essential but serve as impor-

tant modulatory parameters? Last, how exactly do such

activities regulate patterns, both individually and coupled

with other factors such as protein concentration?

(b) Modulation of Min protein patterns by MinE activity
and concentration

Here, we exemplify the reverse engineering approach to

protein self-organization by investigating how the degree of
MinD ATPase stimulation regulates large-scale Min protein

patterns. It is generally established that MinE’s stimulation

of MinD’s ATPase rate is a key step for Min protein pattern

formation [38]. Furthermore, the wavelength and velocity of

Min waves were shown to depend on the MinE/MinD con-

centration ratio [15,17,29]. However, it is unknown how

exactly Min protein patterns are affected if the level of

ATPase stimulation is decreased.

MinE interacts with MinD via a contact helix formed by

residues 13–26 (figure 1b) [33]. Several residues, including

K19 and the highly conserved R21, form hydrogen bonds

with MinD (figure 1c) and mutations in these residues can

compromise the MinD–MinE interaction [33,38,41]. To dis-

sect the effects of reduced MinD ATPase stimulation by

MinE, we investigated pattern formation by two mutant pro-

teins, MinE K19Q and MinE R21A, that have been shown to

be impaired in MinD ATPase stimulation [38,41]. While MinE

R21A was incapable of significant ATPase stimulation, MinE

K19Q was reported to increase MinD’s ATPase rate, albeit at

lower levels than the wild-type (WT) [38,41]. We confirmed

the effects of these mutations by assaying MinD’s ATPase

activity in the presence of MinE and liposomes (figure 2a).

We then reconstituted MinE WT or mutant proteins together

with MinD on flat SLBs (figure 2b) and investigated pattern

formation by confocal microscopy (figure 2c).

At low MinE/MinD ratios, where WT MinE supported

Min protein self-organization, both MinE K19Q and R21A

were incapable of symmetry breaking and pattern formation

(figure 2c). Instead, MinD homogeneously covered the mem-

brane in a protein ‘carpet’, similar to when MinE is absent in

the assay [15]. We then tested whether pattern formation

could be rescued at higher MinE mutant levels by increasing
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Figure 2. Modulation of large-scale Min protein patterns by MinE activity and concentration. (a) ATPase stimulation assay with WT MinE and MinE K19Q and R21A
using 4 mM MinD, 4 mM MinE and 0.2 mg ml21 small unilamellar vesicles made of E. coli polar lipids. Error bars represent standard deviations (N ¼ 3). (b)
Schematic of the self-organization assay on flat SLBs. (c) Confocal images of the self-organization assay at different MinE concentrations with MinD constant at
1 mM with 20% eGFP-MinD. Scale bars, 50 mm. Dependence of the mean wavelength (d ) and velocity (e) of WT and K19Q waves on MinE concentration
(MinD at 1 mM). Error bars represent standard deviations (N � 7 waves from three independent experiments).
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the MinE concentration while keeping MinD constant at

1 mM (figure 2c). MinE R21A was unable to generate Min

protein patterns even at high MinE/MinD ratios, consistent

with its reported inability to stimulate MinD’s enzymatic

activity even at elevated concentrations [41]. This confirms

that MinD ATPase stimulation by MinE is an essential

requirement for pattern formation and explains the high con-

servation of the R21 residue [41]. In contrast to MinE R21A,

Min protein patterns emerged at elevated concentrations of

MinE K19Q (figure 2c), consistent with the reported rescue

of WT-like ATPase stimulation at higher mutant concen-

trations [38]. Strikingly, while the mutant protein patterns

required a higher MinE/MinD ratio, they also tolerated a
higher excess of MinE relative to MinD. This emergence of

Min protein patterns in a limited concentration range can

be understood by considering MinE’s functional role of

antagonizing MinD accumulation on the membrane. When

MinE’s activity or concentration is too low, MinE’s antagon-

ism towards MinD is too weak to allow symmetry

breaking, which results in a homogeneous distribution of

MinD on the membrane. In turn, if MinE’s antagonistic

activity is too strong, MinD cannot accumulate effectively

on the bilayer, resulting in uniform depletion of MinD from

the membrane.

Finally, we compared the wavelength and velocity of the

wave patterns formed by WT MinE and MinE K19Q



Table 1. Key feature comparison between reverse and forward engineering strategies.

reverse engineering forward engineering

findings may be limited to specific context (e.g. model organism) abstraction enables broader context, testing of key principles

dissect:

molecular interactions

enzymatic activity

kinetics

design:

modular functions

network topologies

connectivity

natural systems artificial systems (de novo)

perturb complex systems (top-down) build-up complexity (bottom-up)

outcome of historical evolution explore alternative outcomes

problem of cross-talk bio-orthogonal systems
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(figure 2d,e). At relatively low MinE concentrations, the K19Q

mutant displayed a significantly higher wavelength and

lower velocity than WT MinE (figure 2d,e), consistent with

a slower oscillation period observed for this mutant in vivo
[38]. With increasing MinE concentration, the wavelength

decreased and the velocity increased for both proteins

(figure 2d,e), in agreement with earlier studies of WT MinE

[15]. In this way, the wave properties displayed by WT

MinE at low concentrations could be rescued by elevating

the mutant’s concentration. While the K19Q mutant stimu-

lated MinD’s ATPase activity to around 50% of the WT’s

level at the tested concentrations (figure 2a), the mutant con-

centration had to be increased by roughly one order of

magnitude to rescue the behaviour observed with lower con-

centrations of WT MinE on SLBs (figure 2c–e). This can be

explained with the observation that MinE’s stimulation of

MinD’s ATPase activity follows a higher-order concentration

dependency [29].

In summary, Min protein patterns form in a characteristic

concentration range that can be modulated by mutation.

Furthermore, the spatiotemporal properties of Min protein

patterns are determined by both MinE concentration and

activity. This interplay also suggests two complementary

ways in which Min protein patterns may be tuneable

in vivo. On the time scale of cell growth and division, bacteria

could transiently adjust the MinE concentration ratio to

change the spatiotemporal properties of Min patterns. In

turn, on the evolutionary time scale, a similar but inheritable

effect on the patterns is possible by adjusting the effective

ATPase rate via mutation.

Of course, elucidating the complete set of biochemical

determinants of Min protein pattern formation requires the

comprehensive characterization of all molecular processes

implicated in self-organization, and here we have merely

illustrated our approach towards this end. Besides reaction

and binding rates, the mobility of proteins in solution and

on the membrane could be another important factor for mod-

ulating the patterns. A first step towards characterizing this

parameter was taken by Martos et al., who compared Min

waves on supported and free-standing membranes [42].

This revealed that the patterns’ wavelength and velocity are

increased on free-standing membranes, whose higher fluidity

is associated with a higher protein diffusivity on the mem-

brane [42]. Future protein engineering efforts could address

the mobility of MinD and MinE individually, which may
reveal further insights into the effect of protein mobility.

Besides protein features, the geometric boundary conditions

also influence Min protein patterns [18,30,32]. Thus, it is intri-

guing to speculate that changes in primary sequence can

adapt the Min system to function in different geometries. In

the long term, reverse engineering the Min system could

yield a multi-dimensional ‘phase diagram’ of the various fac-

tors influencing pattern formation. This would uncover

important multi-scale dependencies between the properties

of nanometre-scale proteins and micrometre-scale patterns.

Finally, such relationships would also allow ‘educated

guesses’ on how to design a biochemical pattern-forming

system with desirable properties.
3. Forward engineering: towards protein pattern
formation by design

Forward engineering comprises the establishment of a high-

level design upon which complexity can be built. In biology,

this approach has become increasingly adopted through the

emergence of ‘synthetic’ biology, which seeks to establish

frameworks for designing biological systems with pre-

defined properties [43]. Such strategies require sets of

parts or modules that can be assembled into new systems

at some level of abstraction from their underlying proper-

ties. Ideally, there should exist mechanisms or models

whereby any assembly of components can achieve a

predictable outcome.

While reverse engineering—perturbing existing complex

systems to pick apart their underlying mechanisms—is the

predominant investigational approach in biology, forward

engineering offers unique benefits. First, by identifying

key principles that are broadly applicable owing to abstrac-

tion from specific species, contexts or evolutionary

outcomes, theories can be definitively tested through exper-

iment. Second, it offers great potential in terms of

engineering non-natural systems and subsequent industrial

applications. Key characteristics for both strategies are

summarized in table 1.

The forward engineering approach is exemplified by

one of synthetic biology’s most ambitious goals: the

bottom-up synthesis of an ‘artificial cell’ or ‘proto-cell’

capable of basic life functions such as metabolism, division

and evolution [44]. Systems capable of spatiotemporal
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self-organization will play important roles in the realiz-

ation of these goals. At a more fundamental level, the

application of forward engineering to pattern formation

is highly attractive, as complex spatiotemporal behaviours

can arise from the interaction of only a few components.

However, it is also challenging owing to the necessary

nonlinear dependencies that make such systems highly

sensitive to their parameters. In the remainder of this

paper, we consider the prospects for forward engineering

complex pattern formation in the context of examples

where similar approaches have successfully been applied

in vitro and in vivo.

(a) Prospects for forward engineering biomolecular
pattern formation

It is important to note that with forward engineering, there is

significant latitude in the manner in which mimicking systems

can be constructed. For example, there are now multiple

examples of membrane-spanning pores constructed of DNA

[45–47] that mimic natural ion channel and pore-forming

toxin proteins. Despite their radically different construction,

they nonetheless successfully mimic key biological phenomena.

Heavily artificial systems can still offer significant mechanistic

insight, aside from their inherent potential for non-natural

applications. We therefore begin with a few examples of more

‘unnatural’ systems before concluding with a consideration of

protein-based systems operating in vivo.

Given the facile ‘programmability’ of synthetic nucleic

acids and the advantages of cell-free systems, as discussed

above, it is not surprising that many forward engineering

approaches towards biomolecular pattern formation have

been pursued in vitro using polynucleotides rather than

proteins. Building on the utility of inorganic chemical reac-

tion networks (CRNs) capable of spatiotemporal self-

organization, CRNs using biochemical components have

recently begun to be developed (biochemical reaction
networks, BRNs) [48]. These often use DNA in combination

with DNA-processing enzymes such as polymerases,

nickases and exonucleases. Most examples exhibit temporal

behaviours such as bistability or oscillations under batch or

stirred conditions [49] and are well reviewed by van Roekel

et al. [48].

Of particular relevance to our comparison of the Min

system is the work of Padirac et al. [50]. The authors used a

DNA-based system of oligonucleotides, polymerase, exonu-

clease and nickase. The system was designed to exhibit a

‘predator–prey’ mechanism that has been theoretically

proposed to exhibit oscillations. Remarkably, when reconsti-

tuted into unstirred closed reactors, this reaction network

produced travelling waves and spirals (figure 3a) [50].

Similarly, cell-free transcription–translation systems, in com-

bination with immobilization or compartmentalization

techniques, have been used to produce spatial phenomena,

such as gradients and moving fronts of gene expression, or

spatial patterns emulating those occurring during Drosophila
development [52–55].

These studies demonstrate the possibility of de novo sys-

tems capable of complex spatiotemporal pattern formation.

Pleasingly, they have also shown reasonable agreement

with theoretical models, or have been successfully

guided by modelling and simulation [50,51,53–55]. It

seems likely that DNA-based reaction networks will

remain attractive for further studies, owing to their greater

programmability compared with the inherent difficulties

of protein engineering. Nevertheless, the Min system

suggests that spatiotemporal patterns can emerge from

only two proteins that reversibly associate with a lipid

membrane in an energy-dependent fashion [15]. Synthetic

protein pattern formation might therefore be built with sig-

nificantly fewer components and without the requirement

of synthesis and degradation reactions, as compared with

most approaches based on gene expression or DNA

circuits.
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The most promising example of forward engineering

applied to the self-organization of proteins so far focuses

on the more elementary case of cellular polarization. Chau

et al. constructed and tested synthetic regulatory networks

of different topologies in yeast to systematically investigate

and engineer the symmetry breaking process underlying cel-

lular polarization [51]. Symmetry breaking is a basic

requirement for both self-organized pattern formation and

polarization. Theoretical work has established the role of

local positive feedback and global inhibition as key to such

processes [10,56,57]. Chau et al. began by using a coarse-

grained computational model to explore all possible

networks formed by positive feedback, mutual inhibition

and inhibition with positive feedback motifs. They then

constructed and tested these networks in Saccharomyces
cerevisiae using chimeric proteins that regulated the density

of phosphatidylinositol(3,4,5)-trisphosphate (PIP3) in the

cell membrane (figure 3b). While each motif on its own

was capable of weakly polarizing PIP3 under a narrow

range of conditions, topologies that combined motifs pro-

duced significantly more robust and long-lasting

polarization [51].

One of the most attractive aspects of the study of Chau

et al. is the complementary use of computational modelling,

albeit at quite a high level of abstraction. With further devel-

opment, one could imagine a virtuous engineering cycle

where the outcomes of systematic reverse engineering studies

could be used to parameterize increasingly detailed models

that could then be built and tested. In vitro reconstitution

experiments, as exemplified earlier, would be a rich source

of parametric data. Such a strategy would hopefully lead to

a convergence of the two engineering approaches, arriving

at, for example, a clearly elucidated connection between pri-

mary amino acid sequence and its physical outcome on

spatial pattern formation.

In summary, self-organization is essential for many cellu-

lar processes such as cell division and motility, and so a

detailed mechanistic understanding will be essential both in

basic science and in engineered applications such as the

already discussed proto-cells. Further, bio-orthogonal self-

organizing systems could be useful for the engineering of

natural cells to enhance industrial applications, such as the

production of non-natural products, or for medicine, such

as in immunotherapy [58,59]. To achieve such applications,

de novo systems will need to be highly tuneable, and capable

of organizing and interfacing with down-stream processes,

cytoskeletal elements and organelles. It follows that, while

it can be argued that a complex system will not be fully

understood until it has been systematically built up from its

component parts, bottom-up strategies still benefit greatly

from knowledge derived by dissecting natural systems in a

top-down fashion. We therefore believe that tight integration

between reverse and forward engineering will be essential for

realizing these goals.
4. Material and methods
(a) Plasmids
Mutations were introduced by site-directed mutagenesis into our

previously described His-MinE expression vector [15] using the

GeneArtw Site–Directed Mutagenesis System (Invitrogen, Carls-

bad, CA, USA) with the forward and reverse primer pairs
ACAGCCAACATTGCACAGGAACGGCTGCAGATT and AAT-

CTGCAGCCGTTCCTGTGCAATGTTGGCTGT for the K19Q

mutation, and AACATTGCAAAAGAAGCGCTGCAGATTATT-

GT and ACAATAATCTGCAGCGCTTCTTTTGCAATGTT for

the R21A mutation. The presence of the mutations was verified

by sequencing.

(b) Protein purification
His-MinD, His-eGFP-MinD as well as WT and mutant His-MinE

were expressed and purified as described previously [15,40].

(c) Preparation of small unilamellar vesicles and
supported lipid bilayers

Small unilamellar vesicles (SUVs) and SLBs composed of E. coli
polar lipids (Avanti Polar Lipids, Alabaster, AL, USA) were

prepared, as described previously [40].

(d) ATPase assay
Measurement of MinD’s basal and MinE-stimulated ATPase

activity was performed with an ATP/NADH-coupled assay, as

described previously [40].

(e) Self-organization assay
Self-organization assays were performed on SLBs, essen-

tially as described previously [15,40]. First, SLBs on glass

were generated by vesicle fusion of E. coli polar lipid SUVs

[40]. Then, 1 mM MinD incorporating 20% eGFP-MinD,

2.5 mM ATP (F. Hoffmann-La Roche, Basel, Switzerland)

and MinE at varying concentrations were added to Min

buffer (25 mM Tris-HCl pH 7.5, 150 mM KCl, 5 mM

MgCl2) (200 ml total volume) on top of SLBs. Samples were

incubated for several hours to provide abundant time for

pattern formation.

( f ) Microscopy and image processing
Confocal imaging was performed using a Zeiss LSM780 confo-

cal laser scanning microscope with a Zeiss C-Apochromat 40�/

1.20 water-immersion objective (Carl Zeiss, Oberkochen,

Germany). Image processing was carried out using Fiji [60].

As intensities varied substantially with MinE concentration,

image brightness and contrast were adjusted for better visi-

bility. As adjustments were performed equally for all

conditions, some images are depicted outside the dynamic

range. Thus, image intensities in figure 2 are not comparable.

Any adjustments were applied uniformly to the entire image

field.
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