
Genetic Dissection of Neural Circuits: A Decade of Progress

Liqun Luo1, Edward M. Callaway2,*, and Karel Svoboda3

1Department of Biology, Howard Hughes Medical Institute, Stanford University, Stanford, CA 
94305

2Systems Neurobiology Laboratory, The Salk Institute for Biological Studies, 10010 North Torrey 
Pines Road, La Jolla, Ca 92037

3Howard Hughes Medical Institute, Janelia Research Campus, Ashburn, VA 20147

Summary

Tremendous progress has been made since Neuron published our primer on genetic dissection of 

neural circuits ten years ago. Since then, cell type-specific anatomical, neurophysiological, and 

perturbation studies have been carried out in a multitude of invertebrate and vertebrate organisms, 

linking neurons and circuits to behavioral functions. New methods allow systematic classification 

of cell types, and provide genetic access to diverse neuronal types for studies of connectivity and 

neural coding during behavior. Here we evaluate key advances over the past decade and discuss 

future directions.

1. Introduction

Genetic analysis has been instrumental in deciphering the logic of gene networks that 

underlie complex biological processes ranging from cell division cycles to development of 

multicellular organisms. In genetic analysis, individual genes are the unit of operation for 

expression studies and for loss- or gain-of-function manipulations. A conceptually similar 

strategy has been adopted for understanding neural circuits (Luo et al., 2008). Targeting 

individual neuron types as the unit of operation, it is possible to study their anatomical 

connections, electrical signals, and silence or activate neuron types, all with the goal to 

reveal the neural circuit basis of behavior.

Compared with traditional anatomical, neurophysiological, and perturbation studies, this 

genetic strategy has key advantages. Since experiments are performed on defined cell types, 

they are readily integrated and compared across paradigms and different laboratories, and 

even between different species with analogous cell types. In part due to rapid technical 

advances that facilitate cell type-specific analysis, thousands of studies in the past decade 

have linked neurons, neural circuit function, and organismal behavior in many animal 
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species. Here we provide a critical evaluation of key advances in the past decade and discuss 

future directions. Because of the large scope of the subject, we refer readers to recent 

reviews on specific topics and draw examples close to our areas of expertise, but the 

concepts and techniques are generally applicable to neural circuit analysis.

2. Genetic Targeting of Cell Types

2a: What is a neuronal cell type?

Neuronal cell types reflect a collection of parameters including cell body location, dendritic 

morphology, axonal projection, physiological characteristics, developmental history, gene 

expression pattern, and function. Ideally these interdependent parameters should define a 

unique entity. Although a unanimous and categorical definition of cell type is still lacking in 

many parts of the nervous system, great strides have recently been made.

An important advance is the development of single-cell RNA sequencing techniques (Tang 

et al., 2009; Islam et al., 2011; reviewed in Grun and van Oudenaarden, 2015), where 

messenger RNAs expressed by individual cells can be quantified at the scale of the entire 

transcriptome (collection of all expressed mRNAs). Single cells—either hand-picked or 

sorted from a dissociated cell suspension using fluorescence-activated cell sorting or 

microfluidic devices—are placed into individual wells for parallel cell lysis, cDNA library 

preparation and barcoding, followed by high-throughput sequencing. The end result is the 

identity and numbers of mRNA species that are expressed in each cell (Islam et al., 2011; 

Picelli et al., 2013). In droplet-based approaches, dissociated cells are mixed with barcode-

containing droplets in a one-to-one manner, so that subsequent steps can be performed in 

bulk, reducing the cost and boosting throughput, but at the expense of sequencing depth 

(Klein et al., 2015; Macosko et al., 2015). Single-cell RNA-seq technology is still rapidly 

evolving. It has been applied to many regions of the mammalian nervous system (reviewed 

in Johnson and Walsh, 2017; Zeng and Sanes, 2017), and more recently to smaller neurons 

(hence smaller mRNA content per cell) of invertebrate model organisms such as C. elegans 
and Drosophila (Cao et al., 2017; Li et al., 2017a; see also Crocker et al., 2016). Statistical 

methods then cluster neurons based on their transcriptome data, and, importantly for the 

purpose of circuit analysis, identify cell type-specific markers for genetic targeting of 

neuronal types (Section 2b).

How has single-cell RNA-seq data informed us about neuronal cell types? In neural circuits 

where cell types have been analyzed using anatomical, neurophysiological, and perturbation 

methods, the correspondence of these measurements to transcriptome clusters has been 

generally excellent. In the mammalian retina, for example, anatomical and histochemical 

studies have defined up to 13 distinct bipolar cell types. Single-cell RNA-seq identified 15 

transcriptome clusters, including all previously described 13 types and two putative new 

types (Shekhar et al., 2016). In the fly antennal lobe, where each class of olfactory receptor 

neurons or 2nd order projection neurons (PNs) sends their axons or dendrites to a single, 

discrete glomerulus, PN transcriptome clusters match previously described glomerular 

classes (Li et al., 2017a). In brain regions where neuronal cell types are less stereotyped, 

such as the mammalian cerebral cortex, single-cell RNA-seq has not only successfully 

classified known neuronal groups, including excitatory neurons from different cortical layers 
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and major classes of inhibitory neurons, but has also identified numerous transcriptome 

clusters that likely correspond to additional distinct cell types (Zeisel et al., 2015; Tasic et 

al., 2016; Paul et al., 2017). The number of cell types per cortical area, and how these cell 

types vary across different cortical areas, are questions being tackled by combining single-

cell RNA-seq with mapping axonal projections and physiological characterization (Tasic et 

al., 2017). For example, in the mouse motor cortex, transcriptome clusters in layer 5 

correspond to distinct descending neuron types with specific roles in planning and executing 

movements (Economo et al., 2017).

Because single-cell RNA-seq produces high-dimensional data and can be applied in a 

standardized manner across brain regions and animal species, it provides the most 

comprehensive set of parameters for defining a neuronal cell type. However, the simple one-

to-one correspondence between cell types and transcriptome clusters does not apply for all 

situations. We highlight a few exceptions below, some of which are relevant for targeting 

cell types for circuit analysis. First, cell types are traditionally defined based on discrete 

gene expression level differences, but in some cases groups of cells exhibit continuous 

gradients of gene expression. For example, retinal ganglion cells with otherwise identical 

properties express genes at a level based on their spatial position in the retina (e.g., Eph 

receptors for retinotopic axon targeting; Cheng et al., 1995). This may be an example in 

which gene expression differs within the same neuronal type. Other cases are less clear. 

Dorsal and ventral striatal neurons of the same discrete type (e.g., projection neurons 

expressing the D1 dopamine receptor) have different input and output connections, and 

likely distinct functions even though their gene expression differences are along continuous 

gradients (Gokce et al., 2016).

Second, gene expression can be influenced by physiological states, including neural activity 

(e.g., Hrvatin et al., 2018) and circadian cycles (e.g., McDonald and Rosbash, 2001). Thus, 

the same cell types may produce different transcriptomic clusters depending on whether the 

neurons were active or not, and from which phase of the circadian cycle transcriptome data 

were collected.

Third, transcriptional diversity may peak during circuit assembly. For instance, 

transcriptomes between closely related Drosophila PN types are distinct during development 

but become indistinguishable in adults, as genes related to wiring specificity are down-

regulated after development (Li et al., 2017a). This means that different neuronal types may 

no longer be distinguishable by adult gene expression alone; one needs to use methods that 

tap into their developmental history or differential connectivity (Section 2d), or the spatial 

locations of neurons (Lein et al., 2017), to gain genetic access to each subtype.

Fourth, individual transcriptomic clusters—used to represent neuronal cell types—are rarely 

defined by expression of single genes; instead, they are defined by expression levels of 

combinations of genes (e.g., Zeisel et al., 2015; Foldy et al., 2016; Tasic et al., 2016; Li et 

al., 2017a; Paul et al., 2017). Thus, intersectional approaches based on expression of more 

than one gene (Section 2c), or based on gene expression and axonal projection (Section 2d), 

will be increasingly important as we refine the resolution of genetic dissection.
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2b: Genetic access to cell types by mimicking endogenous gene expression using binary 
strategies

Ten years ago, we stated in the context of cell type definition: “For the purpose of dissecting 

neural circuits at present, useful operational definitions correspond to our abilities to use 

genetic tools to study neurons. These include, foremost, gene expression patterns, which 

yield enhancer/promoter elements to access specific cell types.” Indeed, genetic dissection 

of neural circuits using “cell type” specific drivers in the past decade (e.g., Gong et al., 2007; 

Jenett et al., 2012) have enriched our knowledge of the anatomical, physiological, and 

functional properties of the neurons targeted by these drivers. In addition, methods for 

capturing endogenous gene expression are undergoing a revolution.

The most widely used method for genetic targeting of cell type is to use the regulatory 

sequence in the DNA of an endogenous gene expressed in that cell type to drive the 

expression of a transgene. The simplest means involves a single transgene in which the 

regulatory sequence directly drives the expression of an “effector” protein (defined as a 

protein used to label, record, or manipulate target neuronal cell types). This has increasingly 

been replaced by more flexible binary strategies. In binary strategies, the regulatory 

sequence of an endogenous gene is used to express a “driver” transgene that encodes a 

transcription factor such as GAL4 or tTA (tetracycline-repressible transcriptional activator), 

or a DNA recombinase such as Cre or FLP. The second, “responder” transgene, contains the 

coding sequence of an effector whose expression is regulated by either transcription factor 

binding sites such as UAS (upstream activation sequence) or TRE (tetracycline response 

element), or recombinase target sites such as loxP or FRT (Figure 1A–D). The modular 

nature of these binary systems allows the same driver to express different responder 

transgenes, and the same responder transgene to be expressed in different patterns from 

multiple drivers. In addition, binary expression systems can achieve higher levels of 

expression compared to single transgenes (Luo et al., 2008).

There are many ways to create the driver transgene (Luo et al., 2008). The most faithful 

mimicry of endogenous gene expression results from insertion of the coding sequence of the 

driver into the endogenous locus of the gene whose expression is to be mimicked. Brain-

wide maps of gene expression patterns are available for the mouse (Lein et al., 2007), 

providing a rich resource for this endeavor. The coding sequence of the driver can either 

replace the coding sequence of the endogenous locus (creating a “knockout” of the 

endogenous gene), or can be inserted after the endogenous coding sequence via a self-

cleaving short viral 2A peptide or an internal ribosome entry site (IRES) such that the same 

mRNA produces both the endogenous and driver proteins. The classic way of doing this in 

mice, termed “knockin,” uses homologous recombination in embryonic stem cells 

(Capecchi, 1989) (Figure 2A). These classic methods are being supplemented by the use of 

the CRISPR/Cas9-based gene editing system (Jinek et al., 2012; Cong et al., 2013; Mali et 

al., 2013), which has transformed many branches of biomedical science (for recent reviews, 

see Komor et al., 2017; Pyzocha and Chen, 2017). CRISPR/Cas9 can be used to perform the 

knockin procedure directly in a single-cell mouse embryo (Yang et al., 2013; Chen et al., 

2016; Quadros et al., 2017), bypassing the use of embryonic stem cells (Figure 2B). 

Analogous procedures have been applied successfully to other species such as Drosophila 
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and zebrafish (Gratz et al., 2015; Albadri et al., 2017), and can in principle be extended to 

any species where methods for creating transgenic animals via microinjection of DNA into 

embryos have been developed. CRISPR/Cas9-mediated gene editing can also be performed 

in neuronal progenitors and postmitotic cells via in utero electroporation or viral 

transduction (Mikuni et al., 2016; Nishiyama et al., 2017). However, the efficiency of 

CRISPR/Cas9-mediated knockin (using homology-directed repair) is considerably lower 

than that of knockout (using non-homologous end joining repair). Improvement of the 

knockin efficiency (Komor et al., 2017) will facilitate the spread of genetic approaches to 

traditionally non-genetic model organisms.

Traditionally, binary systems require the production of two transgenic animals, which can 

then be crossed to each other to produce progeny that contain both the driver and the 

responder transgenes. In mammals, however, the responder transgene is now often 

introduced by viral transduction. The most commonly used viruses include adeno-associated 

virus (AAV) and lentivirus (see Luo et al., 2008 for a summary of their key features). 

Compared to transgenic animals, viral transduction has the following advantages: 1) It is 

much easier and faster to produce viruses than transgenic animals; this is particularly the 

case when co-expression of multiple transgenes is required. 2) When introduced acutely in 

adults, viral methods avoid potential side effects of expressing the transgenes throughout 

development. 3) Viruses can be injected into specific brain areas, providing spatial control of 

transgene expression. 4) AAVs can also be delivered systemically via the bloodstream using 

coat protein variants that efficiently pass through the blood-brain barriers (Deverman et al., 

2016), which can achieve cell type specificity in combination with specific drivers (Allen et 

al., 2017b).

Viral transduction methods have significant limitations: 1) Viral vector packaging imposes 

limits on transgene size. For instance, AAVs can rarely carry more than 5 kb exogenous 

sequences, making it difficult to express transgenes with long coding sequences or carry 

long regulatory sequences that are often required to faithfully mimic cell type-specific 

expression; this is one reason why most cell type-specific drivers are based on transgenic 

animals rather than viruses (however, see Lee et al., 2014; Dimidschstein et al., 2016). 2) 

The tandem repeats of AAVs and random genomic integration of lentivirus make viral 

expression levels less easily controlled than in transgenic animals, where the transgene can 

be expressed as a single copy from a predefined locus (e.g., Tasic et al., 2011; Madisen et al., 

2015). This is a significant problem for effectors that are sensitive to expression levels. For 

instance, for GCaMP6-based Ca2+ imaging (see Section 4 below), low-level expression does 

not provide sufficient sensitivity, whereas too high expression levels cause toxicity. For 

AAV-based expression where the expression level increases monotonically with time, there 

is a limited optimal window ideal for GCaMP6 imaging (Chen et al., 2013). This problem 

may be mitigated by the use of inducible expression systems, such as the tTA/TRE system 

(Sadakane et al., 2015).

Transgenes with specific expression patterns can also be identified by screening through 

expression patterns of large collections of randomly integrated transgenes, known as 

enhancer traps (Bellen et al., 1989; Bier et al., 1989; Brand and Perrimon, 1993; Shima et 

al., 2016). Transgenes can also be driven using portions of putative regulatory sequences of 
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neural genes with complex expression patterns; the premise is that complex regulatory 

sequences are composed of individual regulatory elements, each of which contributes to a 

part of the observed expression pattern. The latter strategy has been successfully applied to 

Drosophila, resulting in the creation of many thousands of GAL4 driver lines with specific 

expression patterns (Jenett et al., 2012).

2c: Intersectional approaches to refine genetic access

The expression pattern of a single driver is often insufficient to limit transgene expression to 

the targeted neuronal type (see Section 2a). Intersectional systems allow transgene 

expression to be limited to the cross-section of two expression patterns (boolean AND), or 

excluded from an expression pattern (boolean NOT) (Figure 1E–G). For example, the AND 

gate can be achieved by separately expressing two halves of a transcription factor (such as 

GAL4) in two different patterns. Only in cells where these patterns overlap will a functional 

transcription factor be reconstituted (Luan et al., 2006; Pfeiffer et al., 2010). This split 

GAL4 system has been systematically applied in Drosophila, creating a library of highly 

specific spatial patterns allowing access to specific cell types (e.g., Aso et al., 2014). The 

AND gate can also be achieved by using two recombinase systems (Figure 1F) (Kim et al., 

2009; Madisen et al., 2015) or a combination of a recombinase and a transcription factor 

(Figure 1G) (Stockinger et al., 2005). The NOT gate can be achieved by introducing a 

repressor of a transcription factor (such as GAL80 for GAL4; Lee and Luo, 1999), or 

specific arrangements of recombinase recognition sites for two recombinases (Figure 1F). 

Reporter transgenes used for intersectional approaches can be from transgenic animals (Kim 

et al., 2009; Madisen et al., 2015) or introduced via viral transduction (Fenno et al., 2014). 

The pros and cons of transgenes introduced via viral transduction and via transgenic animals 

discussed above similarly apply to intersectional strategies.

Whereas intersectional approaches have mostly been applied to two spatial patterns of 

expression, a similar concept can be applied to spatial and temporal patterns. Multiple ways 

to temporally regulate transgene expression have been employed, including the use of 

CreER (activated by tamoxifen-induced nuclear translocation), tTA/TRE (repressed by the 

presence of tetracycline analog Dox; Figure 2B), heat shock promoter to drive transgene 

expression (activated by high temperature), or GAL80ts (inhibits GAL4/UAS-mediated 

transgene expression in a temperature-dependent manner; McGuire et al., 2003). As an 

example of intersection between a spatial and a temporal pattern, chandelier cells in mice 

can be specifically accessed by using a CreER driver that is transiently expressed in all 

inhibitory neuron progenitors and administering tamoxifen at a time when CreER is highly 

expressed only in chandelier cell progenitors (Taniguchi et al., 2013). In flies, using a heat-

shock promoter controlling FLP expression, in combination with a mosaic PN-specific 

GAL4 line, allowed genetic access to PNs born at a specific time (Jefferis et al., 2001).

2d: Targeting neurons based on their projection patterns and activity

So far, we have discussed methods of accessing neurons based on their gene expression 

patterns. Given that axonal projection and physiological response properties are also 

characteristics of neuronal cell types, methods that use these properties to access specific 

Luo et al. Page 6

Neuron. Author manuscript; available in PMC 2019 April 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



neuronal populations have been developed. Furthermore, these methods can also be 

intersected with gene expression discussed above to refine targeting of cell types.

Certain viruses are efficiently taken up by axons and axon terminals and are transported 

retrogradely to cell bodies. These viruses can therefore be used to transduce neurons based 

on axonal projections (Figure 3A). Canine adenovirus 2 (CAV2), rabies virus, pseudorabies 

virus (PRV), and herpes simplex virus (HSV) have this property naturally and have been 

used to label neurons (Ugolini et al., 1987; Wickersham et al., 2007a; Oyibo et al., 2014; 

Junyent and Kremer, 2015). Lentiviruses can be endowed with the property of retrograde 

uptake by pseudotyping with rabies glycoprotein (Mazarakis et al., 2001). Certain AAV 

serotypes can also transduce axon terminals, albeit not as efficiently. However, directed 

evolution of coat proteins has yielded a mutant AAV (AAVretro) that can efficiently 

transduce the axon terminals of many neuronal types (Tervo et al., 2016). One caveat for 

retrograde viral transduction is that retrograde viruses may infect axons-of-passage in 

addition to axon terminals (e.g., see Schwarz et al., 2015). Another important caveat in 

retrograde viral transduction (and to some extent all viral transduction) is viral tropism—

viruses can have vastly different transduction efficiencies for different cell types because 

different cell types express different levels and/or types of receptors that mediate viral entry. 

For example, AAVretro efficiently infects most cortical projection neurons, but not 

corticothalamic neurons (Tervo et al., 2016).

An important advance in the past 10 years is the development and application of methods 

that target neurons based on recent neural activity. Most of these methods in mice take 

advantage of immediate early genes (IEG), such as Fos and Arc, whose transcription is 

rapidly and transiently turned on by neuronal activity (Greenberg et al., 1986; Morgan and 

Curran, 1986; Lyford et al., 1995). The Fos promoter has been used to drive the expression 

of beta-galactosidase, which converts the prodrug Daun02 into Daunorubicin that inactivates 

neurons through apoptosis or blockade of voltage-gated Ca2+ channels; in this way one can 

inactivate specifically recently activated neurons during the prodrug application period 

(Koya et al., 2009). The Fos promoter has also been used to drive tTA expression. TRE-

driven effectors are expressed only when neurons are activated in the absence of Dox. 

However, the effector expression can persist for a few days after Dox application, allowing 

neurons activated by recent experience (during the no-Dox period) to be manipulated during 

subsequent behavior (Reijmers et al., 2007; Liu et al., 2012) (Figure 3B). The Fos and Arc 
promoters have also been used to drive expression of CreER through knockin to capture 

neurons activated during the tamoxifen-active period, enabling permanent expression of Cre-

dependent effectors (Guenthner et al., 2013) (Figure 3C); neurons captured in this manner 

has been shown by in vivo recordings to respond preferentially to natural stimuli 

experienced during the tamoxifen-active period (Tasaka et al., 2018). More variants of these 

activity-dependent methods utilizing immediate early genes have been reported, including 

virus-based approaches where natural or synthetic promoters have been used to drive 

effector expression in an activity-dependent manner (reviewed in DeNardo and Luo, 2017).

These IEG-based methods have two major limitations. First, the physiological stimulus 

causing IEG expression is not well understood and likely differs for different IEGs, cell 

types, and across behavioral conditions. For example, the behavioral history modifies the 

Luo et al. Page 7

Neuron. Author manuscript; available in PMC 2019 April 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



rules of Arc induction, independent of spiking activity (Guzowski et al., 2006). Second, the 

temporal precision with which activated neurons are captured is slow (many hours) 

compared to the time scales of discrete behaviors (seconds). Dox application/withdrawal 

takes a day or more, and administration of 4-hydroxytamoxifen (the active metabolite of 

tamoxifen) limits the capture of active neurons to a time window of ~6 hrs. In addition to 

“signals” (neurons of interest activated by a particular experience or behavioral episode), 

“background” neurons activated during the same period are also captured.

Despite such limitations, these tools have been applied to address a wide range of 

neurobiological questions. For example, Fos-tTA has been used to study the cellular basis of 

memory encoding (e.g., Reijmers et al., 2007; Liu et al., 2012). A new variant of Fos-CreER 
has been shown to capture activated neurons with high efficiency and specificity in an 

investigation of the neural basis of thirst motivation (Allen et al., 2017a). New approaches in 

which gene expression is gated by light as well as activity limit the temporal window and 

may enhance the precision of capturing active neurons relevant to specific experiences 

(Fosque et al., 2015; Lee et al., 2017; Wang et al., 2017).

Successes of targeting neurons based on their projection and neural activity patterns raise an 

interesting question: to what extent do neuronal projection and activity patterns correspond 

to cell type? Our view is that neuronal populations in a given region that project to different 

targets likely belong to distinct cell types with differentially expressed genes; in many cases 

we simply have not yet uncovered the differentially expressed genes or have not been able to 

utilize them to access cell types. In addition to the labor and time required to generate cell 

type-specific drivers after knowing which gene expression pattern is to be mimicked, it is 

possible that expression of a single gene is insufficient to differentiate cell types, or that cell 

type-specific gene expression is down-regulated in the adult nervous system (see Section 

2a).

The correspondence between activity patterns and cell type is less clear. Different cell types 

in the same local circuit can exhibit profoundly different activity patterns. However, neurons 

belonging to one transcriptomic cluster and projection class still show diverse activity 

patterns (Economo et al., 2017). Furthermore, classic experiments have shown that the 

activity patterns of individual motor cortical neurons can be conditioned in almost arbitrary 

ways with operant conditioning (Fetz, 1969). Learning-related effects are more commonly 

seen in higher order neurons compared to the periphery. Targeting neurons based on their 

activity offers an orthogonal (to gene expression-based and projection-based) approach to 

access functionally related sets of neurons for analysis. Such an approach is critical to link 

functional ensembles, such as the sparse subset of hippocampal neurons that are active at a 

particular location in space, to behavior.

2e: Summary and future directions

Many of the techniques for targeting cell types that we summarized ten years ago, including 

binary expression and intersectional expression strategies, as well as creating driver lines 

that mimic endogenous gene expression, are still widely used today. These techniques have 

been aided by the generation of many more cell type-specific drivers in the past decade, 

whose applications have enriched our understanding of the anatomy, physiology, and 

Luo et al. Page 8

Neuron. Author manuscript; available in PMC 2019 April 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



function of these cell types. Methods based on neuronal projection and activity patterns have 

further enhanced our ability to target neuronal cell types by harnessing properties beyond 

gene expression patterns. Two transformative technologies, single-cell RNA-seq and 

CRISPR-based genome editing, were not available ten years ago. The former has vastly 

enriched our knowledge of transcriptomes of individual neurons and has the potential to 

unify the concept of neuronal cell type while at the same time providing a rich list of genes 

for targeting specific cell types. The latter has the potential to greatly speed up the creation 

of transgenic animals with cell type-specific drivers.

We envision that further improvement of single-cell RNA-seq technology (enhanced 

sensitivity, reduced cost) will allow its systematic application in model organisms such as 

mice and flies, with the eventual goal of having single-cell transcriptomes for neurons in all 

regions of their nervous systems. With the increased efficiency of CRISPR-based knockin, 

researchers can routinely produce driver lines that mimic expression patterns of endogenous 

genes to investigate the anatomy, physiology, and function of specific neuron types using 

methods discussed in subsequent sections. Developing reliable viral methods that target 

specific cell types can greatly speed up the cycle from gene expression data to functional 

manipulation of cell types. Refining these tools in genetic model organisms will eventually 

lead to their widespread use in traditionally non-genetic model organisms, including non-

human primates. Finally, improving the temporal resolution of targeting neurons based on 

their activity—ideally in the realm of seconds instead of hours to days—will further enhance 

our ability to capture neurons in action for subsequent manipulation.

3. Cell Type-specific Neuroanatomy

3a. Overview

During the past decade, there have been considerable advances in methods to characterize 

neuronal shapes and connectivity. These advances have been paralleled by the generation of 

numerous cell type-specific driver lines, as well as cell type taxonomies defined by single-

cell gene expression data (see Section 2). Because the overarching goal of genetic circuit 

analysis is to link cell types to their connectivity and function, efforts are now underway to 

bring these developments together. New driver lines are exploited to characterize the 

morphology, physiology, and connectivity of the targeted neuronal populations. Cell types 

that were initially defined based on gene expression are being linked to other cellular 

features, including anatomy and physiology. Accordingly, although our focus here is on 

genetic neuroanatomy approaches, we also consider approaches that can be used to identify 

connections of genetically-defined cell types, so long as a correspondence can be made to 

link a cell type’s genetic profile to some other characteristic feature. For example, electron 

microscopy (EM) reconstructions can reveal cell types with known morphology and link 

them to connections observed in the same specimen (Helmstaedter et al., 2013).

3b. Morphologies and projection patterns of genetically-defined cell types

Dendritic morphology and axonal projection patterns are often defining features of a neuron 

type. Historically, these were the only features available, as Golgi staining revealed dendritic 

morphologies and limited axonal projections. Cell types first defined by morphology often 
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have proven to also be distinct in their physiology, connectivity, and gene expression. For 

example, anatomically-defined cortical GABAergic neuron types, including basket cells, 

chandelier cells, and Martinotti cells, are now accessible using Cre driver lines (Taniguchi et 

al., 2011).

Axons of projection neurons (those that connect one brain region to another) can travel long 

distances and often exhibit complex branching (collateralization) patterns, which enable 

individual neurons to innervate multiple distant targets (Figure 4A). Intracellular or 

juxtacellular dye filling in vivo followed by single neuron reconstructions can allow the 

morphologies of both the axonal and dendritic arbors of single neurons to be observed 

(Gilbert and Wiesel, 1979; Pinault and Deschenes, 1998). But this method is rarely used in 

large mammalian brains for investigating long-distance projections because the 

reconstructions are extremely time consuming. Instead, most of our knowledge about long-

distance axonal projection patterns is inferred from injection of anterograde and retrograde 

tracers (Cowan, 1998). These classic methods have now been combined with cell type-

specific neuroanatomy. For example, brain-wide long-distance projections from cell types 

has been mapped by injecting AAVs expressing Cre-dependent fluorescent markers as 

anterograde tracers into specific locations in defined Cre-driver mice (Figure 4B) (http://

connectivity.brain-map.org). Likewise, retrograde tracing in combination with marker 

staining can reveal cell type-specific axonal projections.

Bulk anterograde tracing does not decipher specific collateralization patterns. For example, 

consider a population of neurons in a specific region that projects to ten target regions. This 

projection could be composed of: 1) one neuron type with ten collaterals corresponding to 

the ten target regions; 2) ten neuron types with each type innervating one of the target 

regions; or 3) any combination between these two extremes (Figure 4A). Classically, 

neurons that project axons to multiple distant targets have been identified by double labeling 

with retrograde tracers injected at two different sites. However, this method requires high 

efficiency of retrograde tracing from each site (otherwise it creates a high false-negative 

rate), and knowledge of projections to additional un-injected locations remains unknown. 

Methods that combine efficient retrograde viral transduction and cell type-specific 

anterograde tracing enable the determination of the complete collateralization pattern of 

specific neuron types that project to a specific output site (Figure 4C) (Beier et al., 2015; 

Schwarz et al., 2015; Ren et al., 2018). However, the collateralization patterns still reflect a 

neuronal subpopulation rather than individual neurons.

A high-throughput approach, MAPseq, capitalizes on next generation sequencing and 

barcoding to convert the determination of individual neurons’ collateralization patterns into 

a sequencing problem. MAPseq allows the locations of the long-distance projections of a 

population of neurons located at a viral injection site to be quickly assayed at single neuron 

resolution (Kebschull et al., 2016). The approach is based on engineered Sindbis virus 

libraries in which each viral particle expresses a unique barcode that gets trafficked into the 

distant axons of infected neurons. By injecting a high-diversity viral library into a particular 

brain region at a titer that assures that no two neurons share the same bar code, followed by 

sample dissection and sequencing, it is possible to identify which neurons’ barcodes are in 

each dissected sample and therefore must have made a projection to the corresponding 
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location. Spatial resolution is limited by tissue dissection. The correspondence between 

projection targets, genetic identity, and precise location of the parent neurons will require 

further developments such as imaging of the viral injection site and in situ sequencing.

The ultimate means of revealing neuronal morphology is to visualize individual neurons, 

including their complete dendritic processes and axonal projections. Light microscopy lacks 

the resolution to separate individual neuronal processes in densely labeled tissue, requiring 

methods for sparse labeling and/or expression of differently colored markers (reviewed in 

Jefferis and Livet, 2012). For example, recombinase-mediated stochastic activation of multi-

color reporters has enabled resolution of many individual neurons and their projections in 

the same brain (Livet et al., 2007; Nern et al., 2015). Alternatively, neurons can be sparsely 

labeled and their axonal projections traced using either recombinase-based methods (Marin 

et al., 2002; Wong et al., 2002; Economo et al., 2016) or photoactivation of individual 

neurons expressing photo-activatable GFP (Datta et al., 2008). Images of individually 

labeled neurons can then be computationally registered to a common reference brain 

(Chiang et al., 2011; Costa et al., 2016). These procedures have been widely used in small 

brains such as Drosophila because smaller neurons are more easily labeled completely with 

genetic markers and axonal tracings are typically performed in whole-mount preparations.

Anatomical analyses in larger brains have traditionally been carried out in histological 

sections. Sectioning facilitates penetration of staining reagents throughout the tissue and 

provides access to high-resolution microscopy. However, tracking long-range anatomical 

organization, such as axonal projections across brain regions that can be millimeters apart, 

requires the reconstruction of three-dimensional volumes from serial sections. This process 

is labor intensive and inaccurate due to loss or distortion of individual sections. By contrast, 

whole-mount preparations enable researchers to examine the nervous system in 3D without 

reconstruction in an intact brain or within an intact organism. In the past, the use of whole-

mount preparations has been applied to tissues less than a few hundred micrometers thick—

such as an intact C. elegans or a dissected Drosophila brain—because of limitations in the 

penetration of staining reagents and the opacity of tissues due to lateral light scattering in 

fluorescence microscopy. In recent years, the development of a number of imaging and 

tissue-clearing methods has enabled high-resolution fluorescence imaging of large tissue 

volumes, up to many millimeters in each dimension.

Tissue clearing involves reducing inhomogeneities in refractive index, which produce light 

scattering in biological samples. A number of tissue clearing methods have been developed 

for fixed tissue (reviewed in Richardson and Lichtman, 2015, 2017). Generally, these 

methods 1) remove lipids and 2) match the refractive index of the remaining protein and 

nucleic acid matrix (sometimes fortified by crosslinked hydrogels) with high refractive index 

immersion solutions. The end results are samples with largely uniform refractive indices that 

allow light to penetrate the tissue samples with minimal lateral scattering. Individual 

methods differ in their ability to preserve native fluorescence, ease of antibody staining, 

degree of tissue expansion, and tissue rigidity (reviewed in Richardson and Lichtman, 2015). 

These cleared tissues can then be imaged using standard laser-scanning confocal or two-

photon microscopes, or light-sheet microscopes that can image large blocks of tissues more 
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rapidly. Imaged volumes can then be aligned to reference atlases for systematic data analysis 

(e.g., Renier et al., 2016; Ye et al., 2016).

Whole-mount imaging of cleared tissues has diverse applications, from mapping inputs 

based on trans-synaptic rabies virus (Lerner et al., 2015; see below) and tracing axons across 

long distances (Ye et al., 2016) to whole-brain mapping of immediate early gene expression 

(Renier et al., 2016). These applications can also be achieved by hybrid methods for imaging 

large volumes, up to the entire mouse brain, at high resolutions. For example, two-photon 

imaging and tissue sections can be integrated in a block-face mode, where imaged portions 

from a large volume are sectioned away to expose more tissue for further imaging, and 

consecutive images are automatically aligned because they are sectioned from the same 

block (Ragan et al., 2012; Economo et al., 2016). Alternatively, serial thin sections can be 

imaged on the cutting blade, which can be used to reconstruct volumes as large as the entire 

mouse brain (Gong et al., 2013). These developments facilitate whole-brain imaging of 

complete axonal and dendritic arbors of single neurons in sparsely labeled samples 

(http://ml-neuronbrowser.janelia.org/). By combining imaging with immunohistochemistry 

and multiplexed in situ hybridization, or with selective labeling of genetically-defined cell 

types, it will be possible to establish correspondence between cell types and complete 

morphology and projection pattern.

3c. Genetic methods for trans-synaptic labeling from specific cell types

The above methods provide information about the locations of the axonal and dendritic 

arbors of neurons, and locations of overlap reveal the possibility of synaptic connections 

(Binzegger et al., 2004). However, actual connections are only formed between selected 

subsets of neurons with cell type specificity. It is therefore desirable to have genetic methods 

that can interrogate circuits at synaptic resolution and with cell type specificity. The first 

genetic methods for trans-neuronal labeling from specific cell types used either Cre-

dependent expression of trans-neuronally spreading gene products such as wheat germ 

agglutinin and tetanus toxin C fragment (Yoshihara et al., 1999; Braz et al., 2002; Sano et 

al., 2007), or PRV, engineered to require Cre-recombination for replication in neurons 

(DeFalco et al., 2001). While these tools were productively used to discover new circuits 

with cell type specificity, their multi-synaptic spread often confounds interpretation. Multi-

synaptic spread also confounds efforts to assess synaptic specificity. Thus, while it is 

possible that their spread is synapse specific, it is not well established whether trans-

neuronal spread requires synaptic connections or simply physical proximity. Rabies virus 

(RV) spreads selectively from postsynaptic to presynaptic neurons (Ugolini, 1995; 

Wickersham et al., 2007b; Callaway and Luo, 2015). The advent of monosynaptically-

restricted rabies virus for retrograde labeling of inputs to genetically targeted cell types has 

therefore largely replaced these approaches when multi-synaptic spread is not desired (see 

below). But there remains no comparable method for monosynaptically-restricted 

anterograde circuit tracing of the outputs from specific cell types. A Cre-dependent, 

multisynaptic, anterogradely spreading H129-HSV allows efficient tracing of outputs from 

specific cell types, and there is evidence that the spread of this virus is selective for 

synaptically connected neuronal populations (Lo and Anderson, 2011). However, this virus 

is not compatible with functional studies because it rapidly kills infected neurons (much 

Luo et al. Page 12

Neuron. Author manuscript; available in PMC 2019 April 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

http://ml-neuronbrowser.janelia.org/


more rapidly than RV; see below). There is therefore great need for a monosynaptically-

restricted anterograde circuit tracing system.

During the last decade, there has been widespread adoption of monosynaptic retrograde 

circuit tracing with glycoprotein (G)-deleted rabies virus (RVdG) (Wickersham et al., 2007b; 

Callaway and Luo, 2015). This method allows the direct synaptic inputs (“input cells”) to 

any genetically accessible cell or group of cells (“starter cells”) to be labeled across the 

entire brain. An important step has been the generation and validation of reagents for 

labeling the synaptic inputs to cell classes expressing Cre-recombinase in various driver 

lines (Wall et al., 2010; Callaway and Luo, 2015). Multiple complementary methods for 

genetically targeting “starter cells” (see Section 2) have also been employed. For example, 

using a retrograde virus to express Cre, along with Cre-dependent rabies tracing reagents 

allows ‘Tracing of the Relationship between Inputs and Outputs’ (TRIO) (Schwarz et al., 

2015). In a further refinement called cell-type specific TRIO (cTRIO), starter cells can be 

established based on the intersection between retrograde infection and Cre expression 

(Figure 4D).

Any gene of interest can be inserted into the RV genome so that the full genetic toolkit (e.g., 

monitoring or manipulating activity) can be applied to labeled neurons, allowing direct links 

to be made between connectivity and function (Osakada et al., 2011). Such functional 

studies are possible because RV infection is not initially detrimental to cell health. Variants 

of RVdG that express ChR2 and GCaMP6 have been used most effectively to link 

connectionally-defined neurons to circuit function and behavior. For example, ChR2-

expressing RVdG has been used to optogenetically tag and functionally characterize neurons 

presynaptic to dopaminergic neurons in mice performing a classical conditioning task (Tian 

et al., 2016). In a particularly informative experiment, inputs to single starter cells in mouse 

visual cortex were labeled using RVdG expressing GCaMP6 (Wertz et al., 2015). This 

allowed measurement of visual responses of up to 700 input cells per starter cell to establish 

rules for the relationships between inputs and outputs in cortical networks. Nevertheless, 

when infected with the originally developed SAD-B19 strain of RV, cells show signs of 

toxicity about 10 days post-infection (Osakada et al., 2011). Another key limitation is the 

efficiency of trans-synaptic spread. While no direct measurements are available and 

efficiency can vary widely depending on cell types and experimental conditions, estimates 

based on ratios of input cells per starter cell suggest that fraction of presynaptic neurons 

labeled are likely to be in the ~10–50% range (Callaway and Luo, 2015).

Recent studies addressed some of these limitations, including an optimized complementing 

glycoprotein that improves the efficiency of viral spread (Kim et al., 2016) and use of the 

CVS-N2C strain of rabies both improves spread and delays toxicity (Reardon et al., 2016). 

Still more recently, it has been demonstrated that RV infection with the original SAD-B19 

strain does not kill nearly as many neurons as originally thought. Although neurons 

“disappear” due to the termination of expression of marker genes from the RV genome, 

permanent marking based on transient expression of Cre, combined with longitudinal in vivo 
imaging, shows that about half of the infected cells remain viable for at least 4 months 

(Chatterjee et al., 2018). And a new “self-inactivating rabies” (SiR), which also overcomes 
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transient expression by using a Cre expression, appears to allow nearly all labeled input 

neurons to remain viable indefinitely (Ciabatti et al., 2017).

While cell type-specific monosynaptic rabies tracing has many benefits, it should be applied 

and interpreted with caution. The benefit of the approach is its ability to quickly reveal, 

across the whole brain, neurons that are putative direct presynaptic partners to a cell type of 

interest. But one should not assume that every existing connection was labeled or that the 

numbers of labeled cells directly correspond to functional strength within the circuit. There 

is not always a direct correspondence between anatomical and functional measures of 

connection strength. Furthermore, multiple cell biological factors likely influence the 

efficiency of rabies spread, such as proximity of synapses to the cell bodies of starter cells or 

possible differences in the efficiency of uptake by different types of input cells. Results of 

rabies tracing should therefore be treated as a roadmap for further studies. Ideally, rabies 

tracing can reveal previously unknown circuits that are then further interrogated by 

functional studies targeted to selected circuit elements (e.g., Smith et al., 2016; Beier et al., 

2017).

Viral based trans-synaptic tracing methods benefit from the ability to amplify signals 

through replication as the virus spreads between neurons. This increases signal-to-noise ratio 

despite the small numbers of viral particles likely to spread across the small numbers of 

synaptic contacts between connected neurons. Unfortunately, viral replication typically 

triggers a cell death program. It has therefore been a challenge to generate reagents for high 

signal-to-noise trans-synaptic tracing without toxicity. A new class of trans-synaptic 

methods that has been successfully applied in Drosophila, comprising trans-TANGO and 

TRACT, has the potential to provide alternatives for labeling mammalian circuits without 

toxicity and can theoretically be used for both anterograde and retrograde monosynaptic 

tracing (Huang et al., 2017; Talay et al., 2017). These approaches build on earlier methods 

that detected connections by expressing separate components in candidate pre- and 

postsynaptic neurons to create a unique signal only when these components interact at 

synaptic contacts. The first iteration, GFP Reconstitution Across Synaptic Partners 

(GRASP), was based on a split GFP that becomes fluorescent only when one half is present 

at a postsynaptic site and the other at the presynaptic site (Feinberg et al., 2007). The initial 

system was designed for C. elegans and a later mammalian system (mGRASP) was adapted 

for use in mammals (Kim et al., 2011). But this approach has not been widely adopted, 

largely because of its modest signal-to-noise ratio. Also, signal is confined to synaptic 

contacts and does not spread to and label the neuronal cell bodies that correspond to the 

connected cells. In contrast, both trans-TANGO and TRACT incorporate amplification 

systems in which signals generated at synaptic contacts spread to the cell body to initiate 

expression of fluorescent reporters in postsynaptic neurons.

Both TRACT and trans-TANGO were developed for anterograde monosynaptic circuit 

tracing from genetically targeted presynaptic neuron types of interest. Both use a ligand-

receptor system, with ligand targeted to presynaptic terminals. Receptor activation in 

postsynaptic neurons induces a cleavage event that releases a transcriptional activator, 

driving expression of fluorescent proteins to mark the postsynaptic neurons. The systems 

differ in their presynaptically-targeted ligands and postsynaptic receptors. TRACT uses a 
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CD19 ligand fused to syndecan or synaptobrevin presynaptically, and a postsynaptic 

receptor composed of a single chain antibody for CD19 fused to Notch domains, 

transcriptional activator GAL4, and neuroligin (for targeting to postsynaptic specializations). 

When activated by ligand, Notch cleavage releases the GAL4 leading to GFP expression 

from a UAS reporter (Huang et al., 2017). The trans-Tango ligand is glucagon fused to the 

presynaptic protein neurexin and the receptor is the G-protein coupled glucagon receptor 

fused to the transcriptional activator QF (Potter et al., 2010) by a linker that can be cleaved 

by TEV protease. A third component also expressed in postsynaptic neurons is TEV 

protease fused to human arrestin (hArr::TEV). Arrestin is recruited to activated G-protein 

coupled receptors, so upon ligand-receptor binding, the hArr::TEV is recruited to induce 

TEV cleavage and release of QF, which activates tdTomato expression from a reporter (Talay 

et al., 2017). Both systems were validated on known circuits in Drosophila and shown to be 

synapse-specific and have good signal-to-noise ratio. Further developments will be required 

to generate a similar system viable for mammalian circuit tracing, but the potential for non-

toxic trans-synaptic tracing with this type of approach is high and it should also be adaptable 

to retrograde monosynaptic tracing.

3d. Electron microscopy

So far we have considered neural circuits at the level of cell types. In this description cell 

types define the nodes of a circuit diagram. However, neural circuits are organized at a finer 

level. Even the connectivity between particular cell types is highly non-random (Song et al., 

2005; Yoshimura et al., 2005). Consistently, neurons of the same type can express different 

activity patterns (Economo et al., 2017), and activity patterns change with learning (Fetz, 

1969).

The ultimate wiring diagram would consist of a connection matrix describing the synapses 

made between individual neurons in single animals. Serial-section electron microscopy 

(EM) has sufficient contrast and resolution to trace the thinnest neuronal structures, 

including axons and spine necks (both can have diameters as small as 50 nm), and also to 

detect synapses. Serial-section EM has been used to reconstruct the entire wiring diagram of 

C. elegans (White et al., 1986; Chen et al., 2006), and parts of the mammalian (Briggman et 

al., 2011; Lee et al., 2016) and insect (Takemura et al., 2013) visual systems. EM methods 

have made huge progress over the last ten years. Automation of data acquisition and analysis 

now allows imaging of large tissue volumes with low error rates (Xu et al., 2017a). 

Importantly, rapid advances in machine learning have made automated reconstructions of 

large parts of neurons from EM data possible (Januszewski et al., 2017). Large projects are 

currently underway to reconstruct entire fly brains and one cubic millimeter of mouse 

cortex. Mouse cortex reconstruction projects are not only building dense connection 

matrices, but they are also linking circuits to the functional properties of the constituent 

neurons by first performing in vivo functional imaging and then identifying the same 

neurons at the EM level (Lee et al., 2016).

A major challenge is to link neurons reconstructed in EM to cell types classified using 

transcriptomics and light microscopy. EM images are rich in information that can likely be 

used to classify cell types. For example, different cell types are known to have different 
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spine densities, characteristic dendritic branching, and distinct intracellular compartments. 

These morphological features are being mapped to transcriptomic cell types. A separate set 

of experiments will likely be required to establish a look-up table linking cells reconstructed 

in EM to cell types defined using the other methods, such as in vivo light level imaging to 

detect genetically expressed markers followed by identification of the corresponding cells in 

EM images.

3e: Summary and future directions

Over the last decade there have been relatively few developments in terms of fundamentally 

new approaches for genetic neuroanatomy and circuit tracing. For example, single cell 

labeling, electron microscopy reconstructions, and trans-synaptic circuit tracing with 

genetically engineered neurotropic viruses, were already developed. Some of the newest and 

most promising techniques, such as trans-TANGO, TRACT, MAPseq, and sequencing-based 

methods for connectomics (Zador et al., 2012) are still in their infancy. More typically, we 

have seen important but incremental advances and the development of ancillary tools that 

have made genetic neuroanatomy more powerful. Methods for whole-brain automated 

reconstructions of single neurons are allowing large-scale high-resolution genetic 

neuroanatomy. Developments in machine learning are beginning to impact the feasibility of 

large-scale EM reconstructions. And trans-synaptic circuit tracing with RVdG has developed 

into a mature technology, with many dozens of helper viruses, mouse lines, and RV variants 

expressing genetic tools being readily available. Nevertheless, the market for genetic circuit 

tracing tools is far from saturated. There are important unfilled niches, including the need for 

a mammalian anterograde monosynaptic method and less toxic trans-synaptic tracers.

4. Cell Type-specific Neurophysiology

4a. Overview

Cell types define the nodes of a circuit diagram (Section 1). So far we have focused on 

targeting neuronal cell types (Section 2) and mapping connections between them (Section 

3). Neural circuits process information represented by patterns of action potentials. The 

major goals in systems neuroscience are thus to determine 1) how these neural 

representations arise in defined cell types and 2) how neural representations in specific cell 

types relate to behavior. Addressing these challenges requires cell type-specific recordings 

and manipulation of neural activity. In this section we discuss cell type-specific 

neurophysiology. Section 5 is focused on methods for manipulating neural activity.

The last decade has seen an explosion of new imaging and electrophysiology methods. It is 

now possible to use fluorescence measurements to infer a variety of state variables in 

neurons, including cytoplasmic calcium, membrane potential, neurotransmitter 

concentration in the extracellular space and others. A key enabling technology is protein-

based fluorescent sensors that change their properties in response to changes in one of these 

state variables (Lin and Schnitzer, 2016). New high-density electrodes based on state-of-the-

art silicon technology provide orders of magnitude higher yield for extracellular recordings 

of neural activity compared to previous electrodes (Jun et al., 2017b). Below we discuss 
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recent developments in cell type-specific neurophysiology and highlight the niche occupied 

by each method.

4b. Cell type-specific calcium imaging

Fluorescence-based imaging of cytoplasmic free calcium ions (‘Ca2+ imaging’) is 

revolutionizing neuroscience (Grienberger and Konnerth, 2012). In most cell types, action 

potentials are tightly coupled to the opening of voltage-gated Ca2+ channels and large (ten-

fold) and rapid (rise time, < 1 millisecond) increases in Ca2+ concentration (Svoboda et al., 

1997). Ca2+ signals in the cell body thus reflect patterns of action potentials. Excitatory 

synaptic transmission opens synaptic NMDA receptors, which admit Ca2+ into dendritic 

spines. Ca2+ in postsynaptic compartments thus reflects excitatory synaptic transmission. In 

invertebrate systems, Ca2+ is used to track electrical signals, often graded, in neurites 

(Elyada et al., 2013).

Ca2+ imaging is now routinely used to measure activity of large populations of neurons in 

behaving flies (Wang et al., 2004), fish (Ahrens et al., 2013), and rodents (Ziv et al., 2013; 

Peron et al., 2015b), and has been demonstrated in non-human primates (Li et al., 2017b). 

Classically, neural tissue was bulk-loaded with membrane permeable Ca2+ indicators 

(Stosiek et al., 2003; Komiyama et al., 2010). This approach has been almost entirely 

superseded by genetically encoded Ca2+ indicators (GECIs), which are based on fusions of 

fluorescent proteins and Ca2+-binding proteins that undergo large conformational changes in 

response to Ca2+ binding, such as calmodulin. Recent advances in Ca2+ imaging have been 

largely driven by the development of increasingly sensitive GECIs (Lin and Schnitzer, 

2016), in particular the green fluorescent protein-based sensor GCaMP6 (Chen et al., 2013). 

Under favorable imaging conditions, GCaMP6 can detect single action potentials in 

pyramidal neurons. The mApple-based red sensor R-GECO has similar performance (Inoue 

et al., 2015; Dana et al., 2016). Higher sensitivity indicators allow detection of neural 

activity in larger populations of neurons. GCaMP sensors have been used to probe neural 

activity across thousands of neurons in the mouse brain and even the entire larval zebrafish 

brain (Ahrens et al., 2013).

Cellular Ca2+ imaging is most often performed with two-photon excitation laser scanning 

microscopy (TPM), which provides fluorescence imaging with high contrast and resolution 

deep in scattering tissue (Helmchen and Denk, 2005). The high resolution and image 

contrast provided by TPM allows relatively clean extraction of fluorescent signals 

corresponding to single neurons, separate from signals in the surrounding neurites and other 

neurons (Peron et al., 2015a). The new GECIs have inspired recent developments in 

microscopy. For example, new TPMs probe very large fields of view while maintaining high 

resolution (Sofroniew et al., 2016; Stirman et al., 2016). These ‘mesoscale’ microscopes can 

track activity of groups of neurons across multiple brain regions, millimeters apart. 

However, large-volume TPM is relatively slow, limited by the speed of laser scanning in 

three dimensions (> 10 ns per voxel).

The large fluorescence changes produced by new GCaMPs, together with fast and sensitive 

sCMOS cameras, have allowed standard (one-photon) wide-field microscopy of Ca2+-

dependent fluorescence dynamics in intact tissues (Flusberg et al., 2005). Signals are 
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collected with cameras across the entire focal plane simultaneously, enabling faster imaging 

compared to TPM. In addition, wide-field microscopes are simple, can be miniaturized, and 

can be easily deployed in freely moving animals. Neuronal dynamics are extracted based on 

localized fluorescence changes using computational methods. Because of out-of-focus 

fluorescence and light scattering, this method provides much less contrast compared to 

TPM. It is currently unclear to what extent the extracted signals correspond to single 

neurons without pollution from nearby neurons or active neuropil. Labeling sparse subsets 

of neurons and localizing GECIs to subcellular compartments, such as the nucleus, helps to 

alleviate this problem.

New optical methods bridge the gap between wide-field imaging and TPM. Light-sheet 

(Keller and Ahrens, 2015) and light-field microscopy (Grosenick et al., 2017) are one-

photon methods that provide optical sectioning. These methods are particularly useful for 

imaging optically clear specimens such as larval zebrafish. TPM can be performed with an 

axially elongated Bessel focus; when scanning in 2D the image is projected along the Bessel 

focus and the frame rate turns into volume rate (Lu et al., 2017). The length of the Bessel 

focus defines a depth of field, which can be tuned to match the fluorescence distribution of 

the specimen: more sparsely labeled specimens tolerate more elongated Bessel foci.

For tracking activity in neural populations, Ca2+ imaging has some unique advantages 

compared to extracellular electrophysiology. Ca2+ imaging can sample activity from all 

labeled neurons in an imaging volume, revealing the spatial relationships between neurons 

with distinct activity patterns (Ohki et al., 2006). Moreover, activity in the same neuronal 

populations can be imaged across days and weeks, which is critical to study the neural basis 

of learning (Komiyama et al., 2010; Huber et al., 2012; Grewe et al., 2017).

Ca2+ imaging is routinely performed in a cell type-specific manner. GECIs can be targeted 

to specific cell types using the gene targeting methods described in Section 2 (Figure 5A). 

GECIs can also be expressed broadly, with cell type information extracted using separate 

measurements. For example, a spectrally separate fluorescent marker can be expressed in 

specific cell types (Peron et al., 2015b) (Figure 5B). In this situation imaging simultaneously 

tracks activity in the cell type of interest and neighboring neurons.

Multiple schemes exist that link Ca2+ imaging and defined cell types without the need for 

genetically modified animals. These methods can thus be readily applied to rats and non-

human primates, or allow cell type-specific drivers to be used for other modalities, such as 

optogenetics. Axonal Ca2+ imaging can track activity in neurons with defined projections 

(Figure 5C). Action potentials invade axonal arbors reliably and produce detectable Ca2+ 

accumulations in axons and boutons (Cox et al., 2000). Labeling axons in area A, for 

example by viral transduction, and imaging axons in area B, isolates signals from cell types 

that project from A to B (Petreanu et al., 2012).

A more general approach relies on in vivo imaging of densely labeled neural tissue, followed 

by post hoc molecular analysis of imaged neurons (Figure 5D). After the imaging 

experiment, the tissue is processed for multiplexed immunofluorescence or fluorescent in 
situ hybridization (FISH) (Kerlin et al., 2010). FISH promises to be especially powerful. 
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Large-scale projects are currently assembling the transcriptomes of all cell types in multiple 

brain regions (see Section 2). These transcriptomes in turn provide sets of FISH probes that 

define cell type. New methods for highly multiplexed FISH and RNA profiling (Lubeck et 

al., 2014; Chen et al., 2015) should make it possible to identify many, if not all imaged cell 

types in parallel.

Ca2+ imaging has limited spatial reach because of light scattering. TPM can image through 

the larval zebrafish brain and the fly brain. However, in the mammalian brain, TPM 

penetrates only about one millimeter, corresponding to a few percent of the mouse brain 

(Helmchen and Denk, 2005). Fiber-based methods help overcome this problem. Fiber 

photometry is a popular technique that relies on targeted expression of GECIs (Cui et al., 

2013; Gunaydin et al., 2014). A fluorescent measurement is performed through a single 

optical fiber that is implanted in the vicinity of neurons expressing a fluorescent indicator. 

Fiber photometry measures activity in populations of neurons or neuronal processes 

expressing the GECI. Activity can be detected in deep brain structures and groups of axons 

during behavior. However, fiber photometry averages across neurons, and therefore is more 

suitable for imaging activity of neuronal populations with homogeneous response properties. 

Imaging systems based on GRIN lenses allow Ca2+ measurements deep in the brain with 

cellular resolution, at the cost of larger, more invasive implants (Flusberg et al., 2005; Ziv et 

al., 2013; Jennings et al., 2015).

Different applications benefit from GECIs with distinct properties. For imaging large 

population of neurons, sensitivity for detecting neural activity above background is critical. 

Higher sensitivity directly translates into imaging larger neuronal populations, and into more 

reliable detection of sparse activity. In some experiments, it is critical to assign activity to 

specific, rapid phases of behavior. These experiments require indicators with faster kinetics. 

Wide-field fluorescence microscopy benefits from indicators with low baseline fluorescence, 

which results in reduced background from the large numbers of inactive neurons in out-of-

focus locations. For imaging neuronal dendrites and axons (such as in Drosophila, where 

cell bodies frequently show little activity), robust baseline fluorescence is necessary so that 

these structures can be visualized in the absence of neural activity. For these reasons, the 

latest GFP-based sensors (jGCaMP7) are optimized for specific use cases, including 

jGCaMP7s (“sensitive”) and jGCaMP7f (“fast”), as well as jGCaMP7b (“high baseline”, for 

neuropil imaging) and jGCaMP7c (“contrast”; this sensor has very low baseline, appropriate 

for use in wide field imaging; see https://www.janelia.org/jgcamp7-calcium-indicators).

4c. Cell type-specific voltage imaging

The dynamics of the neuronal membrane potential is a key variable in neural computation. 

In addition, direct measurement of voltage changes promises to have faster kinetics than 

measurement of downstream Ca2+ changes (Yang et al., 2016). Until recently, imaging the 

membrane potential of individual neurons in the intact brain has remained out of reach. This 

is beginning to change with new genetically encoded voltage indicators (GEVIs) (Xu et al., 

2017b). Below we focus our discussion on the most promising classes of GEVIs and discuss 

their limitations.
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GEVIs come in three major flavors. First, ASAP (Chamberland et al., 2017) and ArcLight 

(Jin et al., 2012) are based on the membrane domain of the voltage-dependent phosphatase, 

fused to variants of green fluorescent protein. Voltage-dependent structural changes are 

transduced to changes of fluorescence intensity. These GEVIs have relatively bright 

fluorescence and are compatible with TPM. ASAP is sufficiently fast to track action 

potentials. ArcLight is slower than ASAP, but has higher sensitivity and better photostability. 

These sensors have been used to track neuronal membrane potential in Drosophila (Cao et 

al., 2013; Yang et al., 2016).

Second, microbial rhodopsins were found to be fluorescent voltage reporters (Kralj et al., 

2011). The endogenous retinal chromophore is weakly fluorescent. Some rhodopsins show 

large and rapid fluorescence responses to voltage changes. But their brightness is low, 

requiring high illumination intensities. Moreover, current sensors are not compatible with 

TPM.

Third, electrochromic FRET sensors combine rhodopsin for voltage sensing with fluorescent 

proteins (Gong et al., 2015). The fluorophore brightness is modulated by the voltage-

dependent state of the retinal by electrochromic FRET. In one example, the rhodopsin Ace 

was combined with the fluorescent protein mNeon (Ace-mNeon) (Gong et al., 2015). In 

selected cells Ace-mNeon reports spikes and membrane potential changes in single neurons 

in the visual cortex. Similar to the rhodopsin indicators, electrochromic FRET sensors do not 

show signal changes in TPM. With these GEVIs, voltage imaging now allows imaging of 

spikes and membrane potential dynamics in sparsely labeled neurons in vitro and in vivo.

Despite these recent improvements, voltage imaging still has substantial limitations. 

Understanding these challenges delineates the niche where voltage imaging will have high 

impact for studying neural circuits. Consider a comparison with Ca2+ imaging. The best-of-

class Ca2+ indicators show up to 10-fold fluorescence changes, whereas voltage sensors 

change less than 2-fold for typical voltage changes. Ca2+ is sensed by GECIs distributed 

throughout the cytoplasm, whereas voltage has to be sensed in the membrane. It is typical to 

image Ca2+ with 107 fluorescent molecules in the cell body (corresponding to 50 μM of 

GECI concentration). In contrast, voltage is sensed with 105 GEVI molecules in the cell 

body membrane (assuming 100 molecules/μm2). This corresponds to a 100-fold advantage 

in brightness for Ca2+ imaging. The fast kinetics of voltage responses implies that fewer 

signal photons are collected per event; this corresponds to a further 100-fold advantage for 

Ca2+ imaging. Moreover, intracellular fluorescence contributed by GEVIs that are stuck in 

the endoplasmic reticulum produces non-productive background, reducing fluorescence 

changes related to membrane potential dynamics. Orders of magnitude improvements will 

thus be required to make voltage sensors competitive with GECIs or extracellular 

electrophysiology for imaging of neuronal populations at cellular resolution.

Nevertheless, we predict that voltage imaging will play important roles in niches that are 

difficult to cover by Ca2+ imaging or electrophysiology. For example, imaging of spikes and 

membrane potential dynamics simultaneously in a handful of sparsely labeled neurons is 

possible with current GEVIs. Measurements of correlations in membrane potential across 

multiple neurons are critical to distinguish between network models of neural circuit 
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function (Singer, 1999). Voltage imaging can also track the fast time-scale dynamics of rare 

cell types, which may be difficult to sample with extracellular electrodes. Finally, voltage 

imaging might provide unique insights into the mechanisms of dendritic integration (Stuart 

and Spruston, 2015).

4d. Other types of functional imaging

Other genetically encoded indicators couple primarily to synaptic activity. Synapto-

pHluorin, a pH-sensitive protein that reports synaptic vesicle fusion, can be used to report 

the release of synaptic vesicles. Synapto-pHluorin has been used to map the activity of 

olfactory neurons in the fly antennal lobe (Ng et al., 2002) and the mouse olfactory bulb 

(Bozza et al., 2004).

GluSNFR reports changes in extracellular glutamate concentration by changing fluorescence 

intensity with glutamate binding (Marvin et al., 2013). Sensitive new versions of GluSNFR 

can detect changes in cleft glutamate corresponding to the release of single vesicles (Helassa 

et al., 2017; Marvin et al., 2017). These sensors are very useful to image synaptic 

transmission, especially at large synapses, such as the retinal bipolar synapse (Franke et al., 

2017). However, at typical central synapses, glutamate interacts with tiny patches of synaptic 

membranes (< 1 μm2) in the synaptic cleft. The resulting small signal is therefore expected 

to be swamped by background from fluorescent GluSNFR that is not interacting with 

glutamate. Genetically encoded sensors for other neurotransmitters, including GABA, 

acetylcholine, serotonin, and norepinephrine are on the horizon, In addition, genetically 

encoded indicators have been developed for intracellular signaling pathways, many of which 

are downstream of neural activity and synaptic signaling (Miyawaki and Niino, 2015).

4e. Cell type specific electrophysiology

Much of what we know about behavior-related activity in the mammalian brain is derived 

from extracellular recordings of action potentials corresponding to single neurons (single 

units). Electrodes can be inserted anywhere in the brain and thus have unlimited reach. 

Moreover, they detect action potentials with high signal-to-noise ratios and time resolution. 

New types of silicon-based probes can record hundreds of neurons simultaneously (Jun et 

al., 2017).

However, extracellular recordings by themselves provide relatively little intrinsic 

information about the cell types producing the spikes. Some cell types can be distinguished 

by their characteristic spike shapes. For example, parvalbumin-expressing, fast-spiking 

interneurons have unusually brief action potentials that can be recognized with extracellular 

methods (Cohen et al., 2012). Other cell types have characteristic firing patterns. For 

example, cerebellar Purkinje cells fire simple spikes at high rates, interspersed with so-called 

complex spikes (Granit and Phillips, 1956). But documented cell type-specific features of 

the extracellular waveform or firing pattern are rare.

The advent of optogenetics (Section 5c) has made cell type-specific extracellular 

electrophysiology more routine. Neurons expressing fast light-gated channels, such as 

channelrhodopsin-2 (ChR2), can be identified by their short-latency spikes in response to 

brief flashes of light (phototagging) (Lima et al., 2009; Cohen et al., 2012). For example, 
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this approach has been used successfully to record from identified GABAergic and 

dopaminergic neurons (Cohen et al., 2012) (Figure 6A). However, phototagging is more 

difficult for excitatory neurons in circuits with local recurrent connections, such as cortical 

projection neurons. Here photostimulation causes short-latency spikes not only in the ChR2-

positive neurons, but also in downstream neurons, with overlapping latency distributions 

(O’Connor et al., 2013), which makes unambiguous identification of ChR2-positive neurons 

difficult.

Since the earliest days of systems neurobiology, subtypes of excitatory projection neurons 

have been identified by antidromic activation of axons: recorded neurons that project to area 

A can be identified by electrical activation of axons in area A. This approach has provided 

insights into neural coding in the context of the organization of multi-regional neural circuits 

(Tanji and Evarts, 1976; Hahnloser et al., 2002). Optogenetic tagging can be achieved by 

photostimulation of axons in area A (Petreanu et al., 2007). Similar to the case of electrical 

stimulation, to exclude indirectly activated neurons, it is necessary to test for collisions 

between antidromic action potentials and orthodromic action potentials (Figure 6B), making 

this method technically challenging (Li et al., 2015). More general methods for identifying 

cell types in extracellular recordings are needed.

Cell type-specific electrophysiology has also been achieved with visually guided whole-cell 

or loose-seal recordings (Figure 6C). Transgenic animals expressing fluorescent proteins in 

defined neurons are becoming widely available. These fluorescent neurons can be targeted 

for recording under high-resolution microscopy. Visually guided recordings are routine in 

animals with small brains such as the fly (Bhandawat et al., 2007). They have also been used 

to record from superficial parts of the mouse brain (Gentet et al., 2012), but the need for 

high-resolution microscopy and access for electrodes makes this method impractical for 

deep brain structures. Cell type-specific whole cell or loose-seal recordings can still be 

achieved by blind recording with labeling of the recorded cell, followed by retrospective 

analysis of cell type-specific morphology or molecular markers (Lagler et al., 2016).

4f. Data analysis and interpretation

Perhaps the outstanding current challenge in neurophysiology is data handling and analysis 

(Harris et al., 2016). This challenge is amplified by the incredible throughput of new 

methods for Ca2+ imaging and electrophysiology. New microscopes and electrodes acquire 

data at rapidly increasing rates (up to 100 GB/hour), corresponding to recordings from 

hundreds to thousands of neurons simultaneously. In Ca2+ imaging, fluorescence dynamics 

is only an indirect read-out of the activity of neurons (http://im-phys.org/). Multiple 

computational steps are required to extract signals related to neural activity. Limitations in 

signal-to-noise ratio and imaging speed, non-linearities of Ca2+ and GECIs, and variations in 

biophysical parameters across cells, make the extraction of physiological signals, such as 

spike times, challenging. Several algorithms and software packages are available to extract 

‘events’ from Ca2+ imaging data (Pnevmatikakis et al., 2016; Theis et al., 2016; Berens et 

al., 2018). However, different algorithms are optimized for different imaging conditions and 

different applications. Ideally, analysis methods are benchmarked in a consistent manner 

against ground truth data (i.e., simultaneous recordings of electrophysiology and 
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fluorescence imaging). But currently this data is only available in small quantities and for 

few use-cases. Simultaneous recordings are simply not feasible with all types of 

instrumentation. As a result, existing algorithms are not deeply characterized. The mapping 

between Ca2+-dependent fluorescence and neural activity remains imprecise and biased. 

More principled methods for analyzing functional imaging data are an urgent need.

Similar challenges hold for extracellular electrophysiology. A single electrode detects 

signals from multiple neurons. These neurons are isolated using the process of ‘spike 

sorting’, a set of computational methods interspersed with manual curation. Spike sorting 

involves the detection of spikes, followed by waveform analysis to distinguish spikes 

belonging to different neurons (Lewicki, 1998). Recent algorithms have made use of the 

parallelization provided by GPU computing to overcome computational bottlenecks in large-

scale spike sorting (Pachitariu et al., 2016; Jun et al., 2017a). However, spike sorting remains 

time-consuming and error-prone. Similar to the situation with Ca2+ imaging, little ground 

truth data exists. Better and automated methods for spike sorting and principled metrics of 

spike sorting quality are necessary (Chung et al., 2017).

4g. Summary and future directions

Each neurophysiological method has a defined niche. Ca2+ imaging is widely used to 

measure activity in populations of neurons, but it has some notable disadvantages. In 

particular, the dynamics of Ca2+ imaging with GECIs (> 100 ms) are too slow to track the 

signal flow in neural circuits during behavior (Chen et al., 2013). Ca2+ imaging is a 

nonlinear and biased readout of neural activity (Peron et al., 2015a) (http://im-phys.org/). 

Furthermore, in larger mammalian brains, imaging has limited spatial reach. Extracellular 

electrophysiology measures neural activity with millisecond precision and can be used to 

record activity across the entire brain. In contrast to imaging, extracellular electrophysiology 

is more challenging to perform in a cell type-specific manner and has trouble detecting 

activity in rare cell types. Understanding these properties of the different neurophysiological 

methods is critical for their effective deployment.

Simultaneous recordings from hundreds to thousands of neurons are now routine. The 

dynamics of neuronal populations are fundamentally more informative than single neurons. 

After all, an organism uses the collective activity of large populations of neurons for 

computation and behavior. Many so-called dimensionality reduction methods have been 

proposed that extract features of population dynamics that are critical to behavior 

(Cunningham and Yu, 2014). Relating these computational methods to cell types and neural 

circuits remains a challenge for the future.

5. Cell Type-specific Manipulation

5a. Overview

Recording neuronal activity during behavior (Section 4) generates hypotheses about the 

meaning of patterns of neural activity. These hypotheses can be tested by manipulating 

activity in defined neuronal populations. Classical methods, such as surgical lesions and 

pharmacological manipulations, are invasive and lack specificity for particular cell types. In 
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the case of lesions, adaptive rewiring after the surgery complicates the interpretation of the 

functional effects (Otchy et al., 2015). Experiments involving electrical microstimulation 

during behavior have led to major discoveries about the neural basis of perception (Salzman 

et al., 1990). However, microstimulation excites excitatory and inhibitory neurons, as well as 

axons of passage, complicating the interpretation of these experiments in terms of neural 

circuits. Below we discuss cell type-specific methods of activation and inactivation. We 

focus on inducible and reversible methods based on expressed receptors and channels, 

activated either by small molecules or light.

5b. Chemogenetics

Technologies are now available to manipulate genetically identified neurons using small 

molecule ligands (Sternson and Roth, 2014). These systems are based on engineered 

receptors and channels that interact with these ligands (chemogenetics). Small molecule-

activated systems generally have different properties than light-activated systems (discussed 

in Section 5c below), which make them useful for distinct applications, especially in larger 

mammalian brains. For example, small molecules can be delivered systemically, allowing 

manipulation of cells distributed over large brain volumes. Manipulations lasting hours and 

even days are possible, without tethers or head-mounted apparatus. Small molecule-activated 

systems could also have clinical applications for treating brain disorders. On the other hand, 

the delivery (> minutes) and clearance (hours) of small molecule drugs is too slow to make 

them useful to interfere with specific phases of behavior.

The ideal chemogenetic system has several key properties. First, the expressed proteins 

should minimally affect endogenous signaling and show no activity in the absence of ligand. 

Second, the ligand needs to specifically activate the recombinant receptor with high affinity, 

and have no biological activity in the absence of the engineered receptor. Third, the ligand 

should have favorable pharmacokinetic properties. For example, the ligand must be 

sufficiently inert to spread across the brain before clearance. Since direct infusion of small 

molecules into the brain is invasive, the ligand ideally should cross the blood-brain barrier.

Proof-of-principle systems for neuronal inactivation include modified synaptic molecules 

that inhibit synaptic transmission with addition of small molecule crosslinkers (Karpova et 

al., 2005), or non-native G-protein receptors and channels and their ligands (Lima and 

Miesenbock, 2005; Tan et al., 2006). These systems were not widely adopted, in part 

because their ligands do not cross the blood-brain barrier and thus have to be directly 

injected into neural tissue.

An important advance was the development of DREADDs (Designer Receptors Exclusively 

Activated by Designer Drug), which are now widely used (Armbruster et al., 2007). 

DREADDs are based on muscarinic receptors that can be activated by clozapine N-oxide 

(CNO), a derivative of the atypical antipsychotic clozapine. Different DREADD variants 

activate different G-protein coupled pathways with distinct cellular effects. hM4Di-

DREADD has been used for neuronal silencing via Gαi-mediated activation of inwardly 

rectifying K+ channels. hM4Di-DREADD also suppresses synaptic release probability via 

presynaptic inhibition (Stachniak et al., 2014). hM3Dq-DREADD activates neurons via Gαq 

signaling. DREADDs have been used in dozens of studies to activate and inactivate neurons 
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in vitro and in vivo in the context of behavior. However, it was recently shown that upon 

administration, CNO efficiently turns into clozapine, which enters the brain to activate 

DREADDs (Gomez et al., 2017). The effects of clozapine on neural circuits are thus a major 

concern with DREADD-mediated modulation of neural activity. In addition, G-protein 

coupled receptors may activate intracellular signaling involved in synaptic plasticity and 

other cellular functions.

Ligand gated ion channels (LGIC) have also been exploited for manipulation of neural 

activity. LGICs directly control the excitability of cells. Local activation of glutamate and 

GABA receptors has long been used in systems neuroscience to activate and inactivate brain 

regions, respectively (Hikosaka and Wurtz, 1985). Engineered chemogenetic LGICs provide 

for cell type-specific manipulation. One strategy relies on expression of the ivermectin 

(IVM)-gated Cl− channel (GluCl). Ivermectin increases the Cl− conductance of the 

membrane, shunting action potential generation (Lerchner et al., 2007). The GluCl/IVM 

system has problems as a silencing strategy. First, ivermectin is a glutamate receptor agonist. 

The effective ivermectin concentrations may produce non-specific effects and toxicity. 

Second, ivermectin-dependent silencing is only slowly reversible (~ days), opening up the 

possibility of compensatory circuit plasticity.

An elegant technology is based on engineered LGICs and ligands (Magnus et al., 2011). The 

ligand-binding domain of the α7 nicotinic acetylcholine receptor is a modular actuator of the 

large Cys-loop ionotropic receptor family, which includes both activating cation channels 

and inhibiting chloride channels. The ligand-binding domain was mutated to bind non-

natural ligands (PSEMs) and to abolish sensitivity to acetylcholine. Cation channels were 

generated by fusing ligand-binding domains to the 5HT3 receptor ion pore domain. Neurons 

expressing these channels depolarized and fired action potentials after PSEM application. 

Inhibiting chloride channels were engineered by fusing the ligand binding domains to Gly or 

GABA receptor ion pore domains. Activating these channels with PSEM application causes 

strong shunting inhibition and silencing. Even strongly driven neurons can be silenced 

(Lovett-Barron et al., 2012). However, at effective concentrations, current versions of 

PSEMs have sedative effects on behavior, with unknown mechanisms (Kato et al., 2013).

In conclusion, although great strides have been made in the development of chemogenetic 

methods, the ideal tools are yet to be invented. Existing tools suffer from limitations related 

to non-specific effects of the small molecule ligands. Advances in engineering ligand-

receptor pairs, with a focus on ligands with high specificity, are expected to address this 

issue in the future.

5c. Optogenetics

Manipulation of genetically modified neurons with light, dubbed ‘optogenetics,’ has had a 

stunning impact on brain research (Fenno et al., 2011). Optogenetics is widely used to 

activate and inactivate genetically defined neurons with light, using a large and growing list 

of microbial opsins. Channelrhodopsins (ChRs) are typically nonspecific cation channels 

that depolarize neurons in response to blue light (but see below). Halorhodopsins 

hyperpolarize neurons in response to yellow light by pumping Cl− ions into the cell. 
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Bacteriorhodopsins hyperpolarize neurons in response to green light, by pumping protons 

out of the cell.

Depolarizing ChRs can be used to manipulate neurons with millisecond timescale precision. 

Action potentials are elicited by illuminating the cell bodies, dendrites, or axons of ChR-

expressing neurons. Fast ChR versions (Cheta, Chronos) can transduce light pulses into 

action potentials at rates up to 100 Hz (Gunaydin et al., 2010; Klapoetke et al., 2014). Slow 

ChRs can depolarize neurons over times of seconds or longer (step opsins) with transient 

light stimuli (Berndt et al., 2009). Engineered and natural ChR variants have distinct 

absorption spectra. The classic ChR2 has peak absorption around 470 nm (Nagel et al., 

2003). Blue light is strongly absorbed by tissue (especially blood) (Svoboda and Block, 

1994). As a consequence the spread of blue light is limited (200 μm mean free path in 

mammalian tissue). ReaChR (Lin et al., 2013), Chrimson (Klapoetke et al., 2014), and other 

ChRs have peak absorption at 600 nm and beyond, where absorption by blood drops off 

precipitously. Red-shifted ChRs are thus more easily excited across larger tissue volumes 

and are also compatible with imaging green fluorescent molecules, such as GCaMP. 

Importantly, ChRs are relatively efficient, admitting 1000’s of cations per absorbed photon 

(Nagel et al., 2003). It is thus possible to express ChRs at modest levels, and achieve 

efficient photostimulation of neurons with innocuous light intensities (1 mW/mm2).

Hyperpolarizing opsin pumps, including the Cl− pump halorhodopsin (Han and Boyden, 

2007; Zhang et al., 2007) and the proton pump Arch (Chow et al., 2010), are useful for cell 

type-specific silencing. Opsin pumps typically have slower effects on neuronal membrane 

potential and spike rates (100’s of milliseconds) than ChRs. This is in part due slower 

kinetics, but also because of the neuronal membrane time constant. Opsin pumps are less 

efficient than ChRs, since they move at most one elementary charge across the membrane 

per photon. For this reason opsin pumps need to be expressed at very high levels and require 

intense light (> 1 mW/mm2) for efficient silencing. Heating and toxicity are a concern. In 

addition, the efficacy of opsin-mediated silencing runs down over time.

A powerful new tool for optogenetic silencing is based on anion-conducting ChRs (Berndt et 

al., 2014; Wietek et al., 2014). The most powerful reagent is based on the naturally 

occurring light-gated Cl− channels GtACR1 and GtACR2, cloned from the alga Guillardia 
theta (Govorunova et al., 2015). GtACR1 and GtACR2 have relatively large chloride-

selective conductances and silence neurons in vitro and in vivo with high efficacy (Mahn et 

al., 2017).

Optogenetics is most often performed with one-photon excitation, which can be achieved 

with cheap, low-power lasers. One-photon photostimulation is roughly uniform over tissue 

volumes on the order of one cubic millimeter per light source. For targeted stimulation, 

opsins can be excited by two-photon excitation (Rickgauer et al., 2014). The localization of 

excitation provided by two-photon excitation allows photostimulation of single neurons in 

intact tissue. Two-photon excitation requires expensive lasers and other specialized 

equipment. However, when combined with cellular imaging of neural activity, two-photon 

excitation allows manipulation of neurons based on their activity patterns recorded in 
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separate imaging experiments. This approach may allow tests of long-held hypotheses about 

activity in ensembles of neurons and behavior.

5d. Other methods

Thermogenetics refers to a set of tools in which neurons are manipulated using changes in 

temperature (Bernstein et al., 2012). These methods have mostly been applied in flies. 

Reversible inactivation of synaptic transmission has been achieved using shibirets, a 

dominant temperature-sensitive mutation of Drosophila dynamin. Inactivation is triggered by 

raising the temperature from room temperature to ~30°C. At elevated temperatures 

endocytosis of synaptic vesicles ceases, leading to rundown of synaptic transmission. 

Induction and reversal occurs within a few minutes after the temperature shift (Koenig et al., 

1983; Kitamoto, 2001). In Drosophila, shibirets has been used to dissect the circuits 

underlying memory formation, courtship behavior, and olfactory processing, among many 

other applications. Thermogenetic activation has been achieved with temperature-sensitive 

Transient Receptor Potential (TRP) channels (thermoTRPs) (Hamada et al., 2008). 

ThermoTRPs are cation channels that open in response to temperature shifts as small as 2°C 

(Bernstein et al., 2012).

In some experiments it is preferable to remove neurons from a circuit over long time scales. 

For example, the effects of acute lesions could be larger than chronic lesions, revealing 

adaptive changes in neural circuits (Otchy et al., 2015). A useful method for cell type-

specific ablation in mice is to target the diphtheria toxin receptor to specific cell types 

(Luquet et al., 2005). These cells can then be ablated to by application of the diphtheria 

toxin. Specific cell types can also be silenced by inducible expression of tetanus neurotoxin 

light chain (Yamamoto et al., 2003), which cleaves snare proteins that are critical for 

synaptic transmission. These manipulations of neural circuits lack temporal specificity, but 

the size of the perturbation can be rigorously quantified by counting the affected neurons.

5e. Calibrating and interpreting manipulation experiments

Thirty years ago Francis Crick proposed a list of tools that would be important to 

understanding brain function, including methods for activation and inactivation of specific 

cell types, while leaving other cells more or less unaltered (Crick, 1988). These tools are 

now widely available. Their use has laid bare experimental and conceptual challenges in 

interpreting these perturbation experiments (Otchy et al., 2015; Jazayeri and Afraz, 2017).

Modulation of neural activity in genetically targeted neurons has provided insights into the 

roles of specific cell types in controlling brain processes and behavior. The clearest results 

have come from brain regions in which cell types act as labeled lines that control specific 

behaviors (Betley et al., 2013; Peng et al., 2015) or from manipulation of neuromodulatory 

systems (Steinberg et al., 2013).

More generally, in highly connected neural circuits in the middle of the brain, neurons and 

neural circuits often respond to manipulations in complex, multi-phasic, and non-monotonic 

ways (Phillips and Hasenstaub, 2016). The responses depend on the strength, duration, and 

spatial extent of the photostimulus as well as the spatial distribution of the optogenetic 

reagent. (These important variables are rarely documented in publications.) Deriving 
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biological insight from optogenetic experiments requires careful characterization of the 

dynamics of the stimulated neurons and downstream neurons and brain areas using 

neurophysiology and benefit from models of neural circuits (Li et al., 2016; Phillips and 

Hasenstaub, 2016). Below we highlight a few examples of surprising effects of optogenetic 

manipulation.

The brain is intrinsically active. Optogenetically silencing excitatory neurons causes 

recovery from synaptic depression caused by ongoing activity and reduces activity in 

downstream inhibitory neurons; offset of the photostimulus then produces a burst of 

excitation, the so-called rebound response (Guo et al., 2015). The rebound can propagate 

through neural circuits and cause behavioral responses. In other words, neural inactivation 

also triggers activation. Similarly, optogenetic activation of neurons can cause inactivation 

(Herman et al., 2014).

The dynamics of local circuits can produce more subtle effect. For example, activity in 

cortical circuits is stabilized by local feedback inhibition, which implies that spike rates of 

inhibitory and excitatory neurons are coupled, on average (van Vreeswijk and Sompolinsky, 

1996). As a result, optogenetic stimulation (e.g. by ChR) of GABAergic neurons can 

actually decrease the spike rates of these same GABAergic neurons. This effect, which has 

long been predicted by models of cortical circuits (Tsodyks et al., 1997), is caused by loss of 

driving excitatory input. Strong and phasic stimulation of GABAergic neurons overwhelms 

this coupling and spike rates of excitatory neurons go to zero. This regime corresponds to 

‘photoinhibition’, a method in which GABAergic neurons are photostimulated to silence a 

brain region (Guo et al., 2014). Similarly, the effects of manipulating specific types of 

GABAergic interneurons on principal cells is highly dependent on details of the experiment 

so that minor methodological changes can lead to qualitatively different conclusions 

(Phillips and Hasenstaub, 2016).

Complex effects of optogenetic manipulation have been observed at the level of multi-

regional circuits. For example, inactivating the anterior lateral motor cortex abolishes 

activity in downstream thalamic regions, but has little effect on strongly connected cortical 

areas (Guo et al., 2017). The system response to optogenetic manipulation can reveal 

interesting aspects of the organization of neural circuits and the relationship of activity to 

animal behavior (Li et al., 2016). Characterization of secondary effects of optogenetic 

stimulation has led to discoveries of unexpected connections in neural circuits (Olsen et al., 

2012; Guo et al., 2017) (Figure 7). Linking manipulation and behavior in these situations 

requires the neurophysiological characterization of the system response to optogenetic 

stimulation.

5f. Summary and future directions

Cell type-specific methods for activation and inactivation are now a routine part of the 

experimental toolbox. Chemogenetic systems are ideal for spatially widely distributed neural 

populations, but have relatively poor temporal resolution. Optogenetic systems have 

excellent temporal resolution, but light is difficult to deliver over large tissue volumes, 

limiting applications in larger mammalian brains. Ultrasound and magnetic fields can be 
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delivered deep into tissue. Systems activated by ultrasound or magnetic fields could have a 

large impact.

Neural activity patterns in the brain exhibit specificity beyond cell types. For example, only 

sparse subsets of CA1 pyramidal neurons express place field in particular locations and 

environments. Strategies therefore need to be developed that allow activation and 

inactivation based on behavior-related activity patterns of ensembles of neurons; these 

ensembles may be distributed across multiple cell types. This can potentially be achieved by 

version of the activity traps discussed in Section 2d. However, more precise capture of active 

neurons would be triggered by activity and light. In these systems gene expression would be 

controlled by the conjunction of light and neural activity.

Optogenetic manipulation experiments are now routinely performed in combination with 

recordings from hundreds to thousands of neurons. Rapid manipulations of groups of 

neurons cause complex responses in the connected neural circuit. These responses are highly 

informative about computation in neural circuits, but interpreting the neural dynamics 

ultimately requires new approaches to modeling neural circuits.

6. Conclusions and Outlook

Ten years ago, at the time of the first Primer, genetic analysis of neural circuits was a 

nascent field, especially in the mammalian brain. The first generation of cell type-specific 

driver and reporter lines had just been made. Channelrhodopsin-2 had recently been cloned, 

ringing in the optogenetics era. Imaging neurons with genetically encoded indicators of 

neural function was just at the very beginning. Few studies had linked quantitative analysis 

of behavior with cell type-specific neurophysiology and manipulation. Since then genetic 

analysis of neural circuits has exploded into a vibrant and rapidly developing field. This is in 

part due to the rapid proliferation of powerful methods and resources for analyzing neural 

circuits, catalyzed in part by support from the Brain Research through Advancing Innovative 

Neurotechnologies (BRAIN) initiative (Jorgenson et al., 2015).

The next decade will likely be similarly transformative, in part because of the availability of 

large-scale resources. Projects are currently under way to produce a complete census of the 

brain’s cell types using transcriptomic and anatomical methods. Knowledge of cellular gene 

expression patterns will provide access to most cell types in the intact brains of genetically 

tractable organisms for recording and manipulation. Large-scale electron microscopy is 

producing dense reconstructions of local circuits and even the entire brains of the fruit fly. 

Together these resources will provide a near complete parts list for the brain and a coherent 

picture of the structure of neural circuits in terms of genetically defined cell types.

An exciting emerging area is cell type-specific analysis of neural circuits in organisms that 

were not traditionally amenable to genetic analysis. This is made possible by genome 

engineering based on CRISPR/Cas9 and related methods; developing viral vectors that 

produce cell type-specific expression will further enhance this endeavor. Linking neural 

activity in defined cell types to behavior is now routine. However, behavior is the result of 

coordinated patterns of neural activity across multi-regional neural circuits. A major 
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challenge is to link neural structure with neural dynamics across spatially extended neural 

networks, ideally in individual animals. Major efforts are under way to map neural activity at 

the level of the entire brain, using recently developed high-density electrodes (https://

www.internationalbrainlab.com/). However, brain-wide analysis of activity is only at the 

beginning, especially with respect to cell type-specific analysis.

The central goal in neuroscience is to elucidate the principles underlying brain function. 

This requires linking the structure of neural circuits to their dynamics and to computation 

and behavior. Hypotheses need to be translated into well-defined quantitative models that 

take current knowledge about neural circuits and the biophysics of specific cell types into 

account. Brain research needs a new kind of theoretical neuroscience that takes the structure 

of neural circuits into account.
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In a sequel to their 2008 primer on genetic dissection of neural circuits, Luo, Callaway, 

and Svoboda evaluate key advances over the past decade on cell type-specific anatomical, 

neurophysiological, and perturbation studies to link neurons and neural circuits to 

behavior.
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Figure 1. Binary Expression and Intersectional Strategies
(A–B) Transcription-based binary expression systems. In the driver transgenes, coding 

sequences for the transcription factor GAL4 (A) and tTA (B) are driven from a cell type-

specific promoter (S). In the responder transgenes, the coding sequence of the effector (E) is 

driven by promoters that contain binding sites of the transcription factors in the driver 

transgenes, UAS (A) and TRE (B). Note that tTA/TRE system can be further regulated by 

the drug Dox.

(C–D) Recombinase-based binary expression systems. In the driver transgenes, coding 

sequences for the recombinase Cre (C) and Flp (D) are driven from a cell type-specific 

promoter (S). In the responder transgenes, the effector is only expressed after Cre or Flp acts 

on the loxP or FRT sites to invert the intervening sequence (C), or to remove the 

transcription stop between the ubiquitous promoter (U) and the coding sequence of the 

effector (D). Note that both strategies can be applied to Flp/FRT- and Cre/loxP- mediated 

activation. The inversion strategy (C, where the recombinase recognition sites are in 

opposite direction as indicated by the triangles) utilizes two variants of recombinase 

recognition sites (here loxP and loxP*) that can only support recombination between the 

same variant. This strategy is termed FLEx (Schnutgen et al., 2003).

(E) Overlapping expression driven from promoter A (orange) and B (blue) creates three 

patterns, X, Y, and Z, which can be accessed by intersectional strategies in F and G.

(F) Intersectional strategies based on two recombinases driven from promoters A and B.

In the “A AND B” strategy, the effector is only expressed after Flp- and Cre-mediated 

recombination both occur, removing the two intervening transcriptional stops.

In the “A NOT B” strategy, the action of Flp removes the stop and thus activates the effector, 

whereas the action of Cre deletes the coding sequence of the effector, thus inactivates it.

The “B NOT A” strategy is similar to the “A NOT B” strategy except that the FRT and loxP 
sites are switched.

(G) AND gate can also be achieved by combining a recombinase and a transcription system.
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Figure 2. Targeting Neurons based on Patterns of Endogenous Gene Expression
(A) In the classic knockin strategy, the targeting construct (containing the “2A-Cre” 

insertion right before the stop codon in this example) is introduced into the embryonic stem 

(ES) cells. Targeted ES cells (usually selected by a drug resistant gene not shown) are 

injected into blastocysts, which produce chimera mice for screening of germline 

transmission in a subsequent generation.

(B) In CRISPR/Cas9-mediated gene editing, a mixture of 1) guide RNA (gRNA), 2) Cas9 

protein, and 3) donor DNA is injected into the pronuclei of fertilized eggs (zygotes). 1) and 

2) create double-strand breaks in regions of DNA specified by gRNA sequence, and 

homology-directed repair utilizes the donor DNA sequence to repair the breaks, creating 

transgenic animals with desired knockin allele as (A). Cas9 protein can also be replaced by 

Cas9 mRNA, or by the use of a transgenic animal where Cas9 is expressed in germ cells.
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Figure 3. Targeting Neurons based on Projection and Activity
(A) Schematic for targeting neurons based on their projection. In this example, an AAV that 

expresses a Cre-dependent effector is injected into the region of interest, and a Cre-

expressing virus that transduces axon terminals is injected into one of the target fields. Only 

neurons that project to that target field will express the effector (red).

(B) In the Fos-tTA strategy, tTA is driven from the Fos promoter such that it will be 

expressed in activated neurons (lightening bulb). When Dox is removed from water/food, the 

effector is expressed in these activated neurons. When the animal is returned to Dox-

containing water/food, no new activated neurons will express the effector, but the effectors 

expressed during the Dox off period persists for a few days.

(C) In the Fos-2A-CreER strategy (TRAP2; see Allen et al., 2017), neurons activated during 

the 4-hydroxytamoxifen (4-OHT) period have the potential to undergo Cre/loxP-mediated 

recombination, resulting in permanent reporter expression.
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Figure 4. Cell Type-specific Axonal Projection and Collateralization Patterns
(A) Ground truth of the axonal projection patterns (right) of neuronal populations at a 

specific brain region (left). T1–T4: target regions 1–4.

(B) Injecting AAV expressing Cre-dependent (FLExloxP) GFP into Cre transgenic mice can 

determine the axonal projection patterns of all Cre+ neurons at the AAV injection site. In 

this and all subsequent panels, unlabeled neurons are in grey, and their axons are omitted.

(C) Injecting retrograde transducing canine adenovirus 2 (CAV) expressing Cre-dependent 

Flp at one of the targets, along with injecting AAV expressing Flp-dependent (FLExFRT) 

GFP at the cell body region of Cre transgenic mice, can determine the complete axon 

collateralization patterns of Cre+ neurons that project to a specific target region.

(D) Replacing Flp-dependent GFP in (C) with Flp-dependent TVA and rabies glycoprotein 

(G), followed by RVdG at the cell body region enables trans-synaptic tracing of inputs 

(green) to Cre+ neurons that project to a specific output region, a strategy named cell-type-

specific tracing the relationship between input and output (cTRIO).
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Figure 5. Cell Type-specific Imaging
(A) Genetically encoded indicator of neural function is targeted to specific cell types (e.g. a 

local interneuron) for imaging.

(B) The indicator is expressed in all neurons for imaging. One cell type (e.g. a subtype of 

pyramidal neuron) in addition is identified with a fluorescent marker (in this example a red 

fluorescent protein targeted to the nucleus).

(C) The indicator is expressed in all projection neurons, but imaging is performed in the 

projection zone of one of the projection neuron types.

(D) The indicator is expressed in all neurons for imaging. Cell types are identified post hoc 
using molecular analysis (e.g. multiplexed fluorescent in situ hybridization).
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Figure 6. Cell Type-specific Electrophysiology
(A) Phototagging. GABAergic neurons express channelrhodopsin-2 (ChR2). Activating the 

ChR2-expressing neurons silences surrounding neurons. Right, extracellular recordings in 

the mouse motor cortex. Parvalbumin-positive, fast-spiking interneurons express ChR2, are 

thus activated by photostimulation. Photoactivating these neurons (IN) inhibits nearby 

pyramidal neurons (Pyr).

(B) Identifying specific types of projection neurons by antidromic photostimulation. 

Recordings are performed from pyramidal neurons while photostimulating axons expressing 

ChR2 in a specific projection zone. Because of recurrent excitatory connections, both 

neurons with photoexcited axons and downstream neurons in the recorded area can show 

spikes that are time-locked to the photostimulus with short latencies. Identifying neurons 

with axons photoexcited in the projection zone requires the collision test, bottom left. 

Axonal photostimulation (vertical blue line) evokes an action potential with 5 ms latency 

(arrow head). The antidromic action potential fails to invade the soma if an orthodromic 

action potential precedes the photostimulus within 5 ms of the photostimulus (bottom four 

traces); under these conditions the orthodromic and antidromic action potentials collide 

(Economo et al., 2017). The absence of the antidromic action potential after an orthodromic 

action potential implies that the recorded neurons projects to the photostimulated brain 

region. Bottom right, raster plot for the neuron corresponding to the collision test on the left. 

Rows, behavioral trials; dots, action potentials; vertical lines, different trial epochs.
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(C) Targeted whole-cell recordings based on high-resolution microscopy. Right, recording 

from the Drosophila ellipsoid body during orienting behavior (Turner-Evans et al., 2017). 

Top trace, accumulated orientation. Bottom trace, membrane potential.
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Figure 7. Circuit Response to Optogenetic Stimulation of Layer 6 Corticothalamic Neurons
(A) Schematic of the experiment.

(B) Cre-dependent expression of red fluorescent protein in Ntsr1-cre mice. Expression is 

limited to thalamus-projecting layer 6 neurons.

(C) Extracellular recordings in the primary visual cortex. Multi-unit responses with (blue) 

and without (black) layer 6 photostimulation. Left, raster plot, grouped by depth. Black bar: 

visual stimulus; blue bar: LED illumination. Right, normalized peristimulus time histogram; 

top: upper layers; bottom: layer 6. Hues of blue correspond to different photostimulus 

intensities (light, low; dark, high; black, unstimulated).
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