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Neuroimaging evidence supports a role of the default mode
network (DMN) in spontaneous thought and goal-driven internally
oriented processes, such as recalling an autobiographical event,
and has demonstrated its deactivation during focused, externally
oriented attention. Recent work suggests that the DMN is not a
homogeneous network but rather is composed of at least several
subnetworks, which are engaged in distinct functions; however, it
is still unclear if these different functions rely on the same neuronal
populations. In this study, we used intracranial EEG to record from the
posteromedial cortex (PMC), a core hub of the DMN, in 13 human
subjects, during autobiographical memory retrieval (internally
oriented), arithmetic processing (externally oriented), and cued
rest (spontaneous thought), allowing us to measure activity from
anatomically precise PMC sites with high temporal resolution. We
observed a heterogeneous, yet spatially organized, pattern of activity
across tasks. Many sites, primarily in the more ventral portion of PMC,
were engaged during autobiographical recall and suppressed during
arithmetic processing. Other more dorsal PMC sites were engaged
during the cued-rest condition. Of these rest-active sites, some exhi-
bited variable temporal dynamics across trials, possibly reflecting various
forms of spontaneous thought, while others showed only transient
activity at the beginning of cued-rest trials (i.e., after a switch from a
task to cued rest), possibly involved in shifting the brain from a more
focused to amore exploratory attentional state. These results suggest
heterogeneity of function evenwithin an individual node of the DMN.
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The default mode network (DMN) was initially identified as a
set of regions consistently suppressed during externally fo-

cused, attention-demanding tasks, relative to the “default” rest-
ing state (1, 2). However, its explicit role in ongoing behavior and
cognition is not well understood. Many studies have demon-
strated an increase in DMN activity during stimulus-independent
thought (3) and internally directed processes, such as remem-
bering a past event (4–7), imagining the future (4, 8), semantic/
conceptual processing (9), and social cognition/mentalizing (5,
10, 11). These processes are prevalent during spontaneous cognition
and must be suppressed to successfully perform many attention-
demanding tasks. Other work suggests that regions within the
DMN are involved in changing the locus or strength of attention (12–
14), for example between stimulus-oriented and stimulus-independent
thought (12), or to an overall broadening of attention (15), allowing
for more exploratory thoughts and behavior. This switching or
broadening of attention also occurs more at rest, when subjects are
free to explore their own thoughts.
The fact that many functions are attributed to the DMN is in

line with the observation that different DMN subcomponents are
differentially engaged during the aforementioned processes and
exhibit distinct patterns of functional connectivity at rest (16–21).
Even the posteromedial cortex (PMC), a hub of the DMN and
part of the “DMN-core” component (16), exhibits heteroge-
neous cytology (22), structural connectivity (23), and functional
connectivity (17, 18, 22, 24–26). While newer fMRI studies have
begun to disentangle the heterogeneity of DMN, it still remains

unclear to what extent the same populations of neurons within
the DMN (or its subnetworks) are engaged during distinct functions,
and if so, where these distinct populations are located anatomically.
A previous study from our group (27), using intracranial re-

cordings in the PMC of four subjects, revealed that distinct sites
were activated (i.e., exhibited increased high-frequency electrical
activity) during rest versus autobiographical recall. Another
study by our group (28) demonstrated that memory active sites in
the PMC deactivated during the math condition. These two
studies demonstrated heterogeneity of function within the PMC
but did not have sufficient statistical power to address whether
these distinct classes of sites had consistent anatomical locations
within the PMC. Moreover, they only addressed the issue of
heterogeneity in the spatial, but not temporal, domain.
Examining heterogeneity across both spatial and temporal

domains is crucial for understanding the DMN’s involvement
across cognitive conditions. For example, during rest, one could
imagine at least two general classes of activity. Mind wandering,
or other types of spontaneous cognition, should exhibit variable
temporal dynamics, as it is by definition not time-locked to any
external events. However, there may be other neuronal activity
that shifts the brain from a more focused to a broader attentional
state that would occur consistently at the transition from task to
rest. By measuring the temporal profile of activations at each site
across trials, one can differentiate between time-locked and non-
time-locked responses during rest. Intracranial EEG (iEEG) is
particularly well-suited to evaluate heterogeneity of function in
both the spatial and temporal domains, as it can isolate the
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activity of groups of neurons separated by as little as 4 mm (29)
and track activity across multiple sites simultaneously with high
temporal resolution (on the order of milliseconds).
In the present study, we investigate the functional heterogeneity

of the human PMC in a larger cohort of subjects with denser re-
cording sites. Our overarching prediction is that different PMC sites
will exhibit different responses across task conditions. More specif-
ically, we predict that (i) memory and rest activations will have
different anatomical locations within the PMC, (ii) rest- versus
memory-active sites will exhibit distinct profiles of deactivation
during the math condition (i.e., externally directed cognition), and
(iii) we will observe multiple temporal profiles of activity during the
rest condition that reflect distinct underlying processes.

Results
Subjects performed a task with randomly shuffled trials requiring
internally directed cognition (evaluating autobiographical state-
ments, e.g. “Yesterday I ate fruit”), externally directed cognition
(evaluating arithmetic statements, e.g. “5 + 7 = 13”), or cued rest
(5–10 s of undirected thought, with subjects instructed to stare at
a central cross-hair). All subjects participating in this study had
electrode coverage over the PMC (Fig. 1; see Table S1 for subject
demographics). We measured the high-frequency broadband (HFB)
activity, a signature of local cortical activation, across electrode sites
(113 total) and task conditions, to identify sites that were signifi-
cantly activated or deactivated during each task condition (i.e., with
a significant increase or decrease in HFB power, respectively, rel-
ative to the intertrial interval). We additionally split the PMC into
two anatomical subdivisions (Fig. 1), the posterior cingulate cortex
(PCC; also includes the retrosplenial cortex; 56 sites) and areas 7m
and 31 (7m/31; 57 sites), to determine if sites in these two subregions
have differing profiles of activity across tasks.

Time-Locked Task-Related Neural Responses. We measured changes
in HFB activity in two ways. First, we computed HFB activity at
each site in different time windows relative to stimulus onset,
capturing solely time-locked activity. Second, we computed the
total amount of time that each site was “active” (with HFB
power at least two SDs above the mean of the activity during the
200-ms intertrial interval), ignoring the actual time window in
which it was active (i.e., capturing both time-locked and non-time-
locked activity; see SI Materials and Methods for more details). As
expected, we observed several distinct profiles of activity across tasks
within the PMC, a few examples of which are illustrated in Fig. 2.
Many sites were activated during the memory condition (many of
which were also deactivated during the math condition), a few sites
were activated during the rest, and a few were activated during the
math condition. Fig. 3 summarizes the time-locked HFB results
across all sites in all subjects, during the three task conditions. There
were several notable differences between the dynamics of response
during the memory versus cued-rest conditions. First, the strength of
HFB activation in the PMC was on average much larger for the

memory condition than for the cued-rest condition and larger than the
level of HFB deactivation during the math condition [across subjects:
P < 0.05, false discovery rate (FDR) corrected by number of time
windows and pairs of conditions, for every time window between
250 and 2,000 ms poststimulus, Fig. 3B; within subject: P < 0.05, FDR
corrected by number of time windows and pairs of conditions, for every
time window between 500 and 2,000 ms poststimulus, Fig. 3C]. Re-
latedly, in every time window (between 0 and 2,000 ms after stimulus
onset) more sites were significantly active during the memory than
during the cued-rest condition (Fig. 3D; see Table S2 for number of
electrode sites active per condition/time window and number of sub-
jects contributing to each group of active sites). Second, the time
courses of activity were much different between the two conditions.
HFB activity during the memory condition began to increase between
250 and 500 ms, peaked between 750 and 1,250 ms, then gradually
decreased back to baseline levels. During the cued-rest condition, HFB
activity on average increased slightly later, between 500 and 750ms, but
showed no clear peak in activity in time, across sites (Fig. 3 A–D).
Finally, as we have previously reported (27, 28), the actual sites that
were significantly active during either the memory or cued-rest condi-
tion during any individual time window were largely distinct (between
5% and 13%ofmemory-active sites were also active during rest, during
the time windows between 500–2,000 ms after stimulus onset; Fig. 3D
and Table S2). Although memory-active and rest-active sites were
present in both the PCC and areas 7m/31, the majority of memory-
active sites were in the PCC and the majority of rest-active sites were in
areas 7m/31 (Fig. 3D and Table S2). Interestingly, we also observed
several sites that were active during the math condition, which were
primarily clustered in areas 7m/31 (Fig. 3 A–D and Table S2).
Another common phenomenon in the PMC besides memory-

related activity was a deactivation (i.e., decrease in HFB power
relative to baseline) during the math condition (Fig. 3 A–C and E
and Table S2), in line with previous reports of DMN suppression
during externally focused attention. Many of these math-deactivated
sites were also activated during the memory condition (between
30% and 67% of math-deactivated sites, during the time windows
between 500–2,000 ms after stimulus onset; Fig. S1A). Of memory-
active sites, between 33% and 48% were deactivated during the
math condition, in the time windows between 500–2,000 ms after
stimulus onset (Fig. S1B), which were on average located more
ventrally than the memory-active sites not significantly deactivated
during math (Fig. S1C).
To compare the sites activated (or deactivated) across all pairs

of conditions, we correlated the HFB power across sites between
every pair of conditions, separately in each time window. A
positive correlation between a pair of conditions suggests that the
same sites are generally activated (or deactivated) during both con-
ditions and a negative correlation indicates that sites activated during
one condition tend to deactivate during the other condition, while a

Fig. 1. Anatomical boundary of the PMC and two subregions of the PMC,
the PCC (purple) and areas 7m and 31 (green). The electrodes falling within
the PMC are marked in each individual subject’s brain and are colored
according to their anatomical subregion.
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Fig. 2. Example HFB time courses (z-scored relative to the 200-ms ITI) of ac-
tivity across task conditions at electrode sites in a single subject (shaded region
represents SEM across trials), time-locked to trial onset (vertical dotted line).
Some sites were activated during the memory condition (blue circle), many of
which were also and deactivated during math (gray circle, red outline), but
several sites were also active during the rest condition (yellow circle), math
condition (gray circle, black outline), or during multiple conditions.
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low (i.e., close to zero) correlation suggests that sites activated during
one condition show low levels of activity in the other condition, or
that the magnitudes of their activations are unrelated. In the earliest
time window, HFB power was significantly positively correlated
across sites between all conditions, possibly reflecting an early visual
response to all stimuli at a subset of sites. However, between 500 and
1,500 ms, HFB power was significantly negatively correlated between
the memory and math conditions and showed no significant cor-
relation between the memory and rest conditions (Fig. 3F), again
suggesting that the memory and rest conditions recruited largely
distinct sites, at least when considering the same time window.

Non-Time-Locked Task-Related Neural Responses.When we measured
the total duration of active time in each condition, irrespective of
the specific time window, we again captured sites within the PMC
that were active during the memory condition. However, we also
observed many sites, primarily in the more dorsal portion of PMC,
that were active (many in a non-time-locked manner) during the rest
condition, and many that were active during both memory and rest
(Fig. 4A, B, andD). As in the time-locked analysis, we again showed

that the electrodes with the largest percentage of active time during
the memory condition tended to be the least active during the math
condition (r = −0.23, P = 0.01; Fig. S2A). While the correlation be-
tween activation time during the rest and memory conditions was
nonsignificant (r = 0.11, P = 0.25; Fig. S2A), it was still higher than
the correlations we observed between the same conditions in the
time-locked analyses during every time window from 500 to 2,000 ms
after stimulus onset (Fig. 3F; correlation ranged between −0.13
to −0.0017 during these windows). This suggests that more elec-
trode sites showed activity during both memory and rest conditions
when considering activations at any time. There was no significant
correlation in HFB activation time between the math and rest
conditions (r = 0.06, P = 0.53; Fig. S2A).
We tested several thresholds for detecting an activation (either

one, two, or three SDs above the mean of the baseline HFB power),
to ensure that our results were robust to changing algorithm pa-
rameters. Regardless of the threshold chosen, we found that, as in
the time-locked analysis, more sites were activated during the
memory condition than during the rest condition (Fig. 4 C and D
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Fig. 3. (A) Progression of HFB activity in 250-ms time bins at each PMC site, separately for each condition, at all electrode sites across all subjects (transformed
to common MNI space). (B) Distribution of HFB power during each time window and condition, across sites (i.e., distribution of data points from A). The center
line in each box represents the mean across sites, the extents of the dark gray box represent the 95% confidence interval of the mean, and the extents of the
lighter gray box represent one SD of the distribution. Asterisks indicate mean of distribution significantly different from 0 (*P < 0.05, FDR corrected; **P <
0.005, FDR corrected). (C) Average HFB power across electrodes within each subject (i.e., each dot represents a single subject) for a particular condition.
Asterisks indicate mean of distribution significantly different from 0 (*P < 0.05, FDR corrected; **P < 0.005, FDR corrected). (D) Fraction of electrodes
exhibiting a significant activation in each condition or combination of conditions, separately for each time window (P < 0.05, FDR corrected for number of
sites, time windows, and task conditions), for the entire PMC (top), PCC (lower left), or areas 7m/31 (lower right). (E) Same as D, but showing fraction of
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and Table S3). However, relatively more sites were active during the
rest-active condition in this non-time-locked analysis (Fig. 4D and
Table S3) than in the time-locked analysis (Fig. 3D and Table S2),
and more sites had both memory and rest-related activations when
considering activations at any time (Fig. 4D and Table S3), relative
to when looking within a specific time window (Fig. 3D and Table
S2). For all thresholds, over half of the electrode sites active during
the rest condition were also active during the memory condition
(Fig. 4D and Table S3). As in the time-locked analysis, the majority
of memory-active sites were located in the PCC, and the majority of
rest-active sites were located in areas 7m/31 (Fig. 4D and Table S3).

Relative Anatomical Location of Rest- and Memory-Related Activity.
Next, we wanted to see if there was a consistent anatomical re-
lationship between the rest- and memory-active sites. We mea-
sured such intersite distances in several ways. First, we defined
“activated” sites either as the top half of most active sites in-
dividually within each category (thus yielding different thresh-
olds for activation time in each category; TH for top half), or
relative to the percent of activated time that would be expected
by chance (determined based on a Monte Carlo simulation; see
SI Materials and Methods for more details; Thr for threshold).
Second, we either compared the average coordinates of all of the
rest-active sites with the average coordinates of all of the
memory-active sites (AS for across-subjects), in which case

electrodes from the two groups may be coming from different
individuals, or we only considered electrode pairs from within
the same individual (WSP for within-subject pairs and WS for
within-subject). The results from all of these methods are plotted
in Fig. 4E (more details are included in Spatial Heterogeneity),
and in all cases we found that rest-active sites were located more
dorsally than memory-active sites. When only considering within-
subject electrode pairs (WSP), this difference was statistically
significant (P < 0.05, FDR corrected) in 11 of 12 comparisons.
When looking across subjects (AS) this difference was statisti-
cally significant in 7 of 12 comparisons (P < 0.05, FDR cor-
rected). When averaging within-subject electrode pairs within
each subject separately (WS), rest-active sites were still more
dorsal than memory-active sites in the majority of subjects (who
had at least one rest-active and one memory-active site), but this
difference was not statistically significant across subjects (per-
haps because of the low statistical power with so few data
points). Across methods, the actual anatomical difference be-
tween rest and memory activations in the z dimension ranged
from 1.5 to 16.6 mm, with a median distance of 5.9 mm. The few
math-active sites were also on average located more dorsally
than the memory-active sites, and slightly dorsal and posterior to
the rest-active sites (Fig. S2B). As an additional control, to en-
sure that the difference in trial length between rest and memory
trials was not skewing our results, we reran the non-time-locked
analyses after matching the average length of memory and rest
trials within subject (Fig. S3) and found that rest-active sites were
located more dorsally to memory-active sites.

Distinct Temporal Dynamics of Rest- and Memory-Related Neural
Responses. Finally, we compared the temporal dynamics during
the memory versus cued-rest conditions, specifically how time-
locked each site’s responses were to trial onset (Fig. 5 A and B;
method illustrated in Fig. S5). We computed this difference in
multiple ways, using different algorithm parameters (e.g., mag-
nitude threshold for activation), and either across subjects (i.e.,
comparing all of the rest-active to all of the memory-active sites)
or across within-subject pairs, to ensure that specific algorithm
parameters were not driving our results. In all iterations, we
found that on average the most memory-active sites exhibited
more time-locked activity during the memory trials than the most
rest-active sites did during rest trials (i.e., onset variability was
higher for rest-active sites; Fig. S4). However, there was much
variability in the temporal profiles of the rest-active sites, with
some exhibiting more time-locked activity (e.g., Fig. 5C, Left)
and others more jittered activity (e.g., Fig. 5C, Right).
Since we predicted that spontaneous thought/mind wandering

would be associated with more jittered neural activity, we reasoned
that sites showing this jittered activity during rest would be more likely
also to be activated during the memory condition (since much mind-
wandering activity relates to remembering past events), relative to rest
sites showing more time-locked activity (which we hypothesized are
more related to shifting the brain’s attentional state, and thus less
directly related to memory processing). We found that rest-active
sites that were also active during the memory condition did show
slightly less time-locked activity during the rest condition than did
sites that were only active during rest (mean of 0.3-s variability versus
mean of 0.28-s variability, respectively); however, this difference was
not statistically significant (P = 0.79). Notably, the sites with time-
locked activity following a transition to rest did not show similar ac-
tivity following other state transitions, for example from rest to a task
(either math or memory), or between math and memory trials.

Discussion
Summary of Findings. In this study, we measured iEEG activity
throughout the PMC across several behavioral tasks, allowing us
to compare the sites engaged during distinct functions which
have all been associated with the DMN. We found many sites in
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Fig. 4. (A) Percent active time (with HFB power at least two SDs above
mean of baseline) at each site, separately for each condition. (B) Anatomical
location (y and z coordinates in common MNI space) of all PMC sites sig-
nificantly activated during each condition or combination of conditions (i.e.,
those illustrated in the pie chart in D, middle column, threshold = 2; sites
marked in white not significantly activated in any condition). C–E illustrate
effect of changing activation threshold level. (C) Percent active time of each
electrode in each condition. Dotted red line represents the P < 0.05 level, as
determined by a Monte Carlo simulation (see SI Materials and Methods for
more details). (D) Fraction of sites exhibiting a significant percent of acti-
vated time (i.e., above the dotted red line in C), in any condition or com-
bination of conditions, either for the entire PMC (top), the PCC (lower left),
or areas 7m/31 (lower right). (E) Difference in coordinates between rest-
active and memory-active sites, computed 12 different ways (see Spatial
Heterogeneity for more details). Border color indicates significance of each
comparison, along the dorsal–ventral (D-V) or anterior–posterior (A-P) di-
mensions (green, P < 0.05 in D-V dimension, FDR corrected for 12 compari-
sons; yellow, P < 0.05 in A-P dimension, FDR corrected; black, P < 0.05 for
both D-V and A-P dimensions, FDR corrected; otherwise, no border).
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the PMC engaged during autobiographical recall, starting at
around 250–500 ms after stimulus onset, many of which were
also deactivated during the math condition (Fig. 3F and Fig. S1).
When considering time-locked activity, we found few sites that
responded during both the memory and rest conditions with
similar timing (Fig. 3D and Table S2). However, we found
greater overlap between memory- and rest-active sites when
considering both time-locked and non-time-locked activations
(Fig. 4D and Table S3). Of rest-active sites, some exhibited
variable timing across trials, likely reflecting mind wandering or
other spontaneous thought (the content of which could not be
deciphered in this study). Others exhibited time-locked responses,
possibly signaling a change from an attention-demanding condition
to the lack thereof (Fig. 5). In general, the rest-active sites were
located more dorsally than the memory-active sites within indi-
vidual subjects’ brains (Fig. 4 B and E and Fig. S3C).

Distinct and Overlapping Sites Engaged During Autobiographical
Recall Versus Spontaneous Thought. When considering only time-
locked activity, we found few sites that responded during both
the memory and rest conditions (i.e., in the same time window;
Fig. 3D and Table S2). This is perhaps unsurprising given the
nature of the two task conditions. During the memory condition,
subjects were cued to retrieve a memory by the written autobio-
graphical statement; thus, memory-related activity should be time-
locked to the beginning of the trial. During the rest condition,
however, subjects were not given any explicit instructions on what to
think about. Thus, even if they were remembering past events
during a subset of these trials, such processes would unlikely occur
with any consistent timing. This likely explains why we observed
many more sites active during both the memory and rest conditions
when considering activations occurring at any time within the trial
(Fig. 4D). Our choice of baseline [the 200-ms intertrial interval
(ITI)], which was most similar in nature to the rest condition, may
also have hampered our ability to detect rest-related activations.
While some non-time-locked rest activations occurred at the

same sites as memory activations, other did not. There are
multiple possible explanations for such non-time-locked rest-
selective activations. Perhaps subjects were engaged in other
nonautobiographical memory-related thoughts during the cued-
rest condition, such as thinking about their own condition,
making plans, or inferring another’s mental state (30). Alternatively,
even if subjects were at times thinking about past events during the

cued-rest epochs, there may be different neural dynamics associated
with focused attention toward memory-related processes to carry
out a task, versus recalled memories as part of a stream of spon-
taneous, undirected thoughts (31). The fact that deactivations during
the math condition occurred mostly at memory-active but not rest-
active sites supports previous work showing competition between
focused attention to externally oriented versus internally oriented
processes (32–34) but suggests that spontaneous cognition, during
which attention is broad and unfocused, may recruit distinct sites.
We found rest-active sites to be, on average, more dorsal than

the memory-active sites within the PMC (Fig. 4 B and E and Fig.
S3C). When grouping electrode sites by PMC subregion, the
majority of memory-active sites were located in the PCC while
the majority of rest-active sites were located in areas 7m/31. This
ventral-to-dorsal memory-to-rest gradient within the PMC is in
line with recent work showing fractionation within the DMN
(16–18, 25). Several studies have shown that ventral PMC is
more functionally connected to the hippocampus/middle tem-
poral lobe (16, 18, 35), while the dorsal PMC is more function-
ally connected with sensorimotor and cognitive control networks
(17, 25, 26, 35), as well as with the temporal–parietal junction
(TPJ) (18), which has been associated with social cognition/
theory of mind (36). Given these patterns of functional con-
nectivity, it is not surprising that we observed memory-related
activity in the more ventral portion of the PMC and rest-related
activity in more dorsal portion (possibly working with the fronto-
parietal control networks to broaden attention during spontane-
ous thought, or with the TPJ to drive other nonautobiographical,
self-referential processes).
Interestingly, a small cluster of PMC sites (primarily in areas

7m/31) were activated during the math condition. While we
intended the math condition to elicit more externally oriented
processes, subjects may also have been engaged in internally
oriented processes such as retrieving an arithmetic fact from
memory, or internally verbalizing the equation. It would thus be
informative in future studies to compare the location of these
math-related activations to those evoked by a more explicitly
externally oriented task, for example visual search.

Time-Locked Cued-Rest Responses.While neural responses that are
time-locked to the beginning of math or memory trials are
expected, it was surprising to find time-locked neural responses
selectively at the beginning of cued-rest trials, in which individ-
uals simply viewed a fixation cross on a dark screen. Since these
time-locked responses were mostly absent during the math
condition, they are unlikely related to visual processing of the
rest cue (“+”) given that arithmetic statements also contained a
plus sign. Moreover, these rest-locked responses had relatively
late onsets (>500 ms), beyond when the initial visual processing
of the stimuli should occur. One possible explanation is that this
time-locked activity reflects a “switch” signal, involved in changing
one’s attentional state from a more focused to a more exploratory
one. Since this study only examined activity in the PMC, it remains
to be determined if these switch sites also exist in other brain re-
gions, for example in other brain regions involved in changing the
locus of attention [e.g., the dorsal attention network (37) or fron-
toparietal control networks (35, 38)]. Also, the fact that these PMC
sites were only engaged after the transition from task to rest, but not
after other state transitions, suggests that different sites are engaged
in different classes of “state switches,” and thus that other types of
switches likely exist across the brain.

Future Directions. In this study, we built on previous work sug-
gesting that the DMN is composed of at least several subcom-
ponents. We demonstrate heterogeneity of function even within
the PMC, a hub of the DMN, with several distinct, but ana-
tomically close, response profiles across tasks. It is important to
note, however, that electrode sites were selected based on their
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anatomical location rather than their membership to the DMN as
determined with resting-state functional connectivity. Gaining in-
sight into how each distinct type of PMC site contributes, within the
context of larger networks, to either autobiographical memory recall
or to controlling spontaneous thought, will require future work that
combines multiple recording modalities, to track the dynamics on
multiple spatial and temporal scales. For instance, combining the
temporal resolution of iEEG with the whole-brain coverage of
fMRI, and collecting long-duration fMRI datasets within individ-
uals to obtain spatially precise subject-specific maps (18, 39, 40),
would likely be fruitful in determining the functional connectivity
and network dynamics of distinct rest-active sites within the PMC.

Materials and Methods
General Methods. We recorded iEEG responses from 13 subjects (five female)
with epilepsywhowere implantedwith intracranial electrodes as part of their
presurgical evaluation at Stanford University Medical Center, while subjects
performed the behavioral task described below. All subjects had at least one
electrode site placed over the PMC, but electrode locations were determined
purely for clinical reasons, based on each patient’s presumed seizure focus.
Demographic information is included in Table S1, and individual subject
electrode coverage is displayed in Fig. 1. Each patient was monitored in the
hospital for ∼6–10 d following surgery, and all subjects provided verbal and
written consent before participating in any experiments. All experiments with
human subjects were approved by the Stanford Institutional Review Board.

We extracted HFB (70–180 Hz) activity from each site, as a measure of
local cortical activation (29, 41, 42), to identify (i) which sites were

significantly activated during each condition and (ii) at what time such
activations occurred.

Experimental Design: Behavioral Paradigm. Subjects were asked to make true/false
judgments on a series of visually presented statements, requiring either autobio-
graphical memory retrieval (memory condition; e.g., “I ate fruit yesterday”) or
arithmetic processing (math condition; e.g., “48 + 8 = 57”) (as described previously
in refs. 27 and 28). Subjects had up to 15 s to respond (by pressing one of two
keypad buttons) to each statement, but the task was self-paced and moved on to
the next trial after the subject responded (usually within a few seconds; Table S1).
These statements were presented in random order and were interspersed with
cued-rest trials, during which subjects fixated at a center cross-hair for 5 or 10 s and
were asked not to think about anything in particular. Each subject performed
between 47–96 memory trials, 47–96 math trials, and 20–70 rest trials (subject
specific trial numbers are given in Table S1). Arithmetic equations always consisted
of one-digit number and a two-digit number, to minimize the chance that subjects
were relying on rote memorization of arithmetic facts. Trials were separated by a
200-ms ITI. Stimuli were visually presented on a laptop computer (Apple MacBook
or MacBook Pro) using MATLAB psychtoolbox (see Supporting Information for
additional details on analysis methods).
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