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Enhancing Auditory Selective Attention
Using a Visually Guided Hearing Aid
Gerald Kidd Jr.a
Purpose: Listeners with hearing loss, as well as many
listeners with clinically normal hearing, often experience
great difficulty segregating talkers in a multiple-talker sound
field and selectively attending to the desired “target” talker
while ignoring the speech from unwanted “masker” talkers
and other sources of sound. This listening situation forms
the classic “cocktail party problem” described by Cherry
(1953) that has received a great deal of study over the past
few decades. In this article, a new approach to improving
sound source segregation and enhancing auditory selective
attention is described. The conceptual design, current
implementation, and results obtained to date are reviewed
and discussed in this article.
Method: This approach, embodied in a prototype “visually
guided hearing aid” (VGHA) currently used for research,
employs acoustic beamforming steered by eye gaze as a
means for improving the ability of listeners to segregate and
attend to one sound source in the presence of competing
sound sources.
Results: The results from several studies demonstrate that
listeners with normal hearing are able to use an attention-based
“spatial filter” operating primarily on binaural cues to
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selectively attend to one source among competing
spatially distributed sources. Furthermore, listeners with
sensorineural hearing loss generally are less able to use
this spatial filter as effectively as are listeners with normal
hearing especially in conditions high in “informational
masking.” The VGHA enhances auditory spatial attention
for speech-on-speech masking and improves signal-to-
noise ratio for conditions high in “energetic masking.”
Visual steering of the beamformer supports the coordinated
actions of vision and audition in selective attention and
facilitates following sound source transitions in complex
listening situations.
Conclusions: Both listeners with normal hearing and with
sensorineural hearing loss may benefit from the acoustic
beamforming implemented by the VGHA, especially for
nearby sources in less reverberant sound fields. Moreover,
guiding the beam using eye gaze can be an effective means
of sound source enhancement for listening conditions where
the target source changes frequently over time as often
occurs during turn-taking in a conversation.
Presentation Video: http://cred.pubs.asha.org/article.
aspx?articleid=2601621
esearch forum contains papers from the 2016 Research
osium at the ASHA Convention held in Philadelphia, PA.

Analogy of Selective Attention Acting as a
light Shined on the Source of Interest
r Volitional Control

Among the simpler explanations for our ability to

attend to certain objects or ongoing events while ignoring
other objects or events is that the conscious mind is able to
select among multiple sources of sensory input and empha-
size the processing of the stimulus that is selected. The act
of selection and emphasis has historically suggested the
analogy of a beam of light that illuminates an otherwise
murky, indistinct, or cluttered visual scene. An early pre-
cursor to this view is found in the empirical work and
introspections of the famous psychologist William James
(1890) who observed that “the things we attend to come
to us by their own laws. Attention creates no idea; an idea
must already be there before we can attend to it. Attention
only fixes and retains what the ordinary laws of association
bring before the footlights of consciousness” (p. 450). The
idea of the conscious mind figuratively shining a light on
the subject of interest was a very appealing and broadly
accessible formulation of the concept of attention, drawing
on our common, everyday experiences of perception in
a visual scene. For example, although extensive study has
revealed that the analogy does not strictly hold true (e.g.,
Disclosure: The author has declared that no competing interests existed at the time
of publication.
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Awh & Pashler, 2000; Driver & Bayless, 1998), selective
attention has been characterized as acting like a spotlight
that is voluntarily shined on whatever attracts our interest.
This was stated many decades after James’ work, but still
early on in the modern attention literature, by Posner,
Snyder, and Davidson (1980): “These findings [from a series
of vision perception experiments] are consonant with the
idea of attention as an internal eye or spotlight (p. 172)…
that enhances the detection of events within its beam…”

(p. 171). Figure 1 is a simple schematic illustration of this
concept for the visual modality.

The basic idea is that directing attention toward an
indistinct source brings forward the features of the visual
image. The right panel shows that the focus of attention can
be shifted from one source to another, bringing a different
image into focus while disengaging from the former image.
This selective emphasis of one source out of multiple sources
distributed at different locations may be considered to be a
type of “spatial filter” because it passes the information of in-
terest within the region of focus while suppressing/attenuating
the information of disregard outside the region of focus.
An Auditory Analog of the Visual
Attention Spotlight

If a simple analogy for selective attention can be made
by invoking a beam of light and the sense of vision, the ques-
tion arises as to whether there is a parallel in the auditory
domain. Can we voluntarily emphasize the input received
from one sound source at a particular location while turning
down the inputs from competing sound sources at other
locations? And if so, how is this accomplished? A good ex-
ample of the task of auditory source selection occurs when
we are trying to listen to only one person speaking in a mix-
ture of other talkers—a common experience in many typical
social situations. Although distinguishing among concurrent
talkers is a complex problem potentially involving a variety
of cues available at different stages of processing (e.g., recent
series of reviews in Middlebrooks, Simon, Popper, & Fay,
2017), the spotlight metaphor in vision may usefully be ex-
trapolated to the sense of hearing by considering that the
Figure 1. Three-panel schematic of the “spotlight” analogy to selective atten
visual images of human shapes is murky; in the center panel, the beam of l
right panel, the focus of the attentional spotlight is redirected to a new sou
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human listener has two receivers (ears) located on opposite
sides of the head and that the sources we wish to select—
among different talkers—typically are spatially distributed
in the sound field. Each point of origin of a sound source
creates a specific set of acoustic differences in the waveform
of the sound as it is received at the two ears. These inter-
aural values associated with different source locations—in
particular, source azimuths specified in degrees from a ref-
erence point (e.g., 0° is assigned to the azimuth of a source
directly in front of the listener with angles to the right and
left of the center assigned positive and negative values,
respectively)—provide an acoustic basis (transformed in-
ternally into a useable neural code in the binaural auditory
system) for directing the “spotlight” of auditory attention
toward a specific location under voluntary control. The
idea is that binaural cues allow us to emphasize the pro-
cessing of a sound source at one location and de-emphasize
the processing of sources from other locations. Figure 2
illustrates how sound sources from different spatial locations
create different patterns of arrival of sounds at the two
ears. These interaural differences in the time of arrival are
indicated by the different lengths of the arrows to each ear
indicating that the distance the sound must travel is shorter
to the near ear than the far ear. The head attenuates sounds
creating acoustic “head shadow” (affecting higher frequen-
cies more than lower frequencies) that reduces sound levels
to the far ear relative to the near ear (depicted by thinner
arrows for lower sound levels to the far ear in each case).
Note that the two sources create distinct interaural time
and level differences.

The idea of an attention-based “spatial filter” that
can be tuned in azimuth and directed toward a source at a
particular location is consistent with the early views of how
listeners can solve the cocktail party problem. However,
how is this concept realized in actual human function? And
how do we know? The evidence for spatial filtering that will
be considered here is drawn from a series of human percep-
tual and speech recognition experiments that were designed
to examine the mechanisms that cause auditory masking and
the ways that human listeners can overcome auditory mask-
ing. Although many studies have shown changes in perfor-
mance due to varying the spatial separation between a target
tion. In the left panel (without spotlight/flashlight), a set of distributed
ight enhances the target image illuminating its features; and in the
rce.
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Figure 2. Schematic showing two speech sources at different
locations and the interaural differences (time of arrival and sound
intensity) they create at the listener.
speech source and one or more competing sources (e.g.,
Zurek, 1993), the direct measurement of the properties of
an attention-based filter tuned in azimuth is relatively recent
(and differs from the simple acoustic attenuation effects
due to the head; i.e., “head shadow”). Among the first
studies to address this topic directly was that of Arbogast
and Kidd (2000) who adapted the probe-signal method
originally applied to the frequency domain by Greenberg
and Larkin (1968) to assess “tuning” in source azimuth.

In the Arbogast and Kidd (2000) study, the task was
to discriminate an upward versus a downward glide in
frequency using a one-interval, two-alternative, forced-choice
procedure in which the target stimulus was composed of
a sequence of brief pure tones confined to a narrow and
known frequency band. The target sequence was presented
from a loudspeaker at one location while narrowband
masking sounds comprising asynchronous randomized-
frequency pure-tone sequences centered at different frequency
regions (i.e., competing independent auditory “streams”) were
presented separately to six other loudspeakers. The seven
loudspeakers were spatially distributed in 30° steps spanning
a range of 180°. When the target stimulus was presented
from a known location (i.e., any one of the seven loud-
speakers) that was fixed across trials, masked discrimination
performance was high and roughly the same for all loud-
speaker locations. However, when the probe-signal procedure
was employed such that the target location was uncertain
(0.750 probability of occurrence from the loudspeaker directly
in front of the listener and 0.042 from each of the other
six locations), the most accurate performance and fastest
responses were observed when the target occurred at the
most likely location. Furthermore, performance gradually
decreased in accuracy and increased in response time as the
target location occurred increasingly distant from the most
likely location. These findings are illustrated in Figure 3.

The left panel of Figure 3 shows accuracy as a func-
tion of target location in degrees azimuth. The two func-
tions plot performance when the target was fixed in location
across trials in a block and when the target was presented
most often at 0° azimuth and at the other locations in a
quasi-random manner on a combined 25% of presentations
throughout a block of trials. The right panel shows response
times for the same conditions. The “spatial tuning” attrib-
uted to an attention-based filter operating on interaural dif-
ferences is supported by the findings of better accuracy and
faster response times in the probe-signal condition at the
expected (most likely) location. In that case, performance
was equal to that which was observed in the fixed condi-
tion with reduced accuracy and longer response times (com-
pared to the fixed condition) found for the unexpected (less
likely) locations—findings that are compatible with the at-
tenuation caused by a filter and that are comparable with
the results of Greenberg and Larkin (1968) and others (cf.
Scharf, Quigley, Aoki, Peachey, & Reeves, 1997; Wright &
Dai, 1994) using the probe-signal method for other stimulus
dimensions. These psychophysical findings are consistent
with the results from a variety of other studies examining
spatial tuning using different methods. For example, Teder-
Salejarvi and Hillyard (1998) found evidence for sharply
tuned (in azimuth) human evoked potential responses to
broadband sounds that were varied probabilistically in
location. Subsequent physiological work and modeling (e.g.,
Dong, Colburn, & Sen, 2016; Maddox, Billimoria, Perrone,
Shinn-Cunningham, & Sen, 2012) have supported the idea
of spatially selective neural responses at the level of the cortex
notably under conditions where there are multiple sound
sources present originating from distinct source azimuths.
Speech-on-Speech Masking and
the Cocktail Party Problem

As noted above, one common and important use of
spatial selectivity is to choose one specific talker to attend
while ignoring or suppressing the speech of other talkers
(e.g., Arbogast, Mason, & Kidd, 2002; Freyman, Helfer,
McCall, & Clifton, 1999). Unlike the stimuli and task used
in the report by Arbogast and Kidd (2000) indicating spatial
tuning in the discrimination of nonspeech sounds, speech
comprehension requires linguistic processing, which may be
a factor for both target and masker speech (e.g., Brouwer,
Van Engen, Calandruccio, & Bradlow, 2012). The idea that
human listeners can use differences in spatial location to
select one talker to be under the focus of attention has been
discussed in the auditory and speech research literature for
decades. Among the earliest and best known works advanc-
ing this idea is an article by Colin Cherry in 1953. He posed
the following two questions “How do we recognize what
one person is saying when others are speaking at the same
time (the ‘cocktail party problem’)?” and “On what logical
basis could one design a machine (“filter”) for carrying out
such an operation?” (p. 976). Although Cherry (1953) listed
several cues that human listeners could use to solve the
cocktail party problem, his experiments on dichotic listen-
ing (i.e., presenting an attended voice in one ear and other
sounds that often were only partly ignored in the other ear
via earphones) illustrated how the inputs to the two ears
Kidd: Using VGHA for Enhancing Selective Attention 3029



Figure 3. The results from the probe-signal experiment reported by Arbogast and Kidd (2000). The left panel shows accuracy as a function of
target source azimuth, whereas the right panel shows the associated response times. The two curves in each panel are for the control condition
(triangles) where location is fixed throughout a block of trials and for the probe-signal condition (squares) where 0° azimuth is the most likely
location. Reprinted with permission from Arbogast and Kidd. Copyright 2000, Acoustical Society of America.
could be consciously attended and also how the strength of
selective attention varied depending on the stimulus in each
ear. In the dichotic listening paradigm he employed, the
two ears were considered to be independent channels of
the peripheral auditory system stimulated separately by
earphones, but the relevance for the perception of sounds
in the natural environment that produce different inputs
to the two ears depending on spatial location (i.e., Figure 2)
was obvious. Cherry’s work motivated many subsequent
studies examining how the interaural differences associated
with spatially distributed sound sources can be used to im-
prove the reception of one sound source at a specific location
in the environment and to focus attention on that particular
source in preference to others. As with the visual spotlight,
the idea that we can aim our sense of hearing toward a
source we have selected to emphasize the processing of the
sound emanating from that source is both appealing and
accessible based on our common auditory experience in the
sound field. For the sense of hearing, the dynamic aspect
of this process is of particular importance because the infor-
mation we wish to extract from an acoustic message typ-
ically is organized in sequential units (e.g., words into
sentences) with meaning that unfolds over time. The impor-
tance of the temporal dimension of audition requires that
we maintain the focus of attention on a source over extended
periods so that the items placed in memory can be fully
processed and used in the exploitation of predictability that
allows, in Cherry’s words, “…noise or disturbances to be
combatted” (p. 276). Consider, for example, the task of
following the flow of conversation among two or more
communication partners. To be successful, we often must
redirect our attention from one talker to another as they
take turns speaking. The dynamic aspects of both source
selection and attentional focus have been studied less
commonly in audition than have static fixed-location
3030 Journal of Speech, Language, and Hearing Research • Vol. 60 •
conditions in part because of the challenges associated with
devising well-controlled and valid experiments to gauge
our ability to perform such tasks.

Another famous scientist, Donald Broadbent, specifi-
cally proposed early on that we could apply an attentional
filter operating on differences in spatial location to select
a particular speech source of interest in the midst of
competing speech sources, all of which contained poten-
tially relevant information (i.e., comprehensible messages).
His consideration of this problem led to empirical work
supporting the “filter theory” of selective attention. He
writes: “The main advantage of spatial separation [of speech
sources] comes in the case when one or more irrelevant
messages have to be ignored… [selective attention makes
it] easier to pass one [message] and reject another [mes-
sage] that also contains relevant items…this is effectively a
filter theory” (Broadbent, 1958, pp. 42–43).

Perhaps the most straightforward approach to deter-
mining the characteristics of an attention-based spatial filter
for a speech signal is to measure the difference in speech
intelligibility that occurs when the target talker is masked
by another voice nearby or even at the same location versus
when the masking talker is moved away from the target
talker causing spatial separation of sources. A priori, the
expectation would be that a spatially tuned filter would
emphasize sounds from the direction at which it is aimed
while progressively attenuating surrounding sounds as they
are increasingly separated in azimuth from the target. Does
this happen when a listener is faced with solving the cocktail
party problem? Figure 4 illustrates how a speech-on-speech
(SOS) masking experiment can be used to infer the proper-
ties of an attention-based spatial filter.

The upper panel in Figure 4 shows the group mean
results (speech reception thresholds plotted in target-to-
masker ratio, T/M, in dB) from a typical multiple-talker
3027–3038 • October 2017



Figure 4. (A, upper panel) Group mean results from the speech-on-
speech masking experiment of Marrone et al. (2008a) plotted as
threshold target-to-masker ratios (T/M) in dB and standard errors
as a function of the target-masker separation in azimuth. (B, middle
panel) The data shown in A are replotted in dB attenuation/spatial
release from masking with the values reflected around 0° azimuth.
The dotted line connecting the data points is a best-fitting rounded
exponential function illustrating the concept of a spatial filter.
(C, lower panel) Spatial filter plotted as in B with the addition of a
schematic overlay of the loudspeaker array and subject situated in
the sound field. The distances shown in the sound-field schematic
are independent of the values of attenuation/spatial release from
masking on the ordinate. NH = normal hearing.
speech masking experiment as a function of the separation
in azimuth between the target and masker talkers (adapted
from Marrone, Mason, & Kidd, 2008a). In this case, the
target talker is always located in front of the listener, and
there are two independent masker talkers who are either
colocated with the target at 0° azimuth or symmetrically
separated in azimuth (one to the left and the other to the
right) by the angles indicated along the abscissa. Spatial
release from masking (SRM) is computed as the difference
in target speech reception thresholds between the colocated
and separated conditions. In the middle panel, the connec-
tion between SRM results and the attention-based spatial
filter is shown. The data from the upper panel are replotted
reflected around 0° representing the two symmetrically
placed masker locations and presumed symmetric placement
of the filter. The values on the ordinate are dB plotted
relative to the T/M at threshold in the colocated condition
(i.e., 0°, 0 dB). Thus, the filter attenuation is assumed to
be equal to the SRM. In the lower panel, a schematic illus-
tration of the laboratory listening environment is super-
imposed over the data from the middle panel so that the
spatial filter may be visualized in reference to the listener
seated in the center of a semicircle of loudspeakers. Note
that the implied ordinate for the sound-field layout is dis-
tance and is independent of the filter attenuation.

The spatial filter that is estimated using this method
and the data from Marrone et al. (2008a) has a bandwidth
of 10°–15° and filter slopes that attenuate about 0.6 dB/
degree. An important point to be made here is that, unlike
an actual filter, the characteristics of this attention-based
spatial filter depend crucially on the interactions of a com-
plex set of variables including the information about the
sources that is preserved in the auditory periphery, the
ability to use the peripheral inputs to segregate the differ-
ent sound sources, and the higher-level functions leading
to informational masking (IM) and the release from IM
(see Kidd & Colburn, 2017, for a recent review).
Reduced Spatial Tuning in Listeners
With Sensorineural Hearing Loss

Studies of SRM for speech targets in various types of
“noise” have revealed that many listeners with sensorineural
hearing loss (SNHL) are less able to exploit the spatial
separation of sound sources to overcome masking than are
listeners with normal hearing (NH). Furthermore, both
hearing loss and age may affect the ability to use spatial
separation to obtain a release from masking, especially from
IM (e.g., Srinivasan, Jakien, & Gallun, 2016). This empirical
observation is consistent with the common experience of
those with SNHL who often report great difficulty “hearing
in noise” and, in particular, understanding speech in complex
sound environments such as the multiple-talker “cocktail
party” situation (e.g., Agus, Akeroyd, Noble, & Bhullar,
2009; Noble & Gatehouse, 2006; see also Shinn-Cunningham
& Best, 2008). In the laboratory, the reduced SRM commonly
found in SNHL is apparent in SOS masking experiments
when the target-masker separation in azimuth is varied. The
results from one such study are shown in Figure 5.

There are three sets of data plotted here. First, the
NH data from Marrone et al. (2008a) used in Figure 4 are
Kidd: Using VGHA for Enhancing Selective Attention 3031



Figure 5. Group mean “spatial release from masking” (SRM) for
listeners with sensorineural hearing loss (SNHL) plotted in dB
attenuation at the spatial separation of ±90° of the maskers from
the target (triangles). The thresholds used to derive the spatial
filter for listeners with normal hearing (NH) for speech-on-speech
masking conditions are also plotted and connected with the dotted
line indicating the filter. Also shown are group mean thresholds for
listeners with NH in speech envelope–modulated Gaussian noise
(squares). The values are replotted from Marrone et al. (2008a, 2008b).
replotted together with the fitted filter function. Second,
corresponding results from Marrone et al. (2008a) for two
independent noise maskers using identical methods are shown
for listeners with NH for the extreme spatial separation of
±90°. Only the extreme value was tested because of the
small SRM observed (about 1 dB) and the assumption that
the intermediate separations would yield the same or less
benefit. The other data set is for listeners with SNHL for
two speech maskers also colocated and ±90° separations
from Marrone, Mason, and Kidd (2008b) again using the
same methods as for the listeners with NH but with gain
applied to compensate for the hearing loss. The main points
from this figure are that spatial tuning, as reflected by release
from masking, is strongest (greater attenuation) for listeners
with NH for SOS masking conditions and that, by com-
parison, listeners with SNHL as a group show markedly
reduced SRM. Although it is not indicated in the figure,
the colocated thresholds for SOS masking are only slightly
higher for the listeners with SNHL than for those with NH,
meaning that the difference between groups is due primar-
ily to the thresholds for the spatially separated masker
conditions. The noise masker results for NH are shown
because they produce primarily energetic masking (EM; cf.
Kidd, Mason, Richards, Gallun, & Durlach, 2008) and so
are less amenable to attenuation imposed by attentional
mechanisms. For those maskers, the attenuation due to the
attention-based spatial filter is much less than for natural
speech. Also, neither acoustic head shadow nor binaural
analysis—a process by which neural computations on
the inputs from the two ears improve the effective within-
channel signal-to-noise ratio in the auditory system (e.g.,
Colburn & Durlach, 1978)—provides much benefit for
these symmetrically placed noise maskers. Furthermore,
the colocated thresholds (T/Ms) for noise masker conditions
for both NH and SNHL (not shown) are significantly lower
3032 Journal of Speech, Language, and Hearing Research • Vol. 60 •
than those for speech masking conditions reflecting the
much reduced IM caused by noise (a point considered
again in a later section). The interactions of these different
factors, as well as others such as reduced audibility and dif-
ferences in the ability to use brief glimpses of target energy
in masker envelope minima (cf. Best, Mason, Swaminathan,
Roverud, & Kidd, 2017), complicate the interpretation of
the reduced SRM for listeners with SNHL. A full discussion
of this issue is beyond the scope of the current article. Instead,
the following sections provide a description of a new way
of compensating for the reduced benefit of spatial separation
of sources observed in most listeners with SNHL and some
listeners with NH.
The Potential Benefits of Spatially
Tuned Amplification

The problem addressed by the new hearing aid
approach discussed in the remainder of this article is the
reduced spatial benefit or lack of spatial tuning for listeners
with SNHL apparent in Figure 5 by comparison of the
findings from groups with NH and SNHL. As noted above,
this problem manifests primarily as higher T/Ms at thresh-
old for spatially separated sound sources. This finding leads
to the question as to how auditory prostheses can remedi-
ate this problem in listeners with SNHL and restore the
normal ability to segregate and select one sound source
in multiple-source environments. Current hearing aids pro-
vide a number of signal-processing capabilities that may
benefit listeners with SNHL in multiple-source listening
situations. These capabilities include boosting sound levels
to improve audibility, amplitude compression to compensate
for loudness growth issues, noise reduction to reduce the
levels of some types of background sounds, and direction-
ality to emphasize the acoustic input to the listener from
sources at particular azimuths relative to the listener’s head.

The latter capability—directional amplification—
currently appears to hold the most promise for directly
compensating for the reduced spatial tuning that character-
istically is observed in SNHL. Of the various approaches to
providing directional amplification, acoustic beamforming
is appealing because of the strong directional response
and sharp spatial tuning that may be achieved in some
frequency regions. The possible use of beamforming micro-
phone arrays in hearing aids has been investigated by a
number of researchers in the past, and discussions of the
possible benefits of the various approaches for incorporating
beamforming into auditory prostheses may be found in
Greenberg and Zurek (1992); Desloge, Rabinowitz, and
Zurek (1997); and Goldsworthy, Delhorne, Desloge, and
Braida (2014), among others.

Recently, we have developed a new type of hearing
aid—currently a research prototype—that relies on acoustic
beamforming created by a head-worn microphone array.
The initial design and testing of this device have been
described in articles by Kidd, Favrot, Desloge, Streeter,
and Mason (2013) and Favrot, Mason, Streeter, Desloge,
3027–3038 • October 2017



and Kidd (2013), and preliminary findings for SOS masking
conditions for both listeners with NH and SNHL have been
reported in Kidd, Mason, Best, and Swaminathan (2015);
Best, Streeter, Roverud, Mason, and Kidd (2017); Best,
Roverud, Mason, and Kidd (in press); and Roverud, Best,
Mason, Streeter, and Kidd (in press). Figure 6 is a photo-
graph showing the various components of the current labo-
ratory prototype.

This figure shows the circuit board (lower right) with
the four sets of four microphones used to implement beam-
forming circled in red. This flexible circuit board supporting
the microphone array is mounted on the head underneath
a band running across the top of the head from ear to ear
(upper right viewed from behind placed on the KEMAR
manikin). The spatial layout of the microphone array contrib-
utes to the directional response, which is obtained by comput-
ing filters (directionally dependent weights across frequency)
that optimize the response to the intended “acoustic look”
direction (cf. Desloge et al., 1997; Stadler & Rabinowitz,
1993). The prototype currently depends on connections to
a microcomputer and various analog components and thus
is neither portable nor feasible for clinical use; it is, however,
sufficient in its present form for the intended purpose of
evaluating the potential functional advantages of an acoustic
beamformer steered by eye gaze.

The directional response of this beamformer is shown
in Figure 7 plotted along with the human filter function de-
rived from the data shown earlier from Marrone et al. (2008a).

The typical selectivity of the human attentional filter
expressed in degrees azimuth at the −3 dB points is 10°–15°,
and it is about 15°–20° for this beamformer at the same
points. The attenuation from 0° to ±30° is about 12 dB for
both. To obtain the response of the beamformer shown in
Figure 7, measurements were made of the array output
for an acoustic look direction (the direction the beamformer
is aimed relative to the head) of 0° (straight ahead) and a
Figure 6. Photographs of the components comprising the visually guided
shows the eye tracker, microphone array, insert earphones, and associate
on a headband (B) and the circuit board (C) underneath the headband that
indicate the positions of the four rows of four microphones on the circuit b
broadband noise source that varied in location across several
azimuths including, and to the left and right of, 0° as indicated
in the figure. It should be noted, though, that the response
varies as a function of frequency with broader tuning appar-
ent in the lows and sharper tuning apparent in the highs
(cf. Kidd et al., 2015). Given this composite response, the
question arises as to how a human listener would benefit
from listening through the beamforming microphone array
to one target source located among multiple masking sources.
To ascertain this, we tested groups of listeners with NH and
SNHL in a speech-in-noise (speech spectrum–shaped,
speech envelope–modulated noise) task that paralleled
the SOS task described earlier. We used a different closed-
set speech corpus (BU speech matrix corpus; Kidd, Best, &
Mason, 2008) than that used in Marrone et al. (2008b), and
the stimuli were presented using head-related transfer func-
tions recorded via the KEMAR manikin in the sound field
for both “natural” (microphones in KEMAR’s ear canal
affording normal binaural cues) and BEAM (beamforming
microphone array mounted on KEMAR’s head as shown in
Figure 6) as described by Kidd et al. (2015). The results of
these speech-in-noise masking conditions are shown in the left
panel of Figure 8 with the results plotted as T/M at threshold.

The two noise maskers were generated by taking the
broadband amplitude envelopes of the words spoken by
two separate talkers (syntactically correct five-word utter-
ances from the BU speech matrix corpus, same as the target
sentences) and using those to modulate independent speech
spectrum–shaped noises. When spatially separated using
natural binaural cues, the noise sources are perceptually dis-
tinct but unintelligible and essentially are two single-channel
noise vocoders. The thresholds measured in the colocated
KEMAR condition are at −13 dB T/M for listeners with
NH and −11 dB for listeners with SNHL. These values are
much lower than those measured for the speech maskers
shown in Figure 4. The difference in these thresholds is
hearing aid mounted on the KEMAR manikin. (A) Image on the left
d electronics; separate photos show the microphone array mounted
contains the array and electronics. The arrows between B and C
oard.

Kidd: Using VGHA for Enhancing Selective Attention 3033



Figure 7. Measured spatial tuning characteristics of the beamforming
microphone array (dashed blue line) compared with that estimated
from human listeners (dotted gray line) in a speech-on-speech
masking task from Marrone et al. (2008a). The schematic of the sound
field with the listener and loudspeaker array also is superimposed
on the data.
due to the greater IM caused by the speech masker than
by the noise masker. Because there is so little IM, spatially
separating the noise maskers does not produce a large
source segregation advantage nor does binaural analysis or
head shadow for these symmetric masker placements yield
large reductions in thresholds. The thresholds for the spa-
tially separated KEMAR conditions were −16.2 dB for
listeners with NH and −12.8 dB for listeners with SNHL
yielding SRMs of 3.2 and 1.8 dB, respectively. For the
beamformer listening conditions, the colocated thresholds
were very similar to natural listening and were −14.2 and
−11.3 dB for the groups with NH and SNHL, respectively.
The beamformer, however, operates before the sound
input to the listener and improves the T/M for the spatially
separated sources reaching the ears. Those thresholds were
−25 dB for listeners with NH and −19.1 dB for listeners
with SNHL, which were equal to SRMs of 10.8 and 7.8 dB,
Figure 8. The left panel shows group mean target-to-masker ratios (T/M) a
conditions for natural binaural cues (via the KEMAR manikin) and for the bea
for groups of four young adult listeners with normal hearing (NH) and senso
masking is plotted (threshold in the colocated condition subtracted from th
and two microphone conditions.
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respectively. These SRMs are plotted in the right panel of
Figure 8. These results show that spatially separated thresh-
olds for both listeners with NH and SNHL in noise are
significantly lower when listening through the beamformer
than when using natural binaural cues. It also illustrates
the important point that the “attentional filter” human
listeners employ to selectively listen to one source among
competing, spatially distributed sources does not operate on
the sound input in the same manner as an external device
with a spatially tuned response. Instead, the attention-based
spatial filter operates internally using binaural input to
sharpen the focus on the desired sound location. However,
the information from the periphery must be present for
the internal processing to achieve the benefit depicted in
Figures 4 and 5 above. Another way of stating this is that
the attentional filter can overcome IM but not EM. When
EM dominates, binaural analysis and acoustic head shadow
may be the only factors a listener is able to exploit to achieve
SRM. The symmetrically placed noise maskers used here
limit the benefit of these two factors. Real-world listening
situations likely are a complex mixture of EM and IM that
depend on many factors that may be difficult to quantify
and include significant effects of context and a priori knowl-
edge (e.g., discussion in Kidd & Colburn, 2017).

For SOS masking, the listening situation often is quite
different. The information from the target talker may be
present but is not utilized effectively by the listener because
of IM. This difference between low-IM noise-masked and
high-IM speech-masked listening conditions has been quan-
tified using “ideal time–frequency segregation” by Brungart,
Chang, Simpson, and Wang (2006; see also Kidd et al., 2016).
The processing implemented by ideal time–frequency segre-
gation essentially performs source segregation for the lis-
tener and has shown that high-IM conditions often retain
sufficient target speech information to solve the SOS task
but that listeners are unable to take advantage of that infor-
mation. In contrast, for noise-masking conditions, the limi-
tation on performance is due to insufficient information
t threshold for speech in noise for colocated and spatially separated
mforming microphone array (BEAM). In each case, results are plotted
rineural hearing loss (SNHL). In the right panel, spatial release from
e threshold in the separated condition) for the two subject groups

3027–3038 • October 2017



available to the listener. The important point here is that an
attention-based filter operating on binaural cues can enhance
speech recognition in speech maskers when the information
is available to the listener and can be recovered through
perceptual segregation and selection of the sources. For
noise-masked speech, perceptual processing yields little benefit
as compared with the physical enhancement of the stimulus
available through an external device such as a beamformer
that operates on the acoustic input to the listener.

Previous work comparing performance with acoustic
beamforming to that with natural binaural listening for
SOS masking has found large differences across subjects.
This variation—when specified as a measure of “benefit”
(e.g., performance with the beamformer vs. aided binaural
listening)—is due primarily to the large range of perfor-
mance found using natural binaural cues to solve the SOS
masking task, which is typical for both groups with NH
and SNHL. An example of the wide range of benefit found
using the beamformer, and also the hybrid BEAMAR con-
dition (cf. Kidd et al., 2015) that combines beamforming
in the mid- to high-frequency range with natural binaural
cues in the low frequencies, is shown in Figure 9.

In general, the benefit of the two beamformer condi-
tions for speech maskers, BEAM and BEAMAR, increases
as the values along the abscissa (the threshold measured for
the natural binaural/KEMAR condition) increase. Positive
values (those lying above the dotted horizontal line at 0 dB)
Figure 9. The benefit of listening through the beamforming
microphone array (BEAM or BEAMAR) compared with natural
binaural listening (through KEMAR manikin) plotted as a function
of the thresholds for the natural binaural listening condition. Positive
values (above the dotted horizontal line) indicate that the thresholds
were better (lower) for BEAM or BEAMAR than for KEMAR conditions.
The data points are for individual subjects for speech maskers
(circles and triangles) and for noise maskers (squares). NH = normal
hearing; SNHL = sensorineural hearing loss; T/M = target-to-masker
ratios.
indicate a benefit of the beamformer (in either BEAM or
BEAMAR conditions) compared with aided binaural lis-
tening via KEMAR. The spread of the data points evident
in Figure 9 reflects the large intersubject differences in per-
formance using natural binaural listening for the spatially
separated conditions and, we believe, represents a complex
combination of factors including intrinsic perceptual segrega-
tion abilities as well as access to information due to hearing
loss and other factors such as the ability to exploit brief
time–frequency glimpses of target speech (e.g., Best, Mason,
et al., 2017). Consistent with the discussion above, the micro-
phone conditions incorporating the beamformer uniformly
provide a benefit for the symmetric noise masker conditions
(squares). It should be noted that the BEAMAR condition,
which provides natural binaural cues in the low frequencies
in combination with the signal-to-noise ratio boost from the
beamformer in the high frequencies, can provide much better
spatial awareness and sound source localization than the
single-channel beamformer alone. Current work in our labo-
ratory aims to determine the optimal combination of these
two types of information: natural binaural cues and spatially
tuned beamforming (Best, Roverud, et al., in press).

The Visually Guided Hearing Aid
To obtain the source selection benefit of spatially tuned

amplification, the listener must be able to steer the acoustic
look direction of the hearing aid/device toward the sound
source of interest (i.e., the target). In the preceding sections
describing the potential benefits of a beamforming micro-
phone array, the listening conditions all were static: The
target and masker sources were fixed in location on a given
trial while the measurements were obtained. In natural lis-
tening situations, however, such as that exemplified by the
multiple-talker cocktail party problem, the sound source
of interest may change from moment to moment such as what
occurs during turn-taking in a conversation. This dynamic
variation in target source location means that the acoustic
look direction of spatially tuned amplification must vary
accordingly and should do so rapidly enough that the infor-
mation emanating from the new target source is not lost.
While human listeners typically turn their heads toward new
target sound sources, they also typically locate the source
visually, and gaze leads and extends the orientation achieved
through head turns. To harness the source selection benefit
of acoustic beamforming under dynamic listening conditions,
we have developed a system in which the beam is steered
by eye gaze sensed by a head-worn, eyeglasses-mounted eye
tracker. The prototype version of this “visually guided hear-
ing aid” (VGHA) including eye tracker, microphone array,
and audio output/electronic transducer is shown in the left
image of Figure 6. Not shown is the computer that imple-
ments the processing involved in computing the directional
filters that are selected based on the signals from the eye
tracker indicating the direction of eye gaze. The idea is that
these functions—sensing eye gaze and steering the acoustic
look direction of the beamformer—could ultimately be
implemented in a portable self-contained instrument worn
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by a human listener, although the versions tested so far only
have been laboratory prototypes used for research purposes.
In our initial efforts in developing this system, a first practical
question was whether the speed of operation including all of
the steps mentioned above could be implemented in real time.
An example of the performance measured for the VGHA is
shown in Figure 10.

These measurements indicate that the various steps
in guiding the beamformer using eye gaze result in a lag
of about 30 ms relative to the actual movement of the eyes
in response to a changing visual target. Although this delay
may be noticeable, further work from our laboratory has
indicated that it does not interfere with speech intelligibility.
However, the general problem of determining how well
listeners are able to track sound source transitions in dynamic
listening situations, such as following a conversation in a
noisy room filled with competing conversations, is a challeng-
ing task that has not been studied extensively. Recently,
we have developed tests for this purpose and have been
devising experiments that compare listener performance
using the VGHA with that which may be obtained naturally
by shifting the focus of attention from one source to another
source at different spatial separations. Because the VGHA
is steered by eye gaze and because it is often the case that
selective attention to a source at a specific location is opti-
mized by the concerted orienting of vision and audition
toward the target source, the approach we have taken is to
use visual markers to indicate the location and the transition
of location for the target. What appears to be crucial in the
design of these experiments is the complexity of the task—
the extent to which solving the task requires the integration
of auditory and visual information, for example—and the a
priori knowledge that allows the observer to anticipate source
transitions. One approach to this problem has been reported
Figure 10. The traces plotted here show the change in location/
azimuth of a visual target (dot on a screen) over time (heavy dashed
line), the movement of a human subject’s eye gaze following the
target dot (dark solid line), and the computation and application of
the directional filter that implements beamforming directed toward
the visual target (the “acoustic look direction” [ALD], light solid line).
Reprinted with permission from Kidd et al. (2013).
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by Roverud et al. (in press) who have tested the VGHA in
an “auditory–visual congruence” task. In their paradigm,
three separate talkers utter strings of synchronously spoken
independent words from three separate locations (i.e., spa-
tially separated loudspeakers implemented virtually using
head-related transfer functions). A monitor displays the
layout of the loudspeaker array, and a single synchronous
string of printed words occurs at one of the loudspeaker
locations. The task of the listener is to press a button when
the auditory word and the visual word match from the
same location, that is, an A–V congruence. The printed
words can change location at the onset of any of the words
so that a transition in target location occurs, and the prob-
ability of that transition is a controlled variable. The pre-
liminary results from this experiment indicate that the
benefit of the beamformer is retained under dynamic condi-
tions, although the time it takes to orient eye gaze toward
the target may influence performance immediately after
a transition. A similar conclusion was reached by Best,
Streeter, et al. (2017) who compared natural and VGHA
performance in a new dynamic speech comprehension test.
In this new test (Best, Streeter, Roverud, Mason, & Kidd,
2016), each trial consists of a simple question (e.g., “What
is 2 + 3?”) and a one-word answer (e.g., correct “5” or
incorrect “8”). Because the trial consists of two separate
parts—the question and the answer—it is well suited for
implementing target source transitions because the natural
conversational form involves two separate talkers at differ-
ent locations. The test involves comprehension, not only
identification or recognition, because the yes/no response
of the listener indicates whether the answer was correct or
incorrect. Many aspects of this very flexible task may be
varied to assess the understanding of speech under dynamic
conditions. As in the Roverud et al. (in press) study, Best,
Streeter, et al. (2017) found that performance using the
VGHA retained the spatial selectivity benefit of the acoustic
beamformer and that listeners were able to track target
source transitions with minimal loss in performance. Both of
these new approaches appear to hold promise for examin-
ing dynamic aspects of speech or A–V target recognition/
comprehension and for evaluating the performance of spa-
tially tuned amplification devices.

Future Directions
The current version of the VGHA provides the bene-

fits of acoustic beamforming guided by eye gaze. The sys-
tem is a research prototype involving several functional
subcomponents that may be tested separately or together
as a unit. The benefits of acoustic beamforming for source
selection augment our natural ability to focus attention
on one specific source in the environment while effectively
attenuating competing sources at other locations. The extent
to which our natural ability to implement selective attention
based on interaural difference cues—that is, the extent to
which it functions like a spatial filter—depends on various
factors including the type of competition the listener experi-
ences in the environment (i.e., whether EM or IM dominates).
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The beamforming microphone array described here was
designed to fit on the head of a human user and, in its cur-
rent implementation, extends across the top of the head
using a flexible band with the rows of microphones that are
used to create the beam of amplification. This configuration
generally works best in multiple-source sound fields when
the sources are nearby the listener and reverberation is low
(e.g., Favrot et al., 2013). Moreover, the type of sensing
that is used to determine eye gaze usually has constraints
that can limit the usefulness of the device. The sensor used
currently does not work well in natural light that has a
strong infrared component (i.e., works well indoors but not
outdoors). Other ways of sensing eye gaze, such as through
electrooculography, or even sensing the direction of atten-
tion through the electroencephalography signal may have
useful applications but also may have their own constraints
(e.g., slow response due to the need for signal averaging).

Highly selective, spatially tuned amplification may
have applications other than those considered here. For
example, it is clear from past work (e.g., Figure 9) that
some listeners, even the young adult college students with
NH who comprise our typical subject pool, have great
difficulty hearing out one talker among multiple competing
talkers. Furthermore, cochlear implant users who experi-
ence reduced benefit from spatial cues or persons with
attention-related functional deficits could benefit from this
type of highly directional amplification. This is because
spatially tuned amplification enhances source selection
at the acoustic input to the listener and there may be vari-
ous listening conditions where such amplification is benefi-
cial even when hearing sensitivity is within normal limits.
Furthermore, the hybrid beamformer/natural binaural listen-
ing condition (“BEAMAR”) described in an earlier section
holds considerable promise for retaining the benefits of spa-
tially selective amplification while also allowing some
degree of natural sound source awareness and localization
ability (e.g., Best, Roverud, et al., in press; Kidd et al., 2015).
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