Algorithm-enabled partial-angular-scan configurations for dual-energy CT
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Purpose: We seek to investigate an optimization-based one-step method for image reconstruction
that explicitly compensates for nonlinear spectral response (i.e., the beam-hardening effect) in dual-
energy CT, to investigate the feasibility of the one-step method for enabling two dual-energy partial-
angular-scan configurations, referred to as the short- and half-scan configurations, on standard CT
scanners without involving additional hardware, and to investigate the potential of the short- and
half-scan configurations in reducing imaging dose and scan time in a single-kVp-switch full-scan
configuration in which two full rotations are made for collection of dual-energy data.

Methods: We use the one-step method to reconstruct images directly from dual-energy data through
solving a nonconvex optimization program that specifies the images to be reconstructed in dual-energy
CT. Dual-energy full-scan data are generated from numerical phantoms and collected from physical
phantoms with the standard single-kVp-switch full-scan configuration, whereas dual-energy short- and
half-scan data are extracted from the corresponding full-scan data. Besides visual inspection and pro-
file-plot comparison, the reconstructed images are analyzed also in quantitative studies based upon tasks
of linear-attenuation-coefficient and material-concentration estimation and of material differentiation.
Results: Following the performance of a computer-simulation study to verify that the one-step
method can reconstruct numerically accurately basis and monochromatic images of numerical phan-
toms, we reconstruct basis and monochromatic images by using the one-step method from real data
of physical phantoms collected with the full-, short-, and half-scan configurations. Subjective inspec-
tion based upon visualization and profile-plot comparison reveals that monochromatic images, which
are used often in practical applications, reconstructed from the full-, short-, and half-scan data are lar-
gely visually comparable except for some differences in texture details. Moreover, quantitative studies
based upon tasks of linear-attenuation-coefficient and material-concentration estimation and of mate-
rial differentiation indicate that the short- and half-scan configurations yield results in close agree-
ment with the ground-truth information and that of the full-scan configuration.

Conclusions: The one-step method considered can compensate effectively for the nonlinear spectral
response in full- and partial-angular-scan dual-energy CT. It can be exploited for enabling partial-angular-
scan configurations on standard CT scanner without involving additional hardware. Visual inspection and
quantitative studies reveal that, with the one-step method, partial-angular-scan configurations considered
can perform at a level comparable to that of the full-scan configuration, thus suggesting the potential of the
two partial-angular-scan configurations in reducing imaging dose and scan time in the standard single-kVp-
switch full-scan CT in which two full rotations are performed. The work also yields insights into the investi-
gation and design of other nonstandard scan configurations of potential practical significance in dual-energy
CT. © 2018 American Association of Physicists in Medicine [https://doi.org/10.1002/mp.12848]
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1. INTRODUCTION

There is renewed interest in research on dual-energy CT
because it is believed to possess a potentially high degree of
utility for various clinical applications.'* In CT imaging the
X-ray source spectrum and detector response are generally
polychromatic, and in dual-energy CT this information can be
exploited for beam-hardening correction and/or for accurate
material estimation and differentiation. In the work, for con-
venience, the product of the incident X-ray source spectrum
and detector response is referred to simply as the X-ray spec-
tral response. The explicit consideration of an X-ray spectral
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response in dual-energy CT engenders a nonlinear data model
for which image-reconstruction methods differing than those
for a linear data model in conventional CT are needed.
Methods for addressing the nonlinear spectral response
(i.e., the beam-hardening effect) in dual-energy CT can be
divided roughly into two classes. In the first class, there are
two types of methods: type-1 methods first correct for the
effect of the nonlinear spectral response in the data and then
reconstruct image from the corrected data,”® whereas type-2
methods first perform image reconstruction directly from the
data and then compensate for the effect of the nonlinear spec-
tral response in the reconstructed image.'®'? Therefore, the
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first class of methods includes two major steps in the order of
either correction and reconstruction or reconstruction and cor-
rection. In general, the methods in the first class perform the
reconstruction step based upon a linear data model. In the sec-
ond class, methods, which are referred to as one-step methods,
are designed for image reconstruction through directly solving
the nonlinear data model in dual-energy CT."* '

In this work, we investigate a one-step method”” for image
reconstruction and for enabling partial-angular-scan configu-
rations in dual-energy CT. In the one-step method consid-
ered, the problem of image reconstruction is formulated as a
nonconvex optimization program, and an algorithm, modified
from the adaptive steepest-descend (ASD) and projection-
onto-the-convex-set (POCS) algorithm, is used for image
reconstruction through numerically solving the nonconvex
optimization program. An emphasis of the work is to investi-
gate the feasibility of the one-step method for enabling dual-
energy partial-angular-scan configurations on standard CT
scanners without involving additional hardware. We focus on
studying, in addition to a standard, dual-energy full-scan con-
figuration, two specific dual-energy partial-angular-scan con-
figurations enabled, referred to simply as the short-scan and
half-scan configurations, by using computer-simulated data
of numerical phantoms and real data of physical phantoms.
Besides visual inspection of reconstructed images,
quantitative studies are carried out on the full-scan and
partial-angular-scan configurations considered in tasks of lin-
ear-attenuation-coefficient and material-concentration estima-
tion and of material differentiation.

We describe in Section 2 the one-step method, which con-
sists of the optimization program and algorithm for image
reconstruction from dual-energy data, and summarize in Sec-
tion 3 the study design and materials used in the work.
Results from dual-energy data of numerical and physical
phantoms acquired with the scan configurations considered
are presented in Sections 4 and 5, respectively. Discussions
are given in Section 6, followed by conclusions in Section 7.

2. MATERIALS AND METHODS
2.A. Formulation of the reconstruction problem

In the section, we first describe the data model in dual-
energy imaging with which the reconstruction problem is for-
mulated as a nonconvex (NC) optimization program. Because
there is no mathematically exact solver currently for achiev-
ing the globally optimal solution of the NC optimization pro-
gram, we use a heuristic algorithm®? for reconstructing basis
and monochromatic images from dual-energy data collected
with full-, short-, and half-scan configurations through
numerically solving the program.

2.A.1. Basis and monochromatic images

We consider discrete image arrays in the work and denote
a discrete image in a vector form of size I, where I is the total
number of voxels of the image array, and entry i in an image
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vector is the image value within voxel i, where i € {0,1,. ..,
I—1}. Also, we refer to the product of the incident X-ray
beam spectrum and the detector energy response as the X-ray
spectrum, and express it as a vector of size M in which each
entry denotes the spectrum value with energy bin m, where
m € {1,2,...,M}. In dual-energy CT imaging, one seeks to
determine the X-ray linear-attenuation coefficient distribu-
tion, which is a two-variable function of X-ray energy and
spatial coordinates. Again, for a given energy m, we express
the linear-attenuation coefficient distribution as vector f/ of
size I in which each entry f; indicates the value of the linear-
attenuation coefficient at voxel i for energy m. In an attempt
to avoid solving directly for a two-variable function,”’ we
re-express f’ as

£ =1, + Af,, (M)
where
fm = tulmbl + .u2mb27 (2)

vectors b; and b, denote basis images of size I, p,,, and p,,,
the decomposition coefficients, and Af,, the decomposition
error. When different sets of decomposition coefficients are
considered, one obtains different decompositions of the linear
attenuation coefficients, thus different basis images and
decomposition errors. We refer to f,, as the monochromatic
image at energy m. In this work, we use the water and bone
mass-attenuation coefficients, which are available from the
NIST database,23 as the decomposition coefficients, and thus
refer to the decomposition in Eq. (2) as a material-based
decomposition. Not considering the decomposition error
from insufficient bases, the determination of fﬁn is simplified
to determining basis images b; and b,, which are indepen-
dent of energy m. Once the basis images are determined, one
can use Eq. (2) to obtain the monochromatic image f,, at
energy m, which is used then as an approximation of the lin-
ear-attenuation coefficients f of interest.

2.A.2. Data model for dual-energy imaging

In dual-energy CT imaging, measurement is made with
spectrum s, for each ray connecting a detector bin and the
X-ray source at a given source position. We denote the total
number of rays measured as J ["‘], which is the product of the
number of rays measured at a source position and the number
of source positions for a given X-ray spectrum s. Considering
a two-basis decomposition model in Eq. (2), one can readily
express the data model for a ray measurement with spectrum

§ as
Y g

g (b1, by)
= — lnij[;i €xp _Zaj[f](ﬂllnbli+u2mb2i) )
m i

3

where j € {0, ---,J — 1} is a ray index for either low (s=1)
or high (s=2) kVp scan, gj[-s](bl, b,) denotes the model data



1859 Chen et al.: Algorithm-enabled dual-energy CT

for the jth ray in scan s, q][nl the ray-dependent normalized

X-ray spectrum, satisfying >, q]m =1, at energy m for the

[s]
Jjth ray in scan s, and aj;

the intersection length of the jth ray
in scan s with the ith voxel. Clearly, the data model is a non-
linear function of basis images b; and b,.

The data model in Eq. (3) can be re-written as

g (b1,by) = g (b1, by) + Agl (b1, by), @)
where
b17b2 Z (ﬂ,1 by + Nj[z]b21)> )
Ag/[ ](bl ,by) =—1n Z qlm exp (— Z a}f] (Auj[.‘i]mbl,-

+Au;;mbz,)) )

ﬁj[f,i] =3 q][:,], W 15 an energy-independent term, taken as the
spectrum-weighted average of |, over energy m,

All,,[i]m = Uy — ,a][i] remains energy dependent,”?* and k=1

and 2 indexes the basis material. Note that gj[fﬂ (b1, by) is alin-

ear function of basis images b; and b,, while Agj[s] (b1, by)

contributes to the nonlinearity of the data model.

For spectrum s, we form data vector gt/(b;,b,) of size
JB, with elements gj[s] (by,by), where j € {0, 1,...,J6 —1}.
Similarly, we can form additional data vectors g[f] (b1, b,) and
Aghl(b;,b,), for s=1 and 2, in the same fashion as
g”(bl b,), with elements gj[ ](bl,bz) and Agj[ ]ﬁbl,bz) given
in Egs. (5) and (6), respectively. Also, let Al denote the

[s]

discrete X-ray transform matrix of dimension J1/ x I with a;;
as its element for spectrum s, and L{,[f] a diagonal matrix of

size JU with /_‘,[‘/i] as its diagonal element. Subsequently, the

data model in Eq. (4) for an individual ray can be grouped
into a matrix form for all of the rays from the low (s=1) and
high (s=2) kVp scans as

g (b1, by) — Agl'l(by,by) \ _ (8!"(by,bs) %
g?(by,by) — Ag?(by,by) g2(by,by) )
where

gl (by,by) ) _ (Al AN (b, ®)
golbi,by) )\ A P AP ) by )

2.A.3. Nonconvex (NC) optimization program

For discussion convenience, aggregated vectors g(by,b,)
= (@7 (bs,by), 877 (b;,by))" and  Ag(by,by) = (Agl”
(by,by), Ag2T(b;,b,))" are formed, where symbol T indi-

cates a transpose operation. Letting vectors g[/\/]l and g” of

sizes JI!) and J1?I denote data actually measured with spectra
s=1 and 2, we form a measured data vector, g, =
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(g%ﬂg% ) , in an aggregate form. Using the aggregated

data vectors, we then formulate the basis images as a solution
to the constrained optimization program designed as

(b7, b3) :arg min(|[b ||ty + [[b2]lry)

1,02

st. D(E(by,by), g —Ag(br, b)) <e ©)
:ulmbl + :u2mb2 t 07

where || -||py denotes the image total-variation (TV), the
£>-norm-data-fidelity function is given by

D(g(by,b2),g\—Ag(b1,by))
=(llg" by, bs) —g&i + Agl (b, b,) |3 (10)
+ 182 (b1, b) — g5 + AgP by, bo)|3)2,

and >0 is the data constraint parameter that specifies the
degree of data inconsistency. In addition, a non-negativity
constraint is imposed on the monochromatic image at energy
m. It can be observed that the optimization program in Eq.
(9) is nonconvex, because D(g(b;,bs), g, —Ag(b;,by)) is a
nonconvex function of (by,b,) and thus the data fidelity con-
straint forms a nonconvex set. The nonconvexity stems from
the nonlinear term Ag(by,by), as in its absence the data
model becomes linear and so the data fidelity constraint
convex.

2.B. Reconstruction algorithm

In an attempt to solve the optimization program in Eq. (9),
we first use the steepest descend (SD) procedure to reduce
the convex term of the basis-image TV. On the other hand,
there is no mathematically exact solver for achieving the glo-
bal minimum of the NC-data divergence D(g(by,b2), g,
—Ag(by,by)). Instead, we consider a procedure for lowering
the NC-data divergence.”” It can be observed that, if
Ag(by,b,) can be estimated, the data divergence becomes
convex and can thus be lowered by use of a procedure based
upon the projection-onto-convex-sets (POCS). This observa-
tion motivates the design of a procedure based upon the
POCS updates for possibly lowering the nonconvex data

divergence as**
b,({n+l): b]((n)

8= 8¢ 00 b) —g (b b)) iy

AL b2 2] gl

(B + ()7 o))
11
A [s]( b ,bzn anq] exp< (A'uj[l]mb n)
(12)

where j € {0,1,...,J0-11 for spectrum s, the summat10n
over m is from 1 to M, and a is the jth row of matrix A
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Unlike the conventional POCS procedure, the update in
Eq. (11) attempts to address the nonconvexity of the data
divergence by including the estimated NC term
Ag][-‘f] (b b{"), and is thus referred to as the NC-POCS pro-
cedure. Subsequently, an algorithm can be devised by combin-
ing SD and NC-POCS procedures that adaptively lower image
TV and data divergence, and it is referred to as the ASD-NC-
POCS algorithm. In the work, algorithm parameter ") are
identical to that in the conventional ASD-POCS algorithm.*’
Using the reconstructed basis image b,((") in Eq. (2), we can
readily obtain monochromatic image ff,:” at iteration n.

While it cannot be shown mathematically whether the
ASD-NC-POCS algorithm can globally optimally solve the
NC program in Eq. (9), necessary conditions for local optimal-
ity can be designed based upon two metrics, defined below as

/e
Ary (b}, by") =
n+1 n+1 n n
BV lhry + 158 lry) = (1B + 165 )
1 1 n 7 ’
LBV lhry + 158 ry) + (B + 1651y
13)

Db}, b") = |D(@(b1,b2), g~ Ag(by, b)) — ¢

which can be used for defining two mathematical necessary
conditions for the convergence of the ASD-NC-POCS algo-
rithm as

D(b{",by") — 0,

_ 14
Aty (b(ln) ) bgn) ) — 0,

as iteration number n—©0. The first condition is based on
the data fidelity constraint, making sure that the convergent
solution is feasible, whereas the second is for the local
optimality of the objective function. In practical reconstruc-
tions, where it is limited to computer precision, practical
necessary conditions, guided by the mathematical
conditions, are designed to check the convergence for the

o =T

1860

ASD-NC-POCS algorithm. Such conditions are to be dis-
cussed separately in the simulation and real-data studies
below, and are referred to in short as practical convergence
conditions, although it is important to note that they are
just numerical necessary conditions.

3. STUDY DESIGN AND MATERIALS
3.A. Scanning configurations

Throughout the work, we refer to a scan configuration in
which each of the two sets of dual-energy data are collected
over 2m as a full-scan configuration for dual-energy CT. In
addition, we refer to a scan configuration as a partial-angular-
scan configuration in which each of the two dual-energy
datasets is acquired for an object only over an angular range
considerably less than 27. Because the reduced angular range
is less than 27, a partial-angular-scan configuration can be
exploited for possibly reducing imaging time and dose of a
full-scan configuration. Most importantly, a partial-angular-
scan configuration can readily be realized on standard CT
scanners without additional hardware simply by use of the
standard single-kVp-switch technique.

We use three parameters, o, o, and oy, to specify a partial-
angular-scan configuration, where oy and o, denote the start-
ing and ending angles of the X-ray tube, and «; the angle at
which the X-ray tube switches its kVp, thus collecting two sets
of dual-energy data over angular ranges oy — o and o, — o).
In a full-scan configuration, o) — 09 = 0y — o) = 27, whereas
in a partial-angular-scan configuration, o;— oy <27m and
o — o <2m. In this work, two partial-angular-scan configura-
tions are investigated for dual-energy CT of potential practical
significance. The first scan configuration of interest is referred
to as the short-scan configuration, as shown in Fig. 1 (left), in
which the tube rotates a short-scan range in one kVp, before
switching to another kVp setting to rotate for another short-
scan range. Thus, two sets of dual-energy data are acquired
with a9 =0, oy = +y,,, and o = 27w + 2y,,, where y,, is

aw=0/0=2n

€ 0.08 = 135 kVp
S —— 80kvp
5
9 0.06
o
wn
© 0.04
N
T
€ 0.02
o
=2
0.00
0 40 80 120
E, keV

FiG. 1. Short-scan (left) and half-scan (middle) configurations, where y,, denotes the fan angle of CT scanner. Dual-energy datasets are collected over the angular
ranges with high (thick) and low (thin) kVp X-rays. The dashed circle indicates the FOV of the scanner, in which the imaged object (shaded elliptical region) is
enclosed. Right: normalized high (thick) and low (thin) kVp spectra used in the studies. [Color figure can be viewed at wileyonlinelibrary.com]
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the fan angle of the CT scanner. The second scan configuration
is referred to as the half-scan configuration, as show in Fig. 1
(middle), in which o9 = 0, oy = 7, and oy = 27n. The X-ray
tube is switched from one kVp to another kVp at o) = 7, and
the angular range of each kVp scan covers one half of a full-
rotation scan.

3.B. Data acquisition

In the work, a clinical CT scanner was used in the circular/
axial mode to acquire dual-energy data with 80 and 135 kVp.
The scanner has a detector array of 896 bins of size 1 mm,
thus forming a FOV of 500 mm in diameter and fan angle of
Y, = 49.2°. Two physical phantoms are considered, as the
standard GAMMEX DE-472 dual-energy CT phantom with
calcium and iodine inserts,26 referred to as the DE-472 phan-
tom, and a head phantom with low contrast disks, referred to
as the head phantom. The 80 and 135 kVp spectra, which are
normalized products of the estimated incident X-ray spectra
and the energy response D(E)=E of energy-integrating detec-
tors, are shown in Fig. 1 (right). Note that both spectra are
ray-dependent, due to the presence of a bow-tie filter in the
CT scanner.

For each phantom, full-scan data were first collected by
use of the full-scan configuration with each of 80 and
135 kVp spectra. Twenty repeated full scans were performed
with high mA settings, 450 and 250 mA for 80 and 135 kVp
respectively, and the averaged data were collected for yielding
datasets with a low-level of noise. Such averaged high-dose
full-scan data can thus serve as benchmark references for
visualization comparison and quantitative evaluation of
reconstruction for the short- and half-scan configurations
considered.

We subsequently obtained the dual-energy data for the
short- and half-scan configurations by extraction of the rel-
evant portions from the averaged full-scan datasets. Specif-
ically, for the short-scan configuration (09 = 0°,
o = 230°, on = 460°), 0-to-230°-rotation data from the
80-kVp scan and 230-to-460°-rotation data from the 135-
kVp scan were extracted and joined together. Similarly, for
the  half-scan  configuration (a9 = 0°, o; = 180°,
on = 360°) 0-to-180°-rotation data from 80 kVp and 180°-
to-360°-rotation data from 135 kVp were joined together
to form the half-scan data.

3.C. Ground-truth and reference images

The ground-truth image is available in a simulation study.
As shown below, the ground-truth images are used to calcu-
late the image RMSE for checking convergence of the ASD-
NC-POCS algorithm and, more importantly, for measuring
the reconstruction accuracy in the simulation study.

In a real-data study, there is no ground-truth images avail-
able. Instead, we reconstruct reference images from full-scan
data for guiding and benchmarking the reconstructions of the
one-step method. Methods exist for image reconstruction
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from dual-energy full-scan data. When dual-energy data for a
ray are measured for both low and high kVp spectra, one of
such methods first compensates for the nonlinear spectral
response by decomposition of measured data into X-ray
transforms of individual basis images and then reconstructs
basis images from the X-ray transforms estimated.”® This
method is adopted widely in dual-energy CT imaging for
medical and other applications.

In the work, we apply the data-domain decomposition
method” in combination with the FBP algorithm with a han-
ning window to the dual-energy full-scan data to yield basis
and monochromatic images. These images are referred to as
reference images, which are used as guidance and benchmark
for the study on the reconstructions obtained with the one-
step method from the full-, short-, and half-scan data.
Because the reference images are reconstructed from real
data, they may understandably contain some artifacts due to
data noise, imperfect spectra used, and other physical factors.
The reference image is reconstructed on an /=512x512 array
of square pixels of size 0.683 mm. Throughout the work, we
perform the image reconstruction from full-, short-, and half-
scan data by using the array and pixel sizes identical to those
in the reference image reconstruction. Also, the spectra in
Fig. 1 (right) are used for all of the reconstructions performed
in the work. As the ray overlapping condition needs to be sat-
isfied for carrying out the data-domain decomposition, the
reference images are available only for full-scan data, but not
for the short- or half-scan data.

4. SIMULATION STUDY
4.A. Simulation-study design

We first carry out simulation studies to verify the conver-
gence of the ASD-NC-POCS algorithm and to benchmark
the reconstruction accuracy in the best case scenario, in
which data are consistent with the nonlinear data model in
Eq. (3). In the simulation study, data were generated from
ground-truth-basis images of water and bone using Eq. (3)
with low and high kVp spectra shown in Fig. 1 (right), for the
full-, short-, and half-scan configurations. For computation
efficiency, yet without loss of generality, the image array con-
sists of I=128 x 128 2.732-mm-square pixels, the detector has
448 bins of size 1 mm with a fan angle of 49.2°, and the full-
, short-, and half-scan datasets are collected at 300, 191, and
150 views, respectively, distributed evenly over 2m,
m+49.2°, and ©. The same pixel size, spectra, and identical
matrices A" used for data generation were used in the recon-
struction as well. Because consistent data were used in the
simulation study, ¢ should be set to zero. Therefore, data fide-
lity term D(g(bi”), bé")),gM —Ag(b({l),bé"))), instead of
Db b{"), is used to define the convergence condition in
the simulation study. Furthermore, taking into account the
practical considerations such as limited computer precision,
e =10"% was selected, and for the simulation study we
design the practical convergence conditions as
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D(a®" by"), gy~ Agb{”, b)) <107, )
Arv(b{",by") <107,

In addition, we also computed the image RMSE between the
reconstructed-basis and ground-truth-basis images, defined as

A L

.(16)
VBB -+ g2

Ab (b(1n>7 b;n)

and used it to monitor the distance between the recon-
structed-basis and ground-truth-basis images.

4.B. Simulation-study results

We first investigate the convergence of the ASD-NC-POCS
algorithm b?/ plotting in Fi%. 2 convergence metrics
D(g(by"”,by"), g, —Ag(b}",bS")) and Ary(b("”, b)) as
functions of iteration number 7. It can be observed that the
practical convergence conditions in Eq. (15) are met at itera-
tion n ~ 1000. In addition, we also show in Fig. 2 global-image
RMSE Ay (b{",b{"), which reaches ~ 105 when the practi-
cal convergence conditions are satisfied, indicating that the
converged basis images are numerically close to their ground-
truth-basis images. Observations about the ASD-NC-POCS
convergence similar to those in Fig. 2 can also be made for
simulation studies from short- and half-scan data, which are
not shown for avoiding redundant figures. We further show in
Fig. 3 that the convergent basis images from full-, short-, and
half-scan data are all visually identical to the ground-truth
images. With the basis images accurately reconstructed, accu-
rate monochromatic images can readily be obtained by use of
Eq. (2), which are not shown. These results provides a numeri-
cal verification of the convergence of the ASD-NC-PCOS
algorithm and its reconstruction accuracy of basis and
monochromatic images from simulated consistent data.

5. REAL-DATA STUDY

Following the simulation study, we apply the one-step
method to reconstructing basis and monochromatic images
from real dual-energy data of physical phantoms for the full-,
short-, and half-scan configurations, and compare the recon-
structions with the corresponding reference images.

107t 102
() (b) (c)
1073 1074 1072
10-5 106 1074
10! 103 10! 103 10! 10°
n n n

ATV(b(l"),b(Z”)), along with image RMSE (c) Ab(b(l"),b2 ), as functions of
iteration number 7, calculated from the basis images reconstructed from full-
scan data in the simulation study. [Color figure can be viewed at wileyonline-
library.com]

FiG. 2. Convergence metrics (a) D(g(bﬁ"), bé"))., gu—A gbg"),bg”)) and (b)
n
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Fic. 3. (a) Ground-truth and reconstructed water-basis (row 1) and bone-
basis (row 2) images from (b) full-, (c) short-, and (d) half-scan data, with
display windows of [0, 1.5].

5.A. Real-data-study design

For both phantoms, the full-scan data were collected at
1200 views uniformly distributed over 27. Thus matrices Al
and AP? are identical and of dimensions JI = J& =
1200 x 896 and /=512x512. The short-scan data contain 764
views from each of the low and high kVp dataset, distributed
over two adjacent arcs spanning the short-scan range. As a
result, matrices AU and A? are different, but still of the
same dimensions with JI! =& =764 x 896 and
I=512x512. The half-scan data contain 600 views from each
of the low and high kVp dataset, distributed over half a
rotation. The two different system matrices are of dimensions
JW =JR =600 x 896 and [=512x512. We selected
parameter ¢ for yielding monochromatic images visually
comparable to the reference one while not blurring the air
bubbles in the phantoms. As a result, we have selected
&= 24.9, 19.86, and 16.62 for the full-, short-, and half-scan
DE-472 phantom data, respectively, and ¢= 13.43, 8.65, and
9.07 for the full-, short-, and half-scan head phantom data,
respectively.

While the simulation studies employ a tight convergence
criteria for verification of the ASD-NC-POCS algorithm’s
convergence, we loosen the criteria slightly for the real-data
studies to obtain practical convergence conditions as

D\ by <1074,

_ a7
Ary(b”, BI) <1074,

Based upon the simulation study, we run about 1000 itera-
tions and observe that the practical convergence conditions
are satisfied in all cases, as the results below show. Further-
more, the study results as well as previous studies®” reveal
that the above practical convergence conditions yield recon-
structions visually and quantitatively resembling those
obtained with tighter convergence conditions.

5.B. Reconstruction of DE-472 phantom

A reconstruction from full-scan data is used to first
demonstrate that the practical convergence conditions in Eq.
(17) can be met by the ASD-NC-POCS algorithm. Without
loss of generality, the reconstruction is carried out with
e=24.90 for full-scan data, and we display in Fig. 4
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convergence metrics D(b ") bé ) and Aqy (b (m) bé )) as func-
tions of iteration number n, which show that the practical
convergence conditions are satisfied by the ASD-NC-POCS
algorithm.

We then show in Fig. 5 images of the DE-472 phantom
reconstructed from full-, short-, and half—scan data, including
water-basis and bone-basis images bk and monochromatic
images f}; ") at 50 and 120 keV obtained by a linear combina-
tion of the basis image reconstructed using Eq. (2) and then a
linear transformation to HU values, along with the corre-
sponding reference images in column (a). Separation of water
and bone bases can be observed in the reference-basis
images. The uniform solid-water background appears visible

10! (a) (b)
102
1071
1074
1073
10- 107

100 10! 102 10° 10° 10! 10? 10°
n n

Fic. 4. Convergence metrics (a) D(bg") , b(zn)) and (b) Aty (bg") , bg")) as func-
tions of iteration number 7, calculated from basis images reconstructed from
the full-scan data of the DE-472 phantom. [Color figure can be viewed at
wileyonlinelibrary.com]

water basis

bone basis

50 keV

120 keV

Fic. 5. (a) Reference images and images reconstructed from (b) full-, (c)
short-, and (d) half-scan data of the DE-472 phantom. From top to bottom:
(row 1) water-basis and (row 2) bone-basis images, with display windows [0,
1.5], and monochromatic images at (row 3) 50-keV and (row 4) 120-keV,
with display window [—200, 200] HU. Two ROIs enclosed by boxes in the
reference 50-keV monochromatic image (column (a), row 3) are selected for
zoomed-in view in Fig. 6, while the dashed lines in the water-basis image
(column (a), row 1) and in the reference 50-keV monochromatic image (col-
umn (a), row 3) indicate where the profiles are plotted. [Color figure can be
viewed at wileyonlinelibrary.com]
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in the water-basis image, while almost all contrast inserts are
bright in the bone-basis image. Similar separation of water
and bone bases can also be observed from all three pairs of
basis images reconstructed. While the water-basis image from
the short-scan data seems to have lower contrast for the two
inserts in the lower right corner, as compared to the other
water-basis images, its 50-keV and 120-keV monochromatic
images show little contrast loss of the inserts. The contrast
level in the basis images can be affected by numerous factors
including data inconsistencies, reconstruction design, and
parameter ¢. In this case, parameter ¢ has been selected by
matching monochromatic images reconstructed, instead of
water-basis images, with the reference monochromatic
images in terms of subjective visualization. In addition, we
apply a non-negativity constraint in the optimization program
in Eq. (9) to the monochromatic image, instead of the basis
image, considering the fact that the former is used often in
practical applications.

For the reference monochromatic images, the 50-keV
monochromatic image shows elevated contrast, compared to
the 120-keV monochromatic image, as expected. With a dis-
play window of [—200, 200] HU, slight banding artifacts at
the top connecting two calcium inserts with the highest con-
centrations can be observed in the 50-keV reference image.
Such artifacts could be due to the decomposition error, inac-
curate spectra used, nonlinear partial volume effect, and/or
data noise. The artifacts seem reduced in the 120-keV refer-
ence image. The monochromatic images reconstructed from
full-, short-, and half-scan data possess overall resemblance
to their corresponding reference images, except for some tex-
ture differences. It should be noted that the contrast levels of
the two inserts in the lower right corner in both monochro-
matic images from the short-scan data appear visually similar
to those in the corresponding reference images and in image
of other scan configurations.

For revealing reconstruction details, we show in Fig. 6 the
zoomed-in views of the monochromatic images within two

50 keV

120 keV

FiG. 6. Zoomed-in view of the monochromatic images within the two ROIs
enclosed by the top and bottom boxes in the reference 50-keV monochro-
matic image (column (a), row 3) of Fig. 5. The arrangement from left to
right is identical to that in Fig. 5. Rows 1 & 2 and rows 3 & 4 show the
50-keV and 120-keV ROI images, respectively, within the top and bottom
ROIs labeled with “top” (rows 1 & 3) and “bottom” (rows 2 & 4). Again,
the display window is [—200, 200] HU.



1864 Chen et al.: Algorithm-enabled dual-energy CT

ROIs enclosed by the boxes in Fig. 5. The top ROI includes a
region containing two calcium inserts with the highest con-
centrations and an iodine insert with the second highest con-
centration, while the bottom ROI is selected to include the
calcium and iodine inserts with the lowest concentration
levels and two air bubbles in the phantom. At 50 keV, the
banding artifacts are discernible in the top ROIs across all
four columns. Some vertical streaks, leaking from the inserts
above, can also be observed in the bottom ROIs as well. At
120 keV, the artifacts are reduced, and the air bubbles in the
bottom ROI appear sharp in the images reconstructed from
full-, short-, and half-scan data. Overall, these observations
suggest that the monochromatic images reconstructed are
visually comparable to their corresponding reference images,
except for some differences in texture details.

In addition to the visual inspection above, we also com-
pare the reconstructions in terms of their profile plots. We
show in Figs. 7 and 8 profile plots of basis and monochro-
matic images, respectively, across the dashed lines indicated
in water-basis image and 50-keV monochromatic image in
Fig. 5, for different scan configurations, along with the corre-
sponding reference images. The profile plots of basis images
in Fig. 7 show slightly higher noise in both reference basis
images, whereas the profile plots of monochromatic images
in Fig. 8 show overall quantitative agreement among
monochromatic images obtained from full-, short-, and half-
scan data.
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FiG. 7. Profile plots of (a) water-basis and (b) bone-basis images across the
dashed line indicated in water-basis image (column (a), row 1) of Fig. 5 for
reference basis image (solid) and basis images reconstructed from full-
(dashed), short- (dashed-dotted), and half-scan (dotted) data, respectively.
[Color figure can be viewed at wileyonlinelibrary.com]
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FiG. 8. Profile plots of (a) 50-keV and (b) 120-keV monochromatic images
across the dashed line indicated in 50-keV monochromatic image (column
(a), row 3) of Fig. 5 for reference monochromatic image (solid) and
monochromatic images reconstructed from full- (dashed), short- (dashed-
dotted), and half-scan (dotted) data, respectively. [Color figure can be viewed
at wileyonlinelibrary.com]
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5.C. Reconstruction of head phantom

Convergence plots similar to those for the reconstructions
of DE-472 phantom, as illustrated in Fig. 4, were obtained for
the reconstructions of head phantom and are thus not shown
here. In Figs. 9 and 10, we show reconstructed images from
the head phantom and zoomed-in views of the monochro-
matic images within the two ROIs enclosed by the top and
bottom boxes depicted in the 50-keV reference monochro-
matic image of Fig. 9. For the reference images shown in col-
umn (a) in Fig. 9, soft-tissue and bone materials are separated
into water- and bone-basis images, respectively, and no con-
spicuous artifacts are visible. The 50-keV monochromatic
image shows disks of discernible contrast, and also displays
some streaks inside the upper region enclosed by bones,
which can be observed in the zoomed-in views in row 1 of
Fig. 10 for the 50-keV monochromatic images within the top
ROIL. Such streaks may be caused by the residual beam hard-
ening effect and/or the nonlinear partial volume effect. The
120-keV monochromatic image and its corresponding
zoomed-in view of the top ROI show no such artifacts.

The reconstructions from the full- and short-scan data in
columns (b) and (c) are visually comparable to their respec-
tive reference images, while the images from half-scan data
display some streaks of a certain direction, which are absent
in the reference or full-/short-scan images. These streaks,

water basis

bone basis

50 keV

0!618/6

FiG. 9. (a) Reference images and images reconstructed from (b) full-, (c)
short-, and (d) half-scan data of the head phantom. From top to bottom: (row
1) water-basis and (row 2) bone-basis images, with display windows [0, 1.5],
and monochromatic images at (row 3) 50-keV and (row 4) 120-keV, with dis-
play window [—200, 200] HU. Two ROIs enclosed by boxes in the reference
50-keV monochromatic image (column (a), row 3) are selected for zoomed-
in view in Fig. 10, while the dashed lines in the water-basis image (column
(a), row 1) and in the reference 50-keV monochromatic image (column (a),
row 3) indicate where the profiles are plotted. [Color figure can be viewed at
wileyonlinelibrary.com]
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FiG. 10. Zoomed-in view of the monochromatic images within the two ROIs
enclosed by the top and bottom boxes in the reference 50-keV monochro-
matic image (column (a), row 3) of Fig. 9. The arrangement from left to right
is identical to that in Fig. 9. Rows 1 & 2 and rows 3 & 4 show the 50-keV
and 120-keV ROI images, respectively, within the top and bottom ROIs
labeled with “top” (rows 1 & 3) and “bottom” (rows 2 & 4). Again, the dis-
play window is [—-200, 200] HU.

typically around the bony regions, are associated with the
sampling condition of the half-scan configuration, and its
directionality coincidences with the starting angle o in the
half-scan configuration. Except for the streaks, the recon-
structions, including the disks embedded in the soft-tissue
regions of the head phantom, from the half-scan data appear
to be visibly similar to the reference images and to the recon-
structions from full- and short-scan data, as the zoomed-in
views of the ROI images in Fig. 10 show.

We show in Figs. 11 and 12 profile plots of basis and
monochromatic images across two of the contrast disks in the
50- and 120-keV monochromatic images of the head phan-
tom reconstructed from full-, short-, and half-scan data. Simi-
lar to the results for the DE-472 phantom, the profile plots
indicate an overall quantitative agreement among the recon-
structions, except for some difference in texture details, sug-
gesting that the contrast level is retained for the short- and
half-scan configurations.

5.D. Quantitative Study

In addition to visual inspection of the reconstructed
images and profile plots, we carry out quantitative studies for
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Fic. 11. Profile plots of (a) water-basis and (b) bone-basis images across the
dashed line indicated in water-basis image (column (a), row 1) of Fig. 9 for
reference basis image (solid) and basis images reconstructed from full-
(dashed), short- (dashed-dotted), and half-scan (dotted) data, respectively.
[Color figure can be viewed at wileyonlinelibrary.com]
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Fic. 12, Profile plots of (a) 50-keV and (b) 120-keV monochromatic images
across the dashed line indicated in 50-keV monochromatic image (column
(a), row 3) of Fig. 9 for reference monochromatic image (solid) and
monochromatic images reconstructed from full- (dashed), short- (dashed-
dotted), and half-scan (dotted) data, respectively. [Color figure can be viewed
at wileyonlinelibrary.com]

tasks of potential interest in dual-energy applications. The
quantitative studies are performed for the DE-472 phantom
only, as ground-truth information about the inserts and the
background materials is available. First, from the recon-
structed basis images, monochromatic images at different
energy levels were formed using Eq. (2) and the linear-
attenuation coefficients for each insert at different energy
levels were estimated and then compared with their ground-
truth values. Subsequently, the concentrations of the inserts
were also estimated, assuming a linear relationship with the
HU value pair at two different energy levels. Finally, a mate-
rial-differentiation task between calcium and iodine was car-
ried out using the monochromatic images at 80 and 140 keV.

5.D.1. Estimation of linear-attenuation coefficients

Using the reconstructed basis images, we form monochro-
matic images at multiple energy levels by using Eq. (2), and
compare the linear-attenuation coefficients within the cal-
cium and iodine inserts in the DE-472 phantom with the
ground-truth information provided by the phantom manufac-
turer and obtained by use of the XCOM program from
NIST.?” Note that, in order to compare the linear-attenuation
coefficients in physical units (cm~!), the monochromatic
images were obtained by a linear combination of the basis
images using Eq. (2) only, without the HU-conversion step.
The values of the linear-attenuation coefficient obtained from
the monochromatic images for the full-, short-, and half-scan
configurations, formed at energy levels of 40, 60, 80, 100,
120, 140, and 160 keV, are shown, along with those obtained
from the corresponding reference images, in Fig. 13 for the
four inserts that are iodine and calcium with the highest and
lowest concentrations. For comparison, the ground-truth val-
ues from NIST data®’ for the iodine and calcium inserts are
plotted as solid curves. It can be observed that the estimated
linear-attenuation coefficients are in close agreement with
their respective ground-truth values.

5.D.2. Estimation of material concentration

We have also carried out a study on the concentration esti-
mation of the iodine and calcium inserts in the DE-472 phan-
tom from monochromatic images reconstructed from full-,
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Fic. 13. Linear-attenuation coefficients as functions of energy plotted in a
log-log scale, for (a) the 20-mg/ml and (b) the 2-mg/ml iodine inserts and for
(c) the 600-mg/ml and (d) the 50-mg/ml calcium inserts. The solid curves
represent ground-truth values calculated from NIST data,?” along with linear-
attenuation coefficient calculated from monochromatic images at 40, 60, 80,
100, 120, 140, and 160 keV reconstructed from full- (4), short- (M), and
half-scan (A) data, as well as from the reference images (@). The vertical
bars through the symbols indicate the standard deviations estimated within
the ROI of each insert. [Color figure can be viewed at wileyonlinelibrary.-
com]

short-, and half-scan data. In Tables I and II, we summarize
the estimated concentrations and their associated standard
deviations for each of the iodine and calcium inserts obtained
from full-, short-, and half-scan data, along with the corre-
sponding ground-truth values. The result is also displayed in
Fig. 14, along with that obtained from the corresponding ref-
erence images, in which the vertical bars through each sym-
bol for an estimated value denotes the corresponding
standard deviation. It can be observed that data points line up
well along the 45°-degree line. The results in Tables I and II
and in Fig. 14 indicate that accurate estimation of the iodine
and calcium concentration can be obtained from the full- and
partial-angular-scan data in dual-energy CT by use of the
one-step method.

TasLE 1. lodine concentration = its standard deviation estimated (mg/ml).
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5.D.3. Material differentiation

We further compare reconstructions in a material-differen-
tiation task of calcium and iodine. A potential problem in
separating calcium from iodine using the standard threshold-
ing-based method is that there is an overlap of HU values
between calcium and iodine in a single-energy image.”® As
shown in Fig. 5, some of the calcium inserts in the 120-keV
monochromatic image of the DE-472 phantom are of a gray
level comparable to that of some of the iodine inserts. Con-
versely, calcium and iodine can be better differentiated by
their distinct spectral response, i.e., their mass-attenuation
coefficient as a function of energy. We compose monochro-
matic images at two different energy levels from the basis
images reconstructed and use the HU value pair from the two
monochromatic images at low and high energies to differenti-
ate iodine from calcium. For each insert in the DE-472 phan-
tom, the mean pixel values within the insert are calculated
based on 80- and 140-keV monochromatic images, respec-
tively. A scatter plot of the HU value pairs for each calcium
and iodine inserts can thus be obtained, as displayed in
Fig. 15, and each data point on the scatter plot indicates one
calcium or iodine insert of its unique concentration level,
along with the respective standard deviation estimated
depicted by the vertical and horizontal bars through the sym-
bols. It can be observed that data points from iodine and cal-
cium inserts are aligned along two well separated straight
lines, indicating a good performance of reconstructions in the
material-differentiation task of calcium and iodine for all scan
configurations considered. For each scatter plot, linear
regressions were performed for both iodine and calcium data,
and there is about a 20-degrees separation between the two
fitted lines across all four scatter plots.

5.E. Reconstructions at intermediate iterations

It is of practical interest to inspect images reconstructed at
intermediate iterations, especially relative to the convergent
reconstruction for gaining insights into the design of practi-
cally useful reconstruction procedures with only a few

Truth 20 15 10 7.5 5 2.5 2

Full 20.23 + 0.74 15.20 + 0.90 10.04 + 0.56 746 + 0.64 4.89 + 0.45 2.64 + 0.44 2.08 + 0.39
Short 19.39 £+ 0.56 14.43 £ 0.94 9.35 + 043 6.90 + 0.62 437 + 0.46 2.16 + 0.33 1.54 £+ 0.30
Half 19.92 + 0.67 14.99 + 0.987 9.89 + 0.52 7.46 + 0.61 4.80 + 0.47 2.58 + 0.36 1.93 £ 0.37
TasLE II. Calcium concentration = its standard deviation estimated (mg/ml).

Truth 600 500 400 300 200 100 50

Full 611.04 + 21.8 505.53 + 15.38 400.16 + 12.07 300.83 + 12.39 202.64 + 8.39 103.85 + 6.27 54.16 + 3.44
Short 605.21 + 23.11 501.04 + 13.57 39739 + 9.12 297.80 + 15.06 199.08 + 7.78 100.54 + 7.17 56.13 + 2.74
Half 610.38 + 24.28 505.28 £+ 15.23 401.18 £ 11.67 301.53 + 13.92 202.45 + 7.81 102.43 + 8.22 54.52 + 4.11
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FiG. 14. (a) Iodine and (b) calcium concentrations (in units of mg/ml) esti-
mated from images reconstructed from full- (¢), short- (M), and half-scan
(A) data, as well as from the reference images (@), plotted against their
ground-truth concentrations. The vertical bars through the symbols indicate
the standard deviations estimated within the ROI of each insert, and the
dashed lines indicate 45° lines. [Color figure can be viewed at wileyonlineli-
brary.com]
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FiG. 15. Scatter plots of HU-value pairs of each calcium (A) and iodine (H)
inserts in the DE-472 phantom calculated by using the 80-keV and 140-keV
monochromatic (a) reference images and reconstructions from (b) full-, (c)
short-, and (d) half-scan data. The vertical and horizontal bars through the
symbols indicate the standard deviations estimated within the ROIs of each
insert in the 80-keV and 140-keV monochromatic images, respectively. Data
points of iodine and calcium inserts are distributed on two well-separated
straight dotted lines for all scan configurations. [Color figure can be viewed
at wileyonlinelibrary.com]

iterations required by typical practical applications. We have
examined reconstructions at intermediate iterations and
observed that reconstructions at early iterations can resemble
visually the convergent reconstruction. More importantly, we
have performed quantitative analyses on intermediate recon-
structions. Without loss of generality, we show below quanti-
tative assessment of intermediate reconstructions for the full-
scan data only, as similar results and observations can be
obtained for the short- and half-scan data.

5.E.1. Estimation of linear-attenuation coefficients

We have performed a study on the estimation of linear-
attenuation coefficients by simply replacing the convergent
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monochromatic images in Section 5.D.1 with those formed
from basis images reconstructed at intermediate iterations
and then estimated linear-attenuation coefficients at interme-
diate iterations. Without loss of generality, we display in
Fig. 16 results from the iodine insert of 20 mg/ml and the cal-
cium insert of 600-mg/ml obtained from the full-scan data at
iterations n=30 and 300 (row 1 & 2). It can be observed that,
in terms of the estimated accuracy of linear-attenuation coef-
ficients, results from iteration 7n=300 resemble those from its
convergent reconstruction. Further, for each insert, the rela-
tive errors compared to the ground-truth values were calcu-
lated and then averaged over the 7 energy levels. In row 3 of
Fig. 16, we show the averaged relative error as a function of
iteration number for the two aforementioned iodine and cal-
cium inserts. It can be seen that results at iteration n=300 are
indeed stably approaching the convergent results. Results and
observations similar to those discussed above have also been
obtained for other inserts and configurations studied.

5.E.2. Estimation of material concentration

Again, we have repeated the concentration-estimation
study described in Section 5.D.2 by replacing the convergent
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Fic. 16. Linear-attenuation coefficients as functions of energy plotted in a
log-log scale, for the 20-mg/ml iodine insert (column 1) and for the 600-mg/
ml calcium insert (column 2). The solid curves represent ground-truth values
calculated from NIST data,27 along with linear-attenuation coefficient calcu-
lated from monochromatic images at 40, 60, 80, 100, 120, 140, and 160 keV
reconstructed from full-scan data at iterations n=30 (@, row 1) and 300 (I,
row 2). Row 3: relative errors averaged over 7 energy levels for the corre-
sponding iodine and calcium inserts, as functions of iteration number n,
along with dotted vertical lines indicating the results of iterations n=30 and
300. [Color figure can be viewed at wileyonlinelibrary.com]
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monochromatic images with those formed from basis images
reconstructed at intermediate iterations and then estimated
the concentrations of the iodine and calcium inserts of the
DE-472 phantom at intermediate iterations. Without loss of
generality, we show in Fig. 17 the results from the full-scan
data at iterations n=30 and 300 (rows 1 & 2). It can be
observed that, at iteration n=300, the estimations seem clo-
sely align along the 45° line. Furthermore, we calculated the
relative errors of each insert and averaged them over the
seven iodine or calcium inserts. The resulting average relative
errors of concentration estimation for iodine or calcium are
plotted in row 3 of Fig. 17 as a function of the iteration num-
ber n. It can be observed again that results at iteration =300
appear to approach stably the convergent results. Results and
observations similar to those discussed above have also been
obtained for other inserts and configurations studied.

5.E.3. Material differentiation

For intermediate reconstructions of the DE-472 phantom
from full-scan data, we also calculated the scatter plot, fitted
two lines through the data points similar to those in Fig. 15
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Fic. 17. lodine (column 1) and calcium (column 2) concentrations (in units
of mg/ml) estimated from images reconstructed from full-scan data at itera-
tions n=30 (@, row 1) and 300 (M, row 2), plotted against their ground-truth
values, in which the dashed lines indicate 45° lines. Row 3: relative errors
averaged over all iodine and calcium inserts, as functions of iteration number
n, along with dotted vertical lines indicating the results of iterations n=30
and 300. [Color figure can be viewed at wileyonlinelibrary.com]
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for calcium and iodine, and then computed angle 0 between
the two lines. Angle 0 is used as a quantitative metric for
characterization of the material-differentiation power of the
reconstruction. In row 1 of Fig. 18, we show the scatter plots
calculated from reconstructions at iterations n=30 and 300,
along with the two fitted lines for calcium and iodine data
points. It can be observed that, in terms of material differenti-
ation, the scatter plots at iterations n=30 and n=300 appear to
be highly akin to that of the convergent reconstruction. In
row 2 of Fig. 18, we plot 0 as a function of iteration number
n, along with coefficients of determination, R2, of the two lin-
ear regressions for indicating the degree of fitting goodness.
For this particular example, as highlighted in row 2 of
Fig. 18, angle 0 for the reconstruction around iteration n=30
is comparable to that of the convergent reconstruction, and it
then reaches that of the convergent reconstruction for recon-
structions with iterations beyond 300. Coefficients of deter-
mination R? approach 1.0, indicating a near perfect fit of line
regressions to the data, after iteration n=300. Although there
is a peak of separation angle around iteration n=15, R*’s are
actually low, indicating that the data points in the correspond-
ing plots are not aligned well along straight lines. Results and
observations similar to those discussed above have also been
obtained for other configurations studied.

6. DISCUSSION

In the work, we have investigated an optimization-based
one-step method for image reconstruction through solving the
nonlinear data model in dual-energy CT, with an emphasis on
the study of the method’s potential for enabling partial-angu-
lar-scan configurations that can readily be realized by use of
the standard single-kVp-switch technique available on stan-
dard CT without involving additional hardware. The studies
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Fic. 18. Row 1: Scatter plots of HU-value pairs of each calcium (A) and
iodine (M) inserts in the DE-472 phantom calculated by using the 80-keV
and 140-keV monochromatic reconstructions from full-scan data at iterations
n=30 (column 1) and 300 (column 2). Row 2: Metric 0 (column 1) and coef-
ficients of determination R?> (column 2) for iodine (solid) and calcium
(dashed), as functions of iteration number n, along with dotted vertical lines
indicating the results of iterations n=30 and 300. [Color figure can be viewed
at wileyonlinelibrary.com]
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have been carried out by use of computer-simulation data of
numerical phantoms and real data of physical phantoms.

Like any algorithm, the performance of the optimization-
based one-step method depends upon a number of parameters
and metrics used. For example, its performance is likely to be
impacted by the anatomic complexity of the imaged subject,
data noise and artifacts, and reconstruction parameters. The
metrics considered in the work are visualization, profile plots,
estimation accuracy of linear-attenuation coefficient and
material concentration, and material-differentiation power.
For demonstration purpose, parameters in the real-data study
such as voxel size and data/image dimensions were selected
as those in typical clinical applications, whereas constraint
parameter ¢ in the real-data study was selected through visual
comparison of reconstructions with the corresponding refer-
ence images. We note that while the results suggest that the
subjective visual selection of parameter ¢ serves adequately
the purpose of this initial study, specific application tasks are
the guide for designing a scheme for determining parameter &
suitable for the application.

In the real-data study in which the ground-truth images
are absent, we have used the images, as reference images,
reconstructed by use of a well-established two-step method
applied widely in dual-energy applications.””~" Clearly, the
reference images can be dependent upon data conditions,
object-anatomy complexity, and reconstruction methods, and
may even contain some visible artifacts. As mentioned, they
are not used as the ground-truth images of the real-data
results. They are used instead only for providing a level of
guidance and benchmark of images reconstructed by use of
the one-step method for the scan configurations considered.

We have focused largely on showing the convergent recon-
structions for avoiding the need to treat the iteration number
as a parameter, but we have also inspected reconstructions
and quantitative results as functions of iterations, and
observed that reconstructions at earlier iterations can visually
and quantitatively resemble the convergent reconstructions.
While the intermediate iteration results may yield insights
into speeding up the reconstruction, further investigation on
the practical use in clinical dual-energy CT applications are
warranted under additional, application specific constraints.

Quantitative real-data studies based upon tasks of linear-
attenuation-coefficient and material-concentration estimation
and of material differentiation show that the two partial-angu-
lar-scan configurations can yield results comparable to those
of the reference images, revealing that the two partial-angu-
lar-scan configurations with angular ranges substantially
smaller than that of the standard single-kVp-switch full-scan
configuration in which two full rotations are made can effec-
tively reduce the imaging dose and scanning time of the lat-
ter. While two partial-angular-scan configurations are
demonstrated in the work, additional scan configurations for
dual-energy CT imaging can readily be enabled by use of the
one-step method, including helical source trajectory and/or
off-set detector configurations. Furthermore, the one-step
method can be extended to CT-scanning configurations
involving multiple (>2) spectra.”>
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We point out that, while the work provides, with simulated
and real data, an initial demonstration of the feasibility of sin-
gle-kVp-switch partial-angular-scan configurations enabled
by use of the one-step method for dual-energy CT imaging, it
remains to be established fully the practical utility of partial-
angular-scan configurations, such as the two partial-angular-
scan configurations enabled in this work, in realistic clinical
applications with clinical-task-specific-utility metrics. In the
two partial-angular-scan configurations considered, the low-
and high-kVp scans are not performed simultaneously, and it
is thus an interesting topic of future research to investigate
how the subject motion may impact their performance.

7. CONCLUSION

For the full- and two partial-angular-scan configurations
considered, the study results using computer-simulation data
validate that the one-step method can numerically accurately
recover the phantom images from data collected with the scan
configurations considered, whereas the study results using
real data reveal that the reference monochromatic images and
the monochromatic images obtained with the one-step
method for full- and partial-angular-scan configurations lar-
gely resemble each other in terms of visualization and profile
plots. Additionally, we have performed quantitative studies in
dual-energy imaging tasks for estimations of linear-attenua-
tion coefficient and material concentration and for material
differentiation. The studies show that the estimation results
obtained with the one-step method for the full- and partial-
angular-scan configurations are closely consistent with their
respective ground-truth information, along with a material-
differentiation power comparable to that of the reference
images, suggesting the potential utility of the two partial-
angular-scan configurations enabled in the estimation and
material-differentiation tasks considered. The design of the
one-step method lends itself a great degree of flexibility for
accommodating different scan configurations, and the work
may thus yield insights into the investigation and design of
other nonstandard scan configurations of potential practical
significance for dual-energy CT.
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